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Abstract

We describe a novel meshless Galerkin method for numerically solving semilinear
parabolic equations on spheres. The new approximation method is based upon a dis-
cretization in space using spherical basis functions in a Galerkin approximation. As
our spatial approximation spaces are built with spherical basis functions, they can be
of arbitrary order and do not require the construction of an underlying mesh. We will
establish convergence of the meshless method by adapting, to the sphere, a convergence
result due to Thomée and Wahlbin. To do this requires proving new approximation
results, including a novel inverse or Nikolskii inequality for spherical basis functions.
We also discuss how the integrals in the Galerkin method can accurately and more effi-
ciently be computed using a recently developed quadrature rule. These new quadrature
formulas also apply to Galerkin approximations of elliptic partial differential equations
on the sphere. Finally, we provide several numerical examples.

Mathematics Subject Classification 35K58 - 65M12 - 65M15 - 65M20 - 65M60

1 Introduction

Partial differential equations on the sphere are often used to describe geological, mete-
orological and oceanic problems, with the sphere as a rough model of the earth.
Moreover, solving partial differential equations on the sphere can be seen as the sim-
plest version of the more general problem of solving partial differential equations on
an arbitrary, smooth compact manifold.
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The goal of this paper is to derive and analyze a new high-order meshfree method
for numerically solving semilinear parabolic differential equations on the unit sphere
S? € R*!. This means we are looking for solutions u : [0, T'] x S* — R of reaction
diffusion equations of the form

du+ Lu = F(u)on (0, T] x S¢, (1.1)
u(0, ) = ug on 7. (1.2)

L denotes a second order elliptic operator (see Sect. 2). The reaction term is described
by a smooth function F : R — R. The function ug : SY — R is the initial data.

Solutions to problems of the form (1.1) and (1.2) are known to exist, for at least a
certain time, and, when they do exist, they are known to be smooth (see for example
the discussion in Chapter 15 of [30]).

The method we propose in this paper follows the standard idea of using a method
of line approach to separate the time and space variables and then to use Galerkin
approximation in space to convert the PDE into a finite system of ordinary differential
equations.

However, as we may expect a smooth solution, the crucial new point of our method
is to choose a high-order spatial approximation space which is meshfree and based
upon radial basis functions. As smooth spaces can simply be constructed by choosing
a smooth basis function and as these spaces do not require the construction of an
underlying mesh they seem perfectly suited for such kind of problems.

There is growing literature on solving partial differential equations using meshfree
methods in general (see for example [4]) and using radial basis function or kernel-
based methods in particular (see for example the literature in [8]). Amongst those,
there are only few papers, which deal with partial differential equation on spheres,
see for example [11,12,18,21], most of them are of a numerical nature or deal with
time-independent problems. Time dependent partial differential equations were, for
example, considered in [18,33].

This paper is organized as follows. In the rest of this section, we will introduce
the necessary material for working on the sphere. Then, we will discuss material on
reaction diffusion equations and on the standard numerical approximation technique
based on the method of lines approach. In particular, we will recall a generic approx-
imation result, which will be the foundation of the convergence proof of our method.
In the third section we will introduce our spatial approximation space and provide the
approximation results which are required for the above mentioned generic approxi-
mation statement. This means that we have to prove new approximation and inverse
inequalities for approximation on the sphere with radial basis functions. This section
will finish with our main result, the convergence of the semi-discrete scheme and
some comments on convergence of a fully discretized scheme. Up to this point, we
will work with rather general basis functions and on spheres of arbitrary dimensions.
The fourth section deals with quadrature schemes to speed up the computation of the
mass and stiffness matrices and the right-hand side. This section is restricted to the
unit sphere S? in R3 and to thin-plate splines as basis functions. The results of this
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section can also be used to speed up the computation of numerical solutions of elliptic
partial differential equations on the sphere recently introduced and discussed in [27].

Section 5, the final section, is devoted to applying our methods to numerically
solving three problems: a linear parabolic equation, a linear elliptic equation and the
nonlinear Allen—Cahn equation for the sphere. The first two problems test temporal
discretization errors and spatial discretization errors, respectively. We have chosen
the Allen—Cahn equation as a more complicated example to show the potential of our
method. However, the mathematical analysis provided in this paper is not particularly
taylored for this kind of equation. There exist more sophisticated techniques, see for
example [9,10], which, most likely, can be used to also derive better bounds for our
kernel-based discretisation spaces.

1.1 Basic information on the sphere

We will study equations on the d-variate unit sphere given by S¢ := {x € RI*! :
271(‘“'1)/2

T@ - Its metric tensor' will

Ixllo = 1} € R4 It has surface area wy =
be denoted by g;;.

The geodesic distance between two points x, y € S? is the length of the shorter
part of the great circle joining x and y; it is given by dist(x, y) = arccos(x” y). On

S, we will use the usual inner product
(f, 8L, = /Sd S gx)du(x), (1.3)

where du(x) = /det(gij)a’x1 ---dx? is the volume element on S?. The Laplace-
Beltrami operator? for the sphere is

d
1 d i ou
"= e 2 s (Vo 75 ) o

where, as usual, gij = (gi j)_l. It is well known that the eigenvalues of —A, are
M =LU+d—-1), £eNp,

and that the corresponding eigenfunctions are (spherical) polynomials called spherical
harmonics, of degree £. We will use the notation {Y; x : 1 <k < N(d, £)} to denote an
orthonormal basis for the eigenspace corresponding to A,. It is known that this space
has dimension

1 if £ =0,

2K+élfl (6;%;2) ife>1,

N, ) =

1 On §2, with 6 being the colatitude and ¢ being the longitude, the metric ds has the form ds? = do? +
sin? 6d<p2. Thus the four entries of the tensor are g1 = 1, g12 = g21 = 0, and g2o = sin6.

2 2 5 ' ' ~ — 10 (Gnpdu 1%
On S7, in colatitude—longitude coordinates, Ayu = o3 (smG 39) + SnZ0 092"
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with N(d, ¢) = O(Kd’l) for £ — oo. The collection of all eigenfunctions Y, x
forms an orthonormal basis for L, = Lz(Sd ) Furthermore, the space of all spherical
polynomials 7, (Sd ) of degree m or less is given by

T (SY) = span {Yex:0<€<m,1 <k <N, 0}. (1.5)
This can also be used to introduce Sobolev spaces of order o > 0 as

H(SY) := {u € La(SY) : llull po < o0},

where the norm is defined by

oo N(d,b)
2 ~ 2 o~
o = 1 )\, N = Y d .
lluell % (E_O kE_l [twe i |" (L +Ae)7, gk /sd u(w)Yy j(w)du(w)

Obviously, the norm stems from an inner product

N(d.¢)

o0
(, vyge =y e kU k(1 + 1e)°.
(=0 k=1

All this information as well as further material on spherical harmonics can be found
in [22].

We will also employ other L ,-spaces and norms on S?. The space L p consist of
all measurable functions f : SY — R with || f lz, < oo, where | f]l., is the usual
L ,-norm. Further spaces will be introduced later on.

2 Semilinear parabolic equations and their discretization
In this section, we will discuss, in more detail, equations of the form (1.1) and (1.2)
and how they are usually discretized using a method of lines approach. The operator L

in (1.1) is assumed to be a strongly elliptic, second order operator on S¢ in divergence
form. In local coordinates x!, ..., x?, L is given by

d
1 d py ou
L 2/ Nati () 2
o Jdet(gi)) i,12=:1 ox! < detleifa” () 3xj).

The a'/ are the contravariant components of a C°°, symmetric rank 2 tensor a that is
positive definite in the sense that there exist positive constants c1, ¢ such that

d d d
c1 Y gl < Y dl vy < Y gV v

i,j=1 i,j=1 i,j=1
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holds for all vectors v in the tangent space at x € S¢. Note that in the case a = g this
reduces to Lu = — A,u.

Semilinear parabolic equations of the form (1.1) with initial conditions (1.2) are
known to have smooth solutions, as long as these solutions exist. To be more precise,
if o > d/2 then we have H° (Sd) ccC (Sd) by the Sobolev embedding theorem and
it is also well-known that the Moser estimates (4.18) and (4.19) from Chapter 15 of
[30] are satisfied, provided that also F € H? (R). Thus, the following result follows
from Propositions 1.2 and 4.2 of Chapter 15 in [30]. The smoothness assumption on
F can be further relaxed.

Lemma 2.1 Leto > d/2. Suppose that F € C*°(R) and ug € H° (Sd). Then there is
atime T > 0 such that (1.1) and (1.2) has a unique solution u satisfying

wec (10,71, Ho(s?)) Nt (10,71 HO(sY)).

Because of this smoothness result, high-order methods are well-suited to solve such
semi-linear parabolic problems numerically.

The weak formulation of (1.1) is derived by multiplying (1.1) with a test function
x and integrating the result over S?. Using integration by parts, this leads to the weak
problem of finding a u(r) := u(z, -) € H' satisfying the initial conditions (1.2) and

(@), X)Ly +au), x) = (Fu®), x)r,» x € H'(S?), 2.1

employing the bilinear form

d

o du 0v

a(u,v) := /Sd Z a”ﬁm du(x), u,ve Hl(Sd).
ij=1

In a numerical scheme, the weak formulation (2.1) is spatially restricted to a finite
dimensional subspace V;, € H' (Sd). Meaning that the approximate solution u (¢) €
Vj, must now satisfy

(up(t), X)L, +aup(@), x) = (Fwn®)), X)r,» X € Vh, (2.2)

with an appropriate initial condition.

The error between u(t) and uj, (¢) has extensively been studied for various approxi-
mation spaces V},, mainly for more general domains than the unit sphere. Here, we will
mainly follow well-known results on Galerkin approximation of parabolic problems,
which can be found, for example, in [31,32]. In particular, we will use the following
result from [32]. There, it has been formulated for a bounded domain. But its proof
can be modified so that it also applies to our situation of the sphere (without boundary
conditions).

To state it, we need the following definition.
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Definition 2.2 Let {V}}5-0, be a family of subspaces of H'(S?). We will call {V}} a
feasible family of approximation spaces for H® (Sd ), o > d/2,if it has the following
properties.

1. Inverse estimate There are constants v > 0 and /&1 > 0 such that
Ixlze < Ch™"lixNL,s X € Vo h < hy. (2.3)

2. Simultaneous approximation With v from above and d/2 < p < o we have

lim su inf {|lv— +h7V v — =0. 2.4
Jm UEIRL oo {|| X Lo Il X||L2} 24
o]l gre=1

3. Convergence order For all v € H*(S?) withd/2 < j < o we have

inf {llv—xllz, +hlv—xlg} < Ch*|v]lge. (2.5)
XEVh

Note that the condition ¢ > d/2 ensures via the Sobolev embedding theorem
that we are actually dealing with continuous functions. The second property (2.4)
guarantees that the elliptic projection uy, (¢) of u(t) is close to u(¢). To make this more
precise, let M = {u(t,x) : x € St e [0, T'1}. For a continuous function u, M is
an interval, say M = [m, m3]. Given this interval and a § > 0 sufficiently small, we
define M5 = [m — &, mo + §].

Theorem 2.3 Let 0 > > d/2. Assume that the solution of (2.1) with initial con-
ditions (1.2) satisfies u € C ([0, T1, H* (Sd)). Assume that there is a § > 0 such
that F is Lipschitz continuous on Ms. Let {Vj,}, be a feasible family of approximation
spaces for H° (Sd). Then, for sufficiently small h, the solution uj(t) of (2.2) with
initial conditions up(0) = ug exists fort € [0, T] and satisfies for t € [0, T'] the error
bound

lun (@) —u@llys < CH*I, j=0,1,
where HY = L,.
Proof The proof is given in [32] for a bounded domain. Hence, we will be brief and
discuss only the changes which are relevant in our case. First of all, we note that

our bilinear form a is not an inner product on H'(S?). However, as u(t) € H'(S?)
obviously solves (2.1) if and only if it solves

W), X)L, +a@@), x) = (Fu®). x)r,. x € H'(S),
with a(u, v) := a(u, v) + (u, v), and I:"(x)N: F(x) 4+ x and the same modification
holds for uy (), we can work with a and F, instead, noti~ng that if F is Lipschitz

continuous on Mg with Lipschitz constant L > 0, so is F' with Lipschitz constant
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L + 1. The advantage of this formulation is that @ is now H' (Sd )-coercive and hence

defines a norm ||u||§ = a(u, u) on H' (Sd) which is equivalent to the standard norm
Il ;1. With this, we can proceed as in [32] and define the Ritz projection wy (¢) € Vj
of u(t), which satisfies

a(wp(t), x) =a(), x), x € Va,
and split the error u(t) — up(t) = p(t) — 0(¢) with p(t) = u(t) — wh.(t) and 6(t) =
up(t) — wy(t). From (2.5) we immediately have ||p(¢)| y; < Ch*~/ for j = 0, 1.

Moreover, a short calculation as done in [32], shows that (2.3) together with (2.5) also
yields

Ip@llL = € inf () =l +h~" 1@ = xllza} + CH

so that (2.4) together with u € C ([0, T1, H*(S?)) shows that ||p||1...(z.,) becomes
arbitrary small for sufficiently small 4. In particular, there is a 21 > 0 such that
wy(t) € Mspp forall € [0, T] and all h < hy.

Next, standard calculations show that 6(¢) satisfies

d omN%, <clia 2 F F 2 F F 2
100 < [Noo @13, + 1F o) = Fon@)I, + 1 wa 1) = Faui, }

as long as up(¢) exists. If we now set t, := max{t < T : u,(s) € Mg, s <t} then we
can use the Lipschitz continuity of F twice to derive

%nemnzl = c{n 416013, + 1001}
where we have also used (2.5) on 9; p. Gronwall’s inequality then yields
6@ < Che T, 1 <1y,
from which, again with (2.3), we can conclude that
10|z, < Ch* e < §/2

for i < h;. This, however, shows that we must have ¢, = T for h < min(h, hp) and
that the stated error estimates hold for0 <r < T. O

As usual in this context, the initial condition u#;,(0) = u( can be replaced by any
approximation ug ; of uo without altering the convergence result if |luo , — uoll ;i <
Ch*=J for j = 0, 1 is satisfied.
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3 High order spatial approximation spaces

The goal of this section is to introduce the spatial approximation spaces. These spaces
are based upon a meshfree discretization employing spherical basis functions, which
are the spherical equivalent to radial basis functions in R¢. Moreover, we will show that
the so introduced approximation spaces are feasible for H? (Sd ), o > d/2,inthe sense
of Definition 2.2, i.e. they satisfy the inverse estimate (2.3), which in the context of
approximation theory is also called a Nikolskii inequality, they have the simultaneous
approximation property (2.4) and satisfy the convergence order estimate (2.5).

3.1 Spherical basis functions and approximation spaces

For o > d/2, the Sobolev embedding theorem guarantees that H° (S) < C(S%).
Hence, in this situation, H° (Sd ) has a reproducing kernel given by

oo N(d,0)

Do, y) =Y Y (1420 T Yer(x)Yer(y).

(=0 k=1

This kernel is reproducing in the sense that &, (-, x) € H? (Sd ) for all x € S¢ and
u(x) = (u, @5 (-, x))yo forallx € S? and allu € H°(S?). The kernel is also bizonal
in the sense that ®,, (x, y) = ¢, (xT y) with ¢, : R — R, which immediately follows
from the addition theorem for spherical harmonics, see [22]. Obviously, a bizonal
kernel is symmetric in the sense that @ (x, y) = P (y, x).

We will relax the idea of a reproducing kernel in the following sense. Suppose, we
have a symmetric kernel of the form

oo N(d,t
O, y) =) Y POV Yer(y), 3.1
=0 k=1
where the Fourier coefficients satisfy

A 4+1)77 <o) <cr(14210)7° (3.2)

for all £ € Ny. Then, we can introduce a new Hilbert space Ng consisting of all
function u € Ly(S?) with

Il =3 Y A < oo (33)

Obviously, this Hilbert space is, because of the decay condition (3.2), algebraically
identical with H? (Sd ) and the norm defined by (3.3) is equivalent to the standard
norm on H7 (S?). Furthermore, ® is the reproducing kernel of H (S?) with respect
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to the inner product associated to the norm (3.3). Taking this into account, we will
also simply define the norm and inner product on H? (Sd) to be

NdJt) ~ ~

oo N(d |u |2 [} )
2 £,k £,k Ve k
lullge = E E and (u, v) E — .
— ()

(=0 k=1

%>

We will use the notation ||-||¢ and (-, -)¢ only if it is necessary to distinguish H? (Sd )
and Ng.

This approach gives us access to a variety of kernels, including compactly supported
ones. In particular, we can use kernels defined on all of R*! and restrict them to S¢
since it it well-known that a radial kernel ¥ : R*! — R, which is the reproducing
kernel of H™ (R4*!) with t > (d + 1) /2 leads via restriction to a kernel ®(x, y) =
Ux —y),x,ye€ Sd, which is the reproducing kernel of H1/2 (Sd); see [26].

The class of positive definite kernels that we will deal with has the form

¢=Gg+Ggxy, B>0,

B
where Gg is the Green’s function for the operator (("%1)2 — A*) and Y € L.

Typical examples of such basis functions are the compactly supported radial functions
restricted to the sphere [19, Sect. 3] mentioned above and the Matérn® (Sobolev)
splines ®(x, y) = Clx — y|m—%1<m_@(|x . x,y e S m>d+1,and
B=2m—1.

We will also use specific conditionally positive definite kernels on the sphere. These
are, again, kernels of the form (3.1). However, we only assume condition (3.2) to hold
for all £ > m with a given m € N. Such a kernel is conditionally positive definite
of order m — 1. In this case, the associated function space consists of all functions
u : S — R with finite

0o N(d.0)

2
hall =" 3 'Zf(g (34

l=m k=1

Obviously, this is only a semi-norm, since it vanishes on all polynomials of degree
less than m. However, if we choose fixed points & = {{1,..., g} € S? with 0 =
dim 7,1 (S?) such that they are unisolvent, i.e. p = 0 is the only polynomial from
Ttm—1(S?) that vanishes on E, then we can define a norm on H° (S?) equivalent to the
Sobolev norm via

0
el s= Nl + Y (@)1

j=1

3 One can establish this by showing that the asymptotic estimate in [24, Eq. 4.11], where s = m, is equal
to the right-hand side in that inequality.
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Typical examples of conditionally positive definite functions on the sphere are the
restrictions of thin-plate splines to S?. These lead to the kernels ®,, (x, y) = ¢y, (x- ),
x,y € S% with

(1= T (1 — s, d odd

Om(t) = (—l)’”“_%(l B t)m—% log(1 —1), d even.

(3.5)

where m € N withm > d/2.

Remark 3.1 The Legendre—Fourier coefficients {zf&m (Z)} for ¢, have been explicitly

calculated [3, Sect. 2.3]. For £ > m, they have the asymptotic form qgm &) ~ )»Zm as
£ — oo. Consequently, (3.2) holds for ¢,,, with o = m.

In both cases, if @ is positive definite or conditionally positive definite, we will also
say that @ is a spherical basis function. To be more precise, let us make the following
definition.

Definition 3.2 A kernel @ : S? x S — R of the form (3.1) is called a spherical basis
function (SBF) of order m generating H® (Sd), o > d/2, if the Fourier coefficients

o~

¢(£) satisfy the decay condition (3.2) for £ > m.

A spherical basis function is the first ingredient for building our finite dimensional
approximation spaces. The second ingredient is a finite set of distinct points X =

{&,....Eny S 8%

Definition 3.3 Let X C S? be a finite set and let ® be a spherical basis function of
order m € Ny. If ® is positive definite we set

Vx = Vx. o = span{®(-, &) : £ € X}.

If @ is a conditionally positive definite kernel of order m > 1, we let

Vx = Vxom= { D ®(E): Yy apd) =0V pe nmfl(sd)} + w1 (89).

EeX teX
3.6)

In the case of a positive definite SBF the dimension of Vy is obviously N = | X|. In
the case of a conditionally positive definite function ® of order m, the dimension of Vy
can be easily calculated. There are N kernels, subjected to dim (nm_1 (Sd )) linearly
independent conditions, along with dim (7,1 (S)) polynomials. Adding these gives
again dim(Vy) = N = | X]|.

As we do not assume any connectivity between the data sites X, the space Vy is a
meshfree approximation space. As the smoothness of the functions in Vy only depends
on the smoothness of the kernel ®, we see that we can easily build approximation
spaces of arbitrary smoothness, which will lead to arbitrarily high approximation
orders.
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Without a mesh, we need other geometric quantities to measure the quality of the
distribution of the points X over S¢.

Definition 3.4 The fill distance hy, the separation radius qx and the mesh ratio px
of a finite set X € S are defined to be

1
hX = Sup mindiSt(-x5 S)v qx = 5 m;?dISt(S’ 7])7 px = hX/qX7
n

xesd §€X

respectively. Here, dist(£, n) denotes the geodesic distance between &, € S¢. The
set X is said to be quasi-uniform with respect to a constant ¢, > 1if px < cgy. If
the constant cgy, i.e. px, is small then we will simply say that X is quasi-uniform.

Obviously, wehave gx < hx sothat px > 1. The meshratio can become arbitrarily
large if X deviates significantly from a regular distribution. To avoid problems coming
from this, in this paper, we are mainly concerned with quasi-uniform sets.

The fill distance and the separation radius allow us to estimate the number of points
in X. If B(x, r) denotes the spherical cap about x € S? with radius > 0, then we
have

U Br.gx) €89 < | Bx, hx),

seX teX

where the first union is disjoint. Hence, comparing the surface areas yields the follow-
ing result.

Lemma 3.5 There are constants c1,co > 0 such that all finite sets X C S9 with
cardinality N = | X| satisfy

clhgd <N< czqu.

For quasi-uniform data sets this means that the quantities N, q;d and h;d are all
of comparable size.

3.2 Lagrange and local lagrange functions

We will now introduce two other bases for our approximation space Vy, which will
become important later on, particularly in the situation of thin-plate splines.

The spherical basis function @ allows us to find functions in Vx to interpolate data
given at each point of X. In the case of a positive definite function these interpolants
are unique. In the case of a conditionally positive definite function of order m > 1
they are unique if the data sites X are 7, (Sd )—unisolvent, meaning that the zero
polynomial is the only polynomial from 7., (Sd) which vanishes on X. We will
assume this from now on, whenever we use a conditionally positive definite function.

In particular, for every fixed § € X we can find a unique function x¢ € Vx that
satisfies xg(7) = 8¢,y for all n in X. This function x¢ is called the Lagrange function
centered at £.

@ Springer



J.Kiinemund et al.

The set of Lagrange functions {xs : £ € X} is a basis for Vx, because the set has
|X| = dim Vy linearly independent functions. Consequently, we have

Vx = span{xs : § € X}. 3.7
In terms of the kernel basis, these Lagrange functions have the representation

N

Xe() =) aye®(x,n) + pe(x), (3.8)
k=1

where pg € mp_ (Sd) is zero if @ is positive definite. In the case of the thin-plate
splines defined by (3.5), this Lagrange basis has been studied extensively in [14,16].
In particular, we have the following result.

Proposition 3.6 Suppose that X C S? has a fixed mesh ratio px > 0. Let xe. 6 e X
be the Lagrange functions for the thin-plate splines (3.5), with m > 2. Then, there
exist constants hg, v, c1, ¢ and C, depending only on m and px so that if hx < hy,
we have

d d
cigy "1blp < | D bexell,, < c2ay"Iblp, b=e) eRY,  (39)
EeX

and, restricting to even* d,

dist(x, &)
26 @) < Cexp (—v—y 7). £eX, (3.10)
X
dist(n,
layel < Cq?(—Zm exp <—vw> , £neX. (3.11)
X

Proof The first inequality follows from [16, Theorem 5.7], the second from [16, The-
orem 5.3], and the third from [14, Remark 5.4]. To apply [14, Remark 5.4] to obtain
the third inequality, the Lagrange functions involved are required to have exponential
decay. As noted, at present we only know that this holds when d is even. O

The first of the three inequalities is really a statement that the basis is stable. The
second and third mean that, at least for d even, both the Lagrange functions and the
coefficients in the expansion (3.8) decay exponentially fastin dist(x, &) and dist(n, &),
respectively. As a consequence, the Lagrange functions are highly localized in space,
and, because of the exponential decay of the coefficients, they really require only a
few elements from the kernel basis—that is, they have a small footprint in that basis.
Both of these consequences will prove to be useful later, as will the Nikolskii-type
inequality below.

4 For d odd, it is an open question as to whether the exponential inequalities hold. There are however
bounds in terms of powers of 4. See [16, Theorem 5.5].
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Corollary 3.7 (Thin-plate spline Nikolskii inequality) If X is quasi-uniform, hy is
sufficiently small, and 1 < p,q < oo, then, for all g € Vx, the approximation space
built using thin-plate splines (3.5), we have

hfdG*P)

lgllz, < Capapyhy gl (3.12)

Proof Since (3.12) is a basis-independent inequality, we can, and will, use the

Lagrange basis for the thin-plate splines. Thus we may employ Proposition 3.6, with
1

11
g = Zsex bg xz. By (3.9), where we use gx ~ hy, and [|b], < N(” q)+||b||q, we
have

1 1
d d > "7
lgllz, < e2hyPIbll, < Czhx/pN<” q)+||b||q.

Applying (3.9) to bound ||b]|, from above, we obtain

1 1
d 577 ).  —d
lgle, < (02/01)hX/pN(’ q>+hx /qllgllL,,~

Noting that N < C h_d, we arrive at

—d(Li-1
d —d
lgllz, < (e2/ehy hy G Q)wx “glly.

Combining the powers of hx yields (3.12). O

When | X]| is large, constructing the basis of Lagrange functions for Vx requires
solving a large system of equations. Even though many entries in this system are small
enough to be neglected, making the system sparse, it is still very large and is unlikely to
be parallelizable. To overcome this difficulty, Fuselier et al. [13, Sect. 6.3] introduced
a local Lagrange basis for Vx 4 that can be obtained by solving a large number of
small systems; these systems can be solved in parallel. They did this for thin-plate
splines on S?, and they obtained results similar to those in Proposition 3.6, although
the bounds in the first and second inequalities are somewhat different. We will discuss
the analogous results for thin-plate splines for S, d even.

We begin by constructing the local Lagrange functions. Fix § € X. Let X¢ be
defined by

X ={neX:dist(§,n) <rx} wherery := Khx|loghx]|. (3.13)

We remark that n € X¢ if and only if £ € X,,. Define the local Lagrange function
centered at & to be the function

X = Y e ) + p (), p' e mu1(S?), where
neXe
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0= Z afﬁgq(n) forall g € 7y—1 (Sd) and (3.14)
neXe
XE(n) = 8¢y, forall n € Xe. (3.15)

which exists and is unique because ® is an order m conditionally positive definite
kernel. By construction, the local Lagrange functions are in Vy and one can show that
loc

{ X & € X} is a basis for Vx—the local Lagrange basis.

Proposition 3.8 Let the notation and assumptions of Proposition 3.6 hold. There exists
w = pu(m) such that for K chosen to satisfy J := Kv—4m+d —2u > 0 these hold:

1% = xelliLy < C hy. (3.16)
xlee@o) < € (1 + dist(x, §) /hx) 7. (3.17)

Furthermore, when J > 2, the set {Xéoc} is L, stable: there are c1, c3 > 0 for which

d d
c1ay "1blp < | Ceexbexte|l,, < c2ay b1y, b= (Be) e R (3.18)

Proof The proof is a slight modification of the one for d = 2 given in [14, Proposi-
tion 6.1]. The main difference is that the dimension d must be taken account of. It first
comes into play in [14, Eq. (6.9)] in estimating N, which will change from N ~ g2
to N ~ q’d. The end result in (6.9) is, however, unchanged because of a cancellation.
Another place is in the estimate of ||§ — s/ . This is again accounted for by the
change to N ~ ¢~¢. The only other place a change is required is in the proof of [13,
Theorem 6.5], where the inequality # > Cg>"~2 has to be changed to § > Cg*"~“.
See [13, Footnote 4, p. 255]. O

3.3 Approximation and convergence orders

In order to verify that the above constructed approximation spaces Vx are feasible
in the sense of Definition 2.2, we start with providing results on the approximation
properties of Vx, which eventually will prove (2.4) and (2.5).

Approximation with radial basis functions on the sphere has extensively been stud-
ied and both direct and inverse estimates were derived, see for example the ones found
in [19,25]. In this paper, we will particularly need the following approximation result,
which applies to both positive definite and conditionally positive definite SBFs. The
error estimates also embody both the “escape” from native space and the “doubling
trick.”

To describe them, recall the Lagrange basis xg, £ € X. With this basis, we can
immediately write down the interpolant Iy f to a continuous function f on X as

Ixf=7) fEx

teX

This interpolant has the following approximation properties.
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Theorem 3.9 ([27, Theorems A.2 and A.3]) Suppose that ® is an SBF that is positive
definite or order-m conditionally positive definite satisfying (3.2), with o > d /2. Let
B, eR withd/2 < u <20,and0 < B < min(u, o). Suppose that [ € H“(Sd).
If hx is sufficiently small, then

Lf = Ix fllgs < CHY P11 f . (3.19)

There is an additional approximation result that is bounding the error in the L -
norm, required later on.

Corollary3.10 Let @, f, m, o, u be as in Theorem 3.9. If hx is sufficiently small, then

If = Ix flliL < CRA™ 1 Fllan. (3.20)

Proof We will apply a typical zeros theorem, as for example given in [16, Theo-
rem Al1] with @ = M = S or [15, Theorem 3.10] with 9Q = S¢.

We fix a B € R with d/2 < B < min(u,0). As f € H*(S?) and u > B we
have f € HP(S?). Since B < o we also have that Ix f € HF(S?). This means
u:= f—Ixf € HP(S?) and as we also obviously have u|y = (f — Ixf)lx = 0
we can apply the above mentioned zeros theorem, which means

—d/2
If = IxflliL.. < CREP ) f = Ix fllys.

The result in [16] is only given for B € N but extends to 8 € R, see also [15].
In addition, since f € H*(S?), we also have || f — Ix fllgs < Ch§_ﬂ||f||[-]u.
Combining this with the previous inequality results in (3.20). O

3.4 A Nikolskii inequality for positive definite SBFs

It is now our goal to derive an inverse estimate, or to be more precise, a Nikolskii-type
inequality [28] for our space Vx. We have already proven this for the thin-plate splines,
in Corollary 3.7.

We now want to show that (3.12) holds for spherical basis functions having the
form

¢=Gp+Ggxy¥, B>0,

where Gg is the Green’s function for Lg and ¢y € Ly.

To do this, we will need to discuss the frame operators constructed in [19,23]. Let
a e Cck (R), which we may assume is even, has support in [— 2, —%] U [% 2], and
satisfies |a ()2 + |a(21)|*> = 1 on [%, 1]. Such a function can be easily constructed

out of an orthogonal wavelet mask mg [7, Paragraph 8.3]. In fact, if mo(§) € ck+l
1 1

then a(r) := mo( log, (|t])) on [— 2, —5] U[3, 2], and 0 otherwise, is a C* function
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that satisfies the requisite conditions. Define b € CK(R) by

. 1 [t <1
b(t) := [|a(t)|2 > 1. (3.21)

172
Consider the operator Ly = ((%)2 I — A*> , Where A is the Laplace—Beltrami

on S¢. The eigenfunctions for Ly are the spherical harmonics Y, r and the eigenvalues
are { + %. Let P, be the orthogonal projection onto span{Y; s : 1 <k < N(d, £)}.
Let j; := Llogz(%)J. We define the Jth frame operator by By = h(27/ ~JdLy).
Using the fact that the support of b is [—2, 2] and applying the spectral theorem, we
obtain

m
B, = Zj:b (2777 e+ 551)) Pes my = |[27Hi 5L 322)
=0

Note that By : L, — 7y, (Sd), 1 < p < oo. Important properties of the frame
operators are given below.

Proposition 3.11 ([23, Proposition 5.1]) Let k > max{d, 2}, and let b be defined by
(3.21), witha € CK(R). If f € L[’(Sd), 1 < p < oo, andifm > 0 is an integer such
that 27/ =Jd < (m 4 (d — 1)/2)7}, then

1f = BsfllL, < CondEn(Fpe En(Fpi=dister (f.7a(S%)). (3.23)

Also, for1 < p <ooorn if p =00, for f € C(Sd), we have limj_ By f = f.
From this result, one can derive the following Nikolskii-type inequality for 7z, (Sd).

Theorem 3.12 ([19, Theorem 4.10], [20, Proposition 2.1]) Let S € 71,,(S?). Then, for
1 < p,q < oo, we have

1

d(i-1
1S, = Cpgam® G P 1S 1L Cpga = 0. (3.24)

We begin our analysis by decomposing a function g € Vyx into the sum
g =Bjg+ (I —By)g, and then applying the triangle inequality to get

lglle, = IBsgllz, + I —Byglc,- (3.25)

SinceB,: L, (Sd) — T, (Sd), B, g is aspherical polynomial in 7z, (Sd). By (3.22),
my ~ ej_l = 2J+in, Consequently, from (3.24) with hy = ¢, we have that

1 1

~d(3-3) ~d(3-3)
IBsgllp < Caey “IBsglly < Caey “(llglly + 17 =B))glly)

11 d(%*,]j)

(3.26)
<2Cy sf"(”)+||g||q =2Cqhy

gl
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where the right-most inequality follows from (3.23), since distzs (g, 7m (S7))

< liglz,.
Our task now is to estimate [[(/ — By)gllz,. We will do this in two steps.
The first is to estimate ||[(/ — By)gllr, using the coefficients in the expansion

gx) = Zj»v:] aj¢(x-x;). From [19, Theorem 4.13], we have for ¢ = Gg + Gg * ¢

d —d —d
I —Bgllz, < CoYP B~ P (14 Eyreyy D Nlall, < C'o¥ P e all
(3.27)

where p’ is the dualto 1 < p < co—i.e. 1/p + 1/p’ = 1. The standard inequality
1 1

lall, < N(” )+||a||q,hx =¢gyand N ~ h , yields

1 1
d d P q
I —B))glle, < Cod/ P ="', G ")+na||q. (3.28)

The second step is estimating the norm |||l in terms of ||g]|z,. Doing this step
amounts to bounding the g-norm stability ratio

lally
V2570 l|gllL,

My.q =

By [19, Theorem5.3], we havery, 4 Ch;l(/q,fﬁ. Using this in (3.28) and simplifying,

we see that

IA

—d(Li-1
d/p’ p
11 —BglL, < Coy” hy < ’>+||g||Lq. (3.29)

Combining (3.25), (3.26) and (3.29) yields the SBF Nikolskii inequality in the
result below.

Theorem 3.13 Suppose that ¢ = Gg + Gg * , where y € Ly and B > 0. If X is
quasi-uniform, hy is sufficiently small, and 1 < p,q < oo, then

4(t-3)

lgl, = Cpg.ahy “ligle,, &€ Vx.

3.5 Main result

We can now collect the results from the previous subsections to show that our approxi-
mation spaces Vj, := Vx are indeed feasible for H° (Sd) in the sense of Definition 2.2
and hence lead to high-order approximation spaces for numerically solving semilinear
parabolic PDEs on the sphere. Our main result is as follows.

Theorem 3.14 Let @ : S¢ x S? — R be a spherical basis function of order m € Ny
for H® (Sd), o > d/2. Then, for every finite set X € S¢, the approximation space
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Vi, := Vx is feasible for H° (Sd) in the sense of Definition 2.2 for sufficiently small
h = hx. To be more precise, Vx satisfies the inverse estimate (2.3) with v = d/2
and the simultaneous approximation property (2.4) as well as the convergence order
property (2.5).

In particular, if the assumptions of Theorem 2.3 hold, then the approximate solution
up(t) € Vyx of (2.2) converges to u(t) € H“(Sd), the solution of (2.1), and the error
can be bounded by

lun() —u® s < Ch*1, j=0,1.

Proof First of all, the Nikolskii inequality in Theorem 3.13 or Corollary 3.7 gives the
inverse estimate

—d/2
Il < Chx X ies % € Vx.

That means we have (2.3) with v = d/2. Next, from the approximation results in
Corollary 3.10 and Theorem 3.9, we see

—d/2
Pllv -

inf { v — +h }
nf. [ X Lo x XL,

—d/2
< v —IxvlLy + kv = Ixvliz,

—d/2
< ol e,

provided that v € H* (Sd) with d/2 < u < o. Hence, we also have the simultaneous
approximation property (2.4).

Finally, Theorem 3.9 yields for v € H*(S?) withd/2 < pu < o and quasi-uniform
data sets X:

inf {Ilv = xllzy +hxllo =}

<llv—1Ixvlr, +hxllv—Ixvlgm
< Chly|lvll gn,

provided v € H* (Sd ), yielding the third property (2.5). O

To compute the approximate solution uy (¢) from (2.2) we proceed as usual. We
expand uy, (¢) in terms of the Lagrange basis xz, § € X, i.e. we write

wi (1) = up(t,-) = Y ay(t) -

neX

Plugging this into (2.2) yields the system of ODEs

Zo‘cg(oug,x,,nz+Zan(r>ao@,xn>=<F D a0 ,xn> . neXx,

EeX EeX EeX L
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which can, as usual, be written as A« + Ba = f(«), with

A= (. x)Ly) . B=(al. x0). fle)= <F D aexe ,xn>

EeX L,

(3.30)

This system of ODEs requires an initial condition, which can be given by u;, (0) = Ixug
without altering the convergence result of the above theorem.

It is important to note that, according to results from [27], the condition number of
the stiffness matrix behaves like £ =2, even for smooth kernels and high-order kernel-
based approximation spaces.

For a full discretized system, this semi-discrete system needs to be discretized
in time. Here a higher order method in time is appropriate. Fortunately, the time
discretization as well as its analysis is rather independent of the spatial discretization.
This means we can refer to standard results in this context as they can, for example,
be found in [31]. For the convenience of the reader and as we will employ it in the
numerical examples later on, we mention the implicit Crank—Nicolson scheme.

Assuming that the time discretization is given by #, = nt, the implicit Crank—
Nicolson method for the system A¢ + Ba = f(«) is given by

AO(”—O('HI +Ban -I—Oln7] =f<an+anl)’
T 2 2

which suffers from the presence of the next solution o within the nonlinear function
f. A typical linearisation of this, based on an extrapolation, is given by

n n—1 n n—1
- 3 1
AO{ TO{ + BO[ +20l + f (Ean—l _ Ean—Z) , (331)

which results into the scheme

3 1
(A + %B) a" = (A — %B) o T (Ea”_l — 50{"_2) ,

which, however, now requires two initial values. We follow [31] to compute the second
initial value.

First, we choose U® € Vyx as U® = Ixugon X but we can choose any approximation
v, € Vx which satisfies |lug — vpllz, < C h’; Then, we define an intermediate
function U0 € Vy as the solution of

UI,O _ UO Ul,() + UO
<f, x> ta (T x) =(F (U())’X)Lz’ X € Vx (332)
Ly
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and then the second initial value U' € Vy via solving

ul—-u° ul+0u° ul+ut?
—1X +a —’X = F - A~ SX ’ X e VX'
T L, 2 2 L,

(3.33)

Theorem 3.15 The linearized Crank—Nicolson scheme is unconditionally stable.
Under the assumptions of Theorem 3.14, the error between the fully discretized solu-
tion U" and the true solution u(t,) can be bounded by

10" = utt)lln, = Co (2 + 1)

4 Quadrature

Computing the inner products in (3.30) requires using quadrature formulas for func-
tions in C (Sd ) Since, apart from vertices of the platonic solids, there are no uniform
grids on spheres, quadrature formulas must be able to handle functions sampled at
scattered sites. A discussion of quadrature formulas for spheres, and for homogeneous
spaces in general, may be found in [13]. The ones used here are kernel based.

The salient feature of the quadrature formulas discussed here is that the weights
can be obtained by solving a linear system of equations. When the thin-plate splines
are used as kernels, the system is stable and, although not sparse, has entries in a
row that decay rapidly moving away from the diagonal. On S?, for m = 2 thin-plate
spline kernels, weights for a set of quadrature points having 600,000 points were easily
computed [13, Sect. 5].

4.1 Kernel-based quadrature

Constructing the quadrature formulas begins with selecting the quadrature points,
Y={n,....nn 1) C S, and an order M SBF D (x, y) = ¢(x - y)—for example, a
thin-plate spline. For the quadrature points Y, let #y be the fill distance (mesh norm),
qy be the separation radius, and py = hy/qy be the mesh ratio. Later, we will make
the assumption that Y is quasi uniform.

The approximation space for the pair @, Y is defined in (3.6) and will be denoted
by Vy,eo = Vy, with the corresponding Lagrange basis being {x, : n € Y}. For
any f € C(Sd), there is a unique interpolant to f from Vy, Iyf = ZneY Fmxy-
The quadrature formula we will use is obtained by replacing the integrand f by its
interpolant Iyf:

/S S F@du) /S I (dp() =n§ﬁ)nf(n), iy = /S T @)du ().
4.1)
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We remark that the quadrature formula is exact for f € Vy. This follows from the
observationthat f € Vy impliesthat f = Iyf,and so we have that de Iyf(x)du(x) =
Jsa [ p(x).

It is useful to introduce some notation in connection with this formula. Specifically,
we define the quadrature functional Qy ¢ : C (Sd ) — R by

0y (f) = Qr.o(f) = / Iyf)dpx) =y _ b, f (), 4.2)
sd

ney

where the weights w,, are defined in (4.1).

Order M SBF kernels are rotationally invariant, because ®(Rx, Ry) = ¢(Rx -
Ry) = ¢(x - y) = ®(x,y), and so are the polynomial spaces 7y —1(S?) and the
measure du(x). The weights of the quadrature can be computed by solving a linear
system, which we describe now using this invariance.

Consider the spherical harmonics {Y;x: 1 < k < N(d, £)} of degree 0 < £ <
M — 1. Relabel them by v = Yy ¢, where j = dim (7, (S?)) + k. That is, ¥ =
Y0.1, ¥2 = Y11, ¥3 = Y12 and so on. Define the M x dim (n'M,l(Sd)) matrix

V= <1ﬂ1 ly ¥oly - Wdim(ﬂM_l(Sd))W), whose (i, j) entry is ¥ (n;). Finally, let

.
Jozwd,lf d(cos0)sin?10d0, J = Jog(100---0)" and 1 = 1]y,
0

then we have the following result:

Proposition 4.1 ([13, Proposition 2.2]) Let ¢ be the Mth order SBF and d the
invariant measure for S%. In addition, suppose that Y = {n, NNyt € s4
is unisolvent with respect to nM_l(Sd). Then, there exist a unique weight vector

: d
w = (W) € RNy, W, = de Xn(xX)d(x) and an auxiliary vector z € Rdlm(nM_l (S ))
that solve the system of equations

K+ Wz = Jol and VT = J, where Kix=¢Mmj m)=PMm;,n). 4.3)

The weights satisfy the following bound:
[yl < 1l gy M€Y “4)
Error estimates for kernel quadrature formulas have been derived in several papers
[13,17,27]. The proposition below contains the one to be employed here. It shows that

higher convergence rates for functions smoother than ones in the native space of ¢, as
well as giving standard rates when the functions are less smooth.

Proposition 4.2 ([27, Proposition 4.5]) Suppose that Y is quasi uniform and that the
order m SBF ¢ satisfies

c(l+r) " <de <CU+1)°, £>m. 4.5)
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Leto >d/2,20 > u>d/2, and f € H" (Sd). If hy is sufficiently small, then

‘/Sd f@)dp = Qy(f)| = Chyll fllmn. (4.6)

4.2 Thin-plate spline quadrature for S?

At this point we restrict our attention to kernel quadrature on S?, with the kernel being
a thin-plate spline SBF ¢y, where M > d /2 = 1; thin-plate spline SBFs are defined
in (3.5).

The Gakerkin method presented here uses an approximation space based on the
thin-plate spline ¢,,, with m > 1. As was noted in [27, Remark 7.3], there is no
advantage in taking M > m. Thus throughout the remainder of the paper we assume
thatm > M > 1.

We point out that a few of the weights w, can be near zero or become slightly
negative in the case of arbitrary Y; see [29]. This is usually not the case for many
quasi-uniform sets Y. (See the discussion in [13, Sect. 2.2.1].) In fact, not only are the
weights positive for most sets, but they also satisfy the lower bound

Wy, > Chy.
Whether the weights are positive or negative, all of them are bounded above:

iy < Ch¥. 4.7
This was shown in [27, Eq. (4.16)] for S?. The proof amounts to noting that the norm
Il L (SZ) on the right in (4.4) can then be estimated from above by means of (3.9),

with p =1, b, = 1, and all of the other b’s equal to 0.

4.3 Quadrature in the discretization scheme
We now turn to applying the thin-plate spline quadrature formulas discussed above
for the three integrals in (3.30). Much of the theory for numerically computing these

integrals was developed in [27, Sect. 7]. In particular, we have these results, which are
found in [27, Egs. 7.3 and 7.4], respectively,

‘ /S Xexndit — Qy (Xexn)| < Clhy /hx)*M ™, (4.8)

' /S aVite - Vtudi— Qy(@Vie - V)| < Clhy /hx) b’ lall pon. (49)

‘/S fxedu = Qv(fxe)| < € <E> By 1S lgen. (4.10)
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The last inequality (4.8) requires comment. While it is not explicitly given in [27], it
can be established using the same proof given for [27, Eq. 7.3].

4.4 Sparse approximation

We now want to discuss sparse approximations to the integrals in (3.30). Each of the
integrands involved can be bounded as follows

dist (&,
| e (x) xp(x)| < Cexp <_UM> 7

hx

dist(&,
|a(x)Vxe (x) - Vi (0)] < Cq” exp (—v%) lallLy-

From these inequalities, it follows that |[A¢ ;| < C exp (—vdi%j”)) and that | Bt ;| <

ngz exp (—v dl%y) llall L., - Suppose that, in A, we discard all entries A¢ , that

satisfy dist(§, n) > rx := Khx|loghx|, where Kv > 2. Let the matrix we get in this
way be A, where

~ 0, dist(&, n) > rx,
Agy :{ G, 1) >rx 4.11)

Agy, dist(§,n) <rx.

We also define B is a similar way.

Both A and B are symmetric. The number of nonzero elements in each row is
approximately the ratio of the areas of caps having radii Khx|loghx|and hy, respec-
tively. If we make use of this and of the fact that, since X is quasi-uniform, iy is of
size Ny 1 2, then we see that

(Khx|loghx|)*
hZ
X

6 € X :dist€. ) < rx)| = O ( ) = O (K (log(hx))*)

1
=0 (ZKZ (1og(NX))2> : (4.12)
as opposed to Nx for A and B. It follows that the density of these matrices is about
12 22 _ Lo 2
7 K" Nx(log(Nx))"/Ny = 7 K*(log(Nx))"/Nx.

We close this section with a result concerning distance estimates.

Proposition 4.3 Let A and B be as above. Then,

2CKe™

A — Al < mh’ﬂ log(hx)!,
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~ 2CKe™" _
IB—Bl2 < ( nKv 2||Cl||1-12m|log(hxﬂ-

l—ev)2 X

Proof The proof is virtually the same as the one given for [27, Proposition 8.1] and
will be omitted. O

4.5 Truncated quadrature

Our aim is to discuss the effect of “chopping” the terms in the tail end of our quadrature
formula. The results below are for global Lagrange functions; they also hold for local
Lagrange functions. The centers in X are for the approximation spaces; those in Y are
for the quadrature formula.

4.5.1 Lagrange functions

This section deals with truncating the quadrature formulas for integrals involving the
global Lagrange functions, the xs’s. We begin with an error estimate from [27]. Let m
and M correspond to the Lagrange functions xg¢, & € X and x,, n € Y, respectively.
From (4.10) we have the following estimate on the quadrature error:

hy \2M

Y 1-8

<C (h_> hy “ILf Il pam s (4.13)
X

By e 'fs Fredp — Oy (fxe)

where Qy (f xg) = X pey [ xe (M) y.
Our goal is to show that it is possible to truncate the sum in Qy(f x¢) and still

retain the same rate of approximation given in (4.13). Let B(&, ro) := B, ro > 0. Split
Qy as follows.

OQv(fx)= Y. fxeiy+ Y fO)xemiby, = 01+ Q.

neYNB neYNB¢

Let E; := |Q1 — [(fxe)du| and E; = |Qs|. Since Q1 — [ fxedu = Qy —
f(fxg)d,u — (>, the triangle inequality implies that E1 < Ey + E». Thus, by this
inequality and (4.13), we have

h 2M
Y 1-6
Ey<C <_hx) hy I fl gom + E3. (4.14)

Estimating E thus reduces to estimating E», which we now do.

Lemma4.4 Let hy < chyx/v and no := [ro/hy]. Then,

vhy

Cp? _
E, < py”{”Lmh%(noe "%y (4.15)
%
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Proof Let R := hy/hx. Let W, be the quadrature weight corresponding to ¥y,
n € Y. By (4.7), the weight satisfies |w,| < Ch%. Consequently, the error £y =
|2 evnpe £ () xe (), has the bound

Ey <Chillflle. Y lxe@l.
neYnBe

From (3.10), we have with v := Ry = vZ—; the estimate

_ vd(n.§) _ bvdm.8)
xe(] <Ce "x =Ce M

Using this in the previous inequality above then yields

_ vd(n.8)
Ey <ChylflL, Y. Ce . (4.16)
neYNnBe¢

The sum on the right above may be estimated using [27, Lemma 4.2], with X —
Y, x - & & — n. Doing so yields

—noveZU

_bdab) noe~ "0 noe
Z Ce hy <Cp12/((i_—7‘7)2=C,022/40hT2
neYIBe e sinh“(v/2)

Because sinh(x) > x, for all x > 0, we have that 4sinh2(f)/2) > 2. From this, it
follows that the sum on the right above is bounded by C p%noe_”09e29 772, In addition,
since V = Rv = vhy/hyx and hy < chx /v we have b < c. Consequently, e < o2
and so C,olz,noe_”0‘7e2‘~’17_2 < C,oiz,noe_"o‘jqu_z. Combining these results, we
obtain the bound below:

_ b8 _pothy
> Ce” v < Cpynoe "X v hyhy?. (4.17)
neYNB¢
Inserting this into (4.16) yields (4.15). O

We now wish to choose ng so that the bound on E; above is proportional to the
bound on Ey in (4.13). Divide the bound in (4.15) by the bound on the right side of
(4.13), again using hy /hx = R. Simplifying the result, we have

E PPN Ly By Pngem0 R 18
oM, 18 - l)2||f|| R2M ( )
RMhy N f Nl gom H2m
N
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Recall thatng = [ro/hy] = ro/hy, if we take r( to be an integer multiple of zy. Since
R =hy/hx, we have Rng = ro/hx and hxno = ro/R. It follows that
YOV
h‘s xroe hx

5= R2M+1

vrg

— 20 1
Choose’ ro := Khx log(%)%, sothate "x = ¢ Klog(g) — oKlogR — pK Thyg

Khl-‘r(s
S = 1og( ) RK-2M—1, (4.19)
v

Let x :=logR™ !, o := K —2M — 1, and f(x) := xe ®*. We will also suppose

that « > 0. In this notation, S = Kh ?‘5 f(x)/v. The function f(x) has a maximum
—1. 1

at x = o~ '; namely, f(a™!) = e 'a~! < a~!. Applying it above, we obtain the
estimate
Khl+3
§< —X . (4.20)
av

which holds uniformly in R. Using (4.20) in (4.18) yields, after multiplying by
IS 2 s

o KLt

W < Cpyv _3W”f”L°° (4.21)

We thus have the following result:

Lemmad4.5 Ifro = Kv™ 1hxlog(hx)wil‘hK >2M + 1 and if hy < chyx/v, then

hy \2M K,o2 _3h§(
E,<C = 4.22
2 < (hx) X oM = IIfIILoo (4.22)
As we have m € N we have 2m > 1 = d/2 so that the Sobolev embedding
theorem yields || fllz,, < Cllfllyem forall f € H 2m Hence, combining (4.13) and
(4.22) gives us the bound

K,02 —3h1+5 hY 2M s
Ei<Cl|l+ ——=—||— hy m. 4.23
1< ( T (hx) N f g2 (4.23)
Finally, since hy < m, we see that
hy \2M
E1§C<E> By P Lf N gy (4.24)

5 This choice of ro is large, in the sense that the ball B(&, ro) has to contain more Y points than the usual
Khy|log(hy)|. It should be possible to do better.
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where C depends on the constants in (4.23).

We close by remarking that this will hold provided the centers in Y used to compute
Oy (f xe) are in the ball B(€, ro), ro = Khy log (’I—X)

Similar bounds apply to the other quadrature formulas needed to numerically

approximate the integrals in the entries of A and B, which are defined in Proposi-
tion 4.3. Indeed, we have have the result below.

Proposition 4.6 LetY: := Y NB(&, ro), whererg := Kv='hy log(z—’;). Then we have
the following results

hy \*M
‘ /S L Fxedin— Qy, (f xe) 5C(i> hy 1 g (425)

hy \*M s
‘/52 xnxediw — Qy, (nxe)| = C (E) hy (4.26)

hy \*M
‘/;2 aVyy - Vyxedp — QYE(GVXr] “Vixe)| < Cllall gom (i) hXcs I 4.27)

Proof The first bound is just the one in (4.24). To establish the second bound, with
Xy replacing f, one uses (4.8) in its proof, rather than (4.10). Apart from notational
differences, the two proofs are identical. Obtaining the third bound can be done as
follows. Note that [27, Theorem 4.3] gives us the the estimate |V, - Vxg(x)| <
Cllall gam que_"di“(xvf)/hx = Cp%llall o h;ze_"dm(xf)/hx. The estimates in the
two lemmas above relied on this inequality. Repeating their proofs, mutatis mutandis,
yields (4.27). O

4.5.2 Local Lagrange functions

In this section we will treat quadrature error estimates stemming from replacing the
xe’sin Qy, (f X&), and the other related formulas, by their local versions, the xé"c. We
will need an estimate on the cardinality of Yz =Y N B(&, rp), which will be provided
in the lemma below.

Lemma4.7 Ifro := Kv_'hy log(z—’y() and if X and Y are quasi-uniform, then the
cardinality of Y =Y N B(§, ro) can be estimated by

hx\? 1 N
Ve < K202 (ﬁ) log?(hy /hy) = O (ZK2V_2N_§ log2<Ny/Nx)> .
(4.28)

Proof The middle bound follows from a standard volume argument. The bound on the
right follows from Ny ~ h;z and Ny ~ h;z. O

The simplest case concerns the integrand f Xsloc. We start with it but in a slightly
more general form. Let£, ¢ € X. Consider the difference Qy, (f x;) — Qv (f XIOC =
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Ov. (fxe — fx é"c). From the quadrature formula itself, we have that

10 (fx0) = Or (FXE) 1= 1 Nelite = X Newe Y liyl.

neYe

From (4.7) and (4.28), the sum on the right satisfies

> Iyl < ClYe|hy < CK*v™2h% log* (hx /hy).
neYeg

Using the two previous and the bound in (3.17), we arrive at

|0v () = Q. (FxE)| = KA 2 F Il b log? /), (429)

which gives for £ = ¢ the first desired bound

|0y (fxe) — Qve (F x| < CK*v 72| fllLyhy P log(hx /hy),  (4.30)

where, from Proposition 3.8 ford =2, J = Kv —4m + 2 — 2u > 0. Since x; and
Xé"c are bounded, we may in (4.29) on the one hand let f = x; and { = & and on the

other hand let f = Xé"“ and ¢ = 7 to obtain

‘QYE (xnxe) — O, (xf,"“xé"")

< ‘QYE (xnxe) — Qv (xnxéo")’ - ‘QY; (xnxé“) — Oy, (X,’fcxg’”")
< CK*72h} 2 log*(hyx /hy). (4.31)

The same argument used to obtain the bounds in (4.30) and (4.31) gives us the
following inequality:

|0y, (aVty Vi) = O, (Vi - Vo)
< CllallLo, K*v2h% log (hx /hy)IV xy - Ve — VX - VL, .
From [27, Proposition 8.4], if J > 2, then
Vg - Vxe = VX2 VxllLy, < Chy .

Combining the two previous inequalities results in this:

|0y, (aVxy - Vxe) — O, (avx,’{’c : Vxé“) | < CllallL. K*v 21} log? (hy /hy).
(4.32)
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We now turn to giving the quadrature error estimates for truncated local Lagrange
functions. To simplify our final quadrature error estimates, we define the quantity

E(hyx, hy, J) := max ((hy/hx)ZMh};S, K202l logz(hx/hy)) , (4.33)

where J = Kv —4m +2 —2pu.

Proposition4.8 Let Y: := Y N B(&, ry), where rp = Kv_lhxlog(il'—);). Let f,a €
H?". Suppose that J > 2. Let X and Y be quasi-uniform with hy < chy/v. Then,

‘ fg Fxedn = Qv (fx)| = CEGux. hy, DI llon. (434)

’/sz Xnxedu — Qy, (x,’f“’xé””) < CE(hx,hy,J), (4.35)

' / AVt Vxedp = Oy, (aVi - V)| < Chi?Edhx, by, Dllallgon.
S

(4.36)

Proof The result follows from using the triangle inequality in conjunction with each
pair: (4.30) and (4.25), (4.31) and (4.26), (4.32) and (4.27). O

Corollary 4.9 Let f and £°° be column vectors with entries f: = fSZ fxedp and
fé”c = Oy, (f)(é”c), & € X, respectively. Then, we have

If — €€l < Cpxhy Ehx, hy, DI fll o (4.37)

Proof By (4.34), |fs — fé“|2 < CE(hy, hy, J)2||f||iﬂm. Summing these results in
IIf —fl"C||% < CNxE(hx, hy, J)2||f||%m. Taking square roots of both sides and using

Nx ~ q}z = p%h}z, we obtain (4.37). O

The error E(hy, hy, J) appears in each of the estimates in the proposition above.
It is useful to have conditions that can be used to determine which is the larger of
the two expressions. If we ignore logs, constants and 8, this amounts to comparing
(hy/h X)ZM hx and h§+2. Itis easy to do this. We state the result in terms of logarithms.

2M 1. 1-6 log(hx) > 2M
Ehy. hy. J) = (h;/hzx)thx ; when |118gg1zy;| < J+§111t44+1’
K*>v72hy  log?(hx /hy),  when |1o§(h’§>| < 7o

(4.38)

4.6 Sparse approximation with truncated local quadrature

In Sect. 4.4, we discussed the {» errors made in replacing the matrices A and B,
defined in (3.30), by their truncated versions, A and B. The non-zero entries in A
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and B are, respectively, just the integrals Jeo xe xydp and [0 aVxz - Vx,d i, with
dist(&,n) < Khy|log(hx)|. The idea is to find the ¢ error made in using truncated
local quadrature formulas to approximate them.

Define the matrices AY/¢ and BY-1°¢ as follows. Let rx := Khy|log(hy)|. For
dist(&, n) > ry, the (¢, n) entries in both are 0. For dist(&, ) < rx, we set

Y loc — Q (Xlochl]oc) and E;,rfoc _ QY; (avxluc VXloc) )

Both matrices are not symmetric anymore but we could easily achieve symmetry
by using the quadrature Qy, vy, instead of Qy, . This will only effect the error estimate
derived above by a constant factor. It will also slightly increase the computational cost.
Instead we simply look at,

| AT — Al = max 3 1A~ AL,
ne
EeX

For fixed n, all terms with dist(&, n) > rx are 0. Thus, we have

ZlAén Yloc|= Z

geX §eB(n.rx)NX

/sz Xnxedi — Q. (X x| -

From (4.35), the difference in the right sum is uniformly bounded by C E (hy, hy, J).
Consequently, we have

< CE(hy,hy, HI§ € X - dist(§, n) < rx}|

/angdu Oy, (" X
EeB(n,rx)NX s

From (4.12), |{& € X : dist(£, n) < rx}| is bounded above by K2 logz(hx). Combin-
ing this and the two previous inequalities yields the estimate

IAYIo¢ — &Iy < CK?log*(hx)E(hx. hy. J). (4.39)

A similar calculation yields a bound for || BYiloc _ B |I1; namely,
IBY1¢ — B|ly < CK*log?(hx)hy E(hx. hy, Dal . (4.40)
As the same argument gives the same bound for the ||- || o-norm and as we generally

have ||All2 < JVIIAll1|Allco, We can use (4.39) and (4.40) together with Proposi-
tion 4.3, we obtain the following error estimates:

Proposition 4.10 IfJ > 2 and hx and hy are sufficiently small, then

|AY e — All, < C (Kzlogz(hX)E(hX, hy, J) + Kh§"| log(hX)|>

1BV — Blla < Chy? (K2 10g2(hx) Ehx. by, ) + KR [1og ()] ) lall on-
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4.6.1 Computational costs

There are three sources of computational costs in finding the matrices A l’;c and E};C: (1)
Finding the weights w,,, n € Y. (2) Finding the local Lagrange functions, Xé“, & eX.

(3) Finding the local quadrature formulas Qy, (x é’)c x,’{’") and Qy, (V Xé"c -V X,’;’"), when
dist(&, n) < Khy|log(hy)|. The first two costs have been addressed in [14]. We want
to discuss the third.

Here, we first need to address the cost of an evaluation of a (local) Lagrange function.
Each evaluation of a full Lagrange function xz costs O(Ny) and is hence too expen-
sive. The cost of the evaluation of one local Lagrange function x¢ is determined by the
number of centers of X in B(&, rx). A volume argument shows again that this is given
by O(logz(hx)) = (’)(4—11 log2 (Nx)). To set up our matrix, we need to compute the val-
ues xz(n) for§ € Xandn € Y withdist(§, n) < rg = Kv~'hy log(hy /hy). The total
number of these entries is due to (4.28) bounded by O(%sz_zNy Ing(Ny/Nx)),
so that the time required for precomputing all of them is bounded by

1
O (EK%—ZNY log?(Ny/Nx) 1og2(NX)> .

After this, we can consider each evaluation as a constant. This means, we can now
estimate the cost of setting up the matrix as follows. Consider the quadrature formula
Oy, ( Xé"c X,I,OC) =y ceve We X};”(;) Xé.”c(;' ). The number of evaluations required for

each quadrature formula Qy, ( Xé"” X,l]“) is 2|Y¢|. In the matrix AY, by (4.12) each of
the rows has %K 2 (log(N X))2 quadrature formulas to be evaluated. There are Ny rows,
so the total number of them is A—I‘KQNX (log(NX))z. From (4.28), we have that |Y¢| <

A—I‘K zv_zll\\;—; log?(Ny/Ny). The total number of evaluations required to compute all
of the quadrature formulas is thus bounded by

. . RY <l 4. -2 2 2
Total evaluations for computing B S 8K V" “Nylog“(Ny/Nx)log“(Nx).

5 Numerical tests

The aim of this section is to test our method numerically and to verify the theoretical
findings of the last sections. To this end, we study three different examples.

The first of these is a linear parabolic equation and the second is a linear elliptic
equation. These tests will be used to separately explore our methods in a situation
where time dependence is the major factor, and where the more accurate, but com-
putationally more expensive, “full” quadrature method from Sect. 4.1 is used. In the
elliptic example, we will test the effect of using the truncated quadrature method from
Sect. 4.5, and compare its results with those from [27], which used the method in
Sect. 4.1. We will elaborate on this below. Our third example deals with the Allen—
Cahn equation.
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Table 1 Parameters and variables used in Table 3

Ny Number of spatial approximation points

Ny Number of quadrature points

ny N]—X Zée x1XnN Er « &) where Brx (&) is the Euclidean ball about & with radius ry
no ﬁ Y eex |Y N Byy(§)| where By, (€) is the Euclidean ball about & with radius ro

All tests were performed for various quasi-uniform data sets. For the centers in X,
minimum energy points [34] were used. For quadrature, icosahedral points were used
for Y; the corresponding weights, which were obtained from [35], were constructed
by the method from Sect. 4.1, using the m = 2 thin-plate spline.

Throughout the sequel we make use of the following notation. Since the data sets
used here are quasi-uniform with mesh ratio of the order of 2 at worst, we may assume
that 1 ~ ¢. In addition, because N = O(h~?), we will replace i and ¢ by N~'/2 in
the formulas that we use. In particular, with these conventions the quantities ry and
ro, which were defined in (3.13) and Lemma 4.5, respectively, become

log(Nx) and ro = log(Ny/Nx).

K K
r = —_—
X 2\/ NX 2\)\/ NX
In the numerical calculations, v = 4/3, while K varies. Other notation is in Table 1.
It will be used in Table 3.
Our first example deals with the linear parabolic problem

o —eAu+cu = ex‘+%+t(c — 1+ + e(xl2 +2x1 — 1)) on (0, T] x S?,

up(x) = 1 t! on S?,

which has the exact solution u(z, x) = exHrl%r, Here x| = cos ¢ sin6.

For the numerical example, we have chosen € = 10~! and ¢ = 3. The approx-
imation at time ¢t = 0 was the Lj-approximation from Vy, whose coefficients can
be computed using the mass matrix A. The goal of this example is to test the
time discretization. Hence, we have chosen local Lagrange functions with radius
ry = 2«/K_NT log (Nx) with K = 7. To locate the local points we have used the

3-dimensional ball with radius ry rather than the spherical cap B, (§). As we
expect fast convergence in the spatial discretization, we have chosen a data set X
with Ny = 961 and one with Ny = 3721. The results for various quadrature
points Y and various time step widths are given in Table 2 and depicted in Fig. 1.
The error is measured in the discrete L, norm at time 7 = 1, i.e. rel. error =

~ n1/2 _ 12
(Zoer lum) = un (@ ) (L,ep @lucT. )
The results show that the time discretization is indeed of second order. A smaller T
does not further improve the error as it is then dominated by the quadrature and spatial
discretization error. We can also see, as in the elliptic case, that the quadrature error
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Table2 K = 7, relative error at T = 1 and numerical order := Alog(rel.err)

Alogt
Ny T Nx =961 Nx = 3721
Rel. error Order Rel. error Order
23,042 0.06 1.251055 x 10~4 - 1.513424 x 10~4 -
0.04 6.055402 x 1075 1.79 1.044747 x 10~4 1.58
0.02 1.869301 x 1075 1.70 8.716916 x 1073 0.92
0.01 1.185031 x 105 0.66 8.596317 x 107> 0.13
40,962 0.06 1.246794 x 10~4 - 1.287791 x 10~4 -
0.04 5.967948 x 1073 1.82 6.782403 x 103 0.91
0.02 1.562927 x 1075 1.93 3.581706 x 1075 0.26
0.01 5.939187 x 10° 1.40 3.277029 x 105 0.02
92,162 0.06 1.246025 x 10~4 - 1.249748 x 10~4 -
0.04 5.952055 x 1073 1.82 6.029569 x 1073 1.80
0.02 1.501096 x 1073 1.99 1.783858 x 107 1.76
0.01 4.040844 x 106 1.89 1.045071 x 1075 0.77
256,002 0.06 1.245960 x 10~4 - 1.246096 x 10~4 -
0.04 5.950723 x 1079 1.82 5.953572 x 1075 1.82
0.02 1.495807 x 105 1.99 1.507104 x 105 1.98
0.01 3.839708 x 10~° 1.96 4.258655 x 1070 1.82

plays a crucial role and that we need to increase the number of quadrature points when
increasing the number of spatial discretization points.

As the quadrature becomes prohibitively expensive when a larger set Y is used, our
second example deals with the case of localizing both the matrix and the quadrature
formula, as described in the last section. To avoid any additional error from a time
discretization, we now restrict ourselves to the elliptic problem

—Ayu+u=f,

where we have used two different right-hand sides f = f;,i = 1, 2, with
filx) =(1- Xl)i_l (1+s —s2 = <1 + 5+ s2> xl) and fr(x) =" (x12 +2x1) .

The solutions for these are uj(x) = (1 — x1)% and ux(x) = e*', respectively; in
spherical coordinates, x| = cos ¢ sin 6. In the first case, we have chosen s = 2.1. The
results in Table 3 have been computed using the matrices AY.loc gnd BY 1o¢ a5 described
in the last section with Ny = 3721 spatial points and various quadrature point sets ¥
with Ny points. Besides the relative errors, the tables contain the computed radii rx
and ro, the average number of points nx used to compute the local Lagrangians, and
ng used in the local quadratures. A summary of these variables is given in Table 1.
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T : —— . T : —— .
[--- Ny =23042 i [--- Ny =23042 i
10—3 o Ny = 40962 < 10—3 o Ny = 40962 -
F e Ny = 92162 E F e Ny = 92162 3
[|— Ny = 256002 ] [|— Ny = 256002 ]
Moo f(z) = 0.035z2 7 Moo f(x) = 0.03522 1

g 8
21071 F =T TVl A ; E
e F 1@ F ~ 3
= C 1% C ]
= i 1 = === 4
1075 3 107°F 3
1 L L L R R | + t L L L TR R | +

1072 1071 1072 1071
T T

Fig.1 Visualisation of the error as a function of the time discretization t for Ny = 961 (left)and Ny = 3721
(right) spatial discretization points X with various quadrature sets Y

Table3 Ny = 3721, K = 12,5 = 2.1, and order ;= 210g(rel- erron

Alog Ny
Variables up(x) = (1= xp)% up(x) = e*l
Ny o no Rel. error Order Rel. error Order
23,042 0.135 106 3.855015 x 1072 - 3.951215 x 1072 -
40,962 0.177 326 1.468624 x 1072 1.68 1.224507 x 1072 2.04
92,162 0.237 1311 1.983329 x 103 2.47 1.904260 x 103 2.30
655,362 0.381 23,950 1.067095 x 10~* 1.49 7.741394 x 1072 1.63

The relative error is dominated by quadrature errors. From Proposition 4.10, when
X is fixed and ¢, is used both for approximation and quadrature, these behave like
(Nx/ Ny)z, which agrees with Table 3. For Y fixed and X varied, see [27].

Our final example is the nonlinear Allen—Cahn equation

1 2
atuzA*u—i——zu(l—u)
€

with given initial conditions #(0) = uo. The equation can be used to describe a
diffused interface model of two phase fluids, see [1]. The width of the diffuse interface
is determined by the parameter € > 0. It is known that after an initialization period,
bounded regions occur determined by function values 1 and that the boundaries
between these regions move according to mean curvature flow. It is also known that
for piecewise linear spatial discretisations, there is a linear dependence of the mesh
width & and the parameter € (see for example [2,5,6]), which leads to the trade-off
that a small diffusive boundary requires a small € and hence a small discretisation
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Fig.2 The shrinking circle at time ¢t = t (left) and = 0.2 (right)

parameter %, leading to a high dimension of the discretisation space. Our numerical
tests indicate that in our situation there might also be a relation between € and h, but
more tests are required to determine the precise character of this relation.

A typical test case is as follows (see for example [2,6]). For ug(x), we choose
ug = +1 on a spherical cap of radius Ry and ug = — 1 the rest of the sphere. Then,
after the boundary of the cap is diffused it shrinks following mean curvature flow. This
means that the radius at time ¢ is given by

R(t) = [1 — (1 - Rg) e”]]/z,

which is well-defined as long as the cap shrinks, i.e. as long as R(¢) > 0, which means
t <T:=—3log(l—R3).

For our example, we have chosen Ry = 0.717 and € = 0.05 which gives a final
time of T &~ 0.361. This choice has been motivated by [2,6], where comparable values
have been used. The cap is centered at the north pole (0, 0, 1). We have approximated
the equation using Ny = 3721 spatial discretization points, local Lagrange functions
with radius ry = 0.775 and global quadratures with Ny = 40,962 and Ny = 92,162
quadrature points, respectively. The Crank—Nicolson time discretization uses a step
width of T = 5 x 107,

Figure 2 shows on the left the situation directly after the initialization when the
diffuse interface has just formed. On the right, the situation at + = 0.2 is depicted,
showing that the diffuse interface is stable.

We have numerically determined the radius of the spherical cap at time ¢ as follows.
Fort > 0 let x*(r) € S? be given x*(r) = argmin, g2 |u(x, t)]. Let z*(¢) € R denote
the z-component of x*(¢). Then,

o =[1-1r0r]".

Figure 3 shows that we match the analytical radius for a long time. Only close to
the final time 7 we have some deviation, which is caused by the still rather coarse
spatial discretization. Nonetheless, our results are significantly better than previously
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Fig.3 Shrinking circle, ! -
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results from [2,6] derived using surface finite elements and narrow band methods,
respectively.
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