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Fluorescent probes are vital molecular tools for DNA biognostics — often aiding in the detection of malignant
tumors. Biomimetic nucleobase analogues are amongst the most widely used probes due to their versatility and
biocompatibility. Thieno[3,4-d]pyrimidin-4-amine (TPA) and isothiazolo[4,3-d]pyrimidin-7-amine (iTPA) are
two recently developed sulphur-containing heteroaromatic fluorescent nucleobase analogues. Their inherent
structures give rise to superior biomimetic properties that ensure their optimal interaction with double-helix

DNA. Using high-level electronic structure methods, we simulate the absorption and emission spectra in order to
better understand the origins of the strong absorption and emission profiles observed experimentally.
Radiationless decay pathways are also computed and compared with those of the canonical DNA nucleobases, in
order to unravel the geometric and electronic properties that make the thio-analogues fluorescent.

1. Introduction

Fluorescence is a spin-allowed radiative decay process, in which
light emission occurs via relaxation of excited state population back to
the ground electronic state, following molecular electronic excitation.
Fluorescence typically occurs on a nanosecond timescale, i.e. much
longer than internal nuclear motions and thus after molecular relaxa-
tion [1]. Bands in emission spectra typically show a characteristic
shifted mirror image of the absorption profile. The shift in absorption/
emission is a molecule specific quantity termed the Stokes shift [2]. In
general, when designing fluorescent analogues the desired properties
are: sufficiently red-shifted absorption compared to the absorption of
the natural bases, so that the analogue can be selectively excited when
it is incorporated in nucleic acids, increased quantum yield for fluor-
escence, and some dependence of the fluorescence on the environment,
so that the environment can be probed based on fluorescence techni-
ques [3,4].

To date, many organic fluorophores have served as efficient lumi-
nescent probes for bioimaging [5-7]. DNA/RNA nucleobase analogues
represent an important class of organic fluorophores that contain en-
hanced biocompatibility and high fluorescence quantum yields [8-10].
Their biocompatibiliy arises via their structural similarities to the ca-
nonical DNA/RNA nucleobases — manifesting in favorable intercalation
with bulk double helix DNA and single-helix coiled RNA. The biologi-
cally relevant nucleobases are known to have ultrashort excited-state
lifetimes, rapidly dissipating the excess energy imparted by electronic
excitation and reforming the ground state parent structure (via ultrafast
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internal conversion) with almost unity quantum yields [11-15]. Un-
derstanding the mechanisms responsible for the ultrashort lifetimes of
biologically relevant nucleobases provides ideas on how to modify the
bases in order to increase the lifetimes of their electronically excited
states and enhance their fluorescence quantum yields, while main-
taining optimal interactions with the biological environment. This is an
important criterion of any luminescent probe [3].

In the present manuscript we explore the photophysics of two re-
cently developed nucleobase analogues, Thieno[3,4-d]pyrimidin-4-
amine (henceforth TPA, see Fig. 1(a) for molecular structure) and iso-
thiazolo[4,3-d]pyrimidin-7-amine (henceforth iTPA, see Fig. 1(b) for
molecular structure) in order to unravel the electronic and geometric
reasons for their enhanced fluorescence quantum yields [16,17]. These
analogues were developed by Tor and coworkers as part of their efforts
to create an emissive RNA alphabet [16], and show some analogies with
canonical thio-analogues [18-20]. Initially analogues of all four RNA
bases were synthesized with thiophene constituting the five membered
ring, and TPA is part of this alphabet. In order to maintain some
functionality of natural nucleobases the second series of analogues in-
troduced a nitrogen heteroatom to the five-membered ring, giving rise
to iTPA [17]. We have used high-level multi-reference electronic
structure methods, as well as density functional theory, to compute the
absorption and emission spectra of TPA and iTPA. In order to examine
radiationless decay pathways we have also optimized conical intersec-
tions (ClIs), that could mediate internal conversion to the ground state,
and the associated excited state energy profiles leading to them. Even
though CIs can be found in fluorescent molecules, fluorescence is not
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Fig. 1. Molecular structures associated with (a) TPA and (b) iTPA.

quenched since the CIs cannot be easily accessed, as will be shown in
this work [3].

2. Computational and theoretical methodology

The ground state minimum energy geometry of TPA and iTPA were
optimized (both in the gas phase and in aqueous solution) using the
Becke, 3-parameter, Lee-Yang-Parr (B3LYP) [21,22] functional of
Density Functional Theory (DFT), coupled to Pople’s 6-31G(d) [23]
basis set. The vibrational frequencies were also computed to confirm
the optimized minima. The excited S, state minimum geometry for both
molecules was also computed at the time-dependent DFT (TDDFT)/6-
31G(d) level using the B3LYP and the CAM-B3LYP functionals, with and
without solvation effect.

The polarizable continuum model, using the integral equation
formalism variant (IEFPCM) as implemented in Gaussian [24], was used
for water solvent [25]. The optimizations of the ground and excited
states allowed for equilibrium solvation. The single point calculations
used for the absorption spectra (see below) utilized the linear-response
IEFPCM method and did not allow for solvent relaxations. This was
done since absorption occurs too fast for complete solvent relaxation to
occur.

The vertical excitation energies and oscillator strengths, associated
with electronically excited states, were computed with several ap-
proaches. TDDFT, exploiting both the B3LYP/6-31G(d) and CAM-
B3LYP/6-31G(d) functional/basis set, was used both in the gas phase as
well as using the PCM model for aqueous solutions. In addition the gas
phase results were tested using several high level electronic structure
approaches. The (single-state) complete active space second-order
perturbation theory (CASPT2) [26], coupled to Dunning’s correlation-
consistent basis set of double-¢ quantity (cc-pVDZ) [27] was used in the
gas phase. The CASPT2/cc-pVDZ computations were based on a six
state averaged complete active space self-consistent field (SA6-CASSCF)
reference wavefunction and comprised an active space of twelve elec-
trons in eleven orbitals (12,11). An imaginary level shift of 0.5 Ey was
used to aid convergence and to mitigate the involvement of intruder
state effects. This value has been shown to work well in related systems
[28-30]. The equation of motion coupled cluster with singles and
doubles (EOM-CCSD) with the 6-311G(d) and 6-311 + G(d) basis sets
was also used to compute the excitation energies in gas phase.

The absorption and emission spectra were computed using our in-
house SArCASM (Simulating AbsoRption spectra of Complex and
Solvated Molecules) program and were based on the B3LYP/6-31G(d)
and TD-B3LYP/6-31G(d) (or TD-CAM-B3LYP/6-31G(d)) ground and
excited state equilibrium geometries, respectively. In SArCASM, 100
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initial ground (for absorption) or excited (for emission) state geometries
are prepared using a Wigner distribution [31] (using a locally modified
version of the Newton-X sub-program [32]) based on the normal-modes
associated with the global ground or excited state geometry. At each
Wigner geometry, vertical excitation and emission energies and tran-
sition dipole moments ('“lj) were computed using either the TD-B3LYP/
PCM or the CASPT2 approach. The gas phase B3LYP minima were used
for the CASPT2 spectra while the aqueous B3LYP minima (except the
iTPA emission case where CAM-B3LYP was used) were used for the
aqueous spectra. The excitation energy dependent photoabsorption
cross section P(E) was then obtained using Eq. (1).

ne? 1(or 4) 1 Nror
P(E) = fYg(E-AE, 6)
2m,c € Jzzjl Nror szjl i v a
where g is a Lorentzian line shape function given by Eq. (2),
2\~1
g(E-AE}, &) = ho (E-AE))? + (é)
2 2 2)
J; is the oscillator strength given by Eq. (3)
2
i =3@EN) Y W'
a=x,y,Z (3)

and AEijN = (EJN—EiN ). m, and e are the mass and charge of electron,
respectively, while c is the speed of light. The internal sum in Eq. (1) is
expressed over the set of total Wigner geometries (Nyor = 100) while
the external sum includes transitions from the initial state i (i.e., the Sy
state) to final state j (i.e. Sy, Sy, S; and S, in the present modelling) with
respective oscillator strengths fUN as given by Eq. (3). § is a broadening
factor, which is arbitrarily set to 0.2 eV for each of the calculated ab-
sorption and emission profiles reported herein.

CIs, between the ground and first electronically excited state, were
optimized at the SA2-CASSCF/6-31G(d) level using an active space of
six electrons in six orbitals (6,6). Single point energies using the
CASSCF optimized geometries were obtained at the CASPT2 and B3LYP
levels. In that case the energies of the Sy and S; states are not exactly
degenerate so we used the average of the two energies as the energy at
the CL

Potential energy profiles between the ground state equilibrium
geometry as the starting structure and the CI geometries as final
structures were computed by means of linear interpolation in internal
coordinates (LIIC) using TD-B3LYP/PCM and CASPT2.

All optimizations and DFT calculations were carried out in Gaussian
09 [24] while all CASPT2 calculations were carried out in Molpro 2015
[33]. Q-Chem [34] was used for the EOM-CCSD computations.

3. Results and discussion
3.1. Ground and excited state geometries and excitation energies

The ground state minimum energy geometries of TPA and iTPA in
the gas phase and in solution phases are displayed in Fig. 2. The atomic
numberings given on the molecular structures will be used henceforth
in the remainder of this manuscript. All cartesian coordinates are re-
ported in the Supporting Information (SI). S, minima in solution do not
differ much from the gas phase minima. In both TPA and iTPA, all ring-
centered atoms are in a common ring plane — highlighting the favorably
conjugated 7-system in the electronic ground state. The amino sub-
stituent at the C6 position displays a pyramidal geometry with respect
to the ring-plane in TPA.

Tables 1 and 2 list the vertical excitation energies for the first two
electronically excited singlet states of TPA and iTPA obtained at all the
theoretical levels used in this work. Fig. 3 displays the corresponding
orbital promotions associated with the electronically excited states at
the B3LYP level. Because of the energetic proximity of the first two
excited states their ordering depends on the level of theory. In TPA, all
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Fig. 2. Ground state minimum energy geometry of (a) gas phase TPA, (b) gas
phase iTPA, (c) aqueous TPA and (d) aqueous iTPA. The displayed bond dis-
tances in A are given for the B3LYP ground state equilibrium geometry.
Corresponding bond lengths of the equilibrium geometry of the first electro-
nically excited state at the B3LYP level are given in parenthesis. For the iTPA S,
minimum both the B3LYP minimum and the CAM-B3LYP (in red) geometries
are given in (d). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

methods except CASPT2 predict the first excited state to have zz*
character and S, to have nz* character. Adding solvation at the TDDFT/
PCM level maintains this ordering. The experimental absorption and
emission maxima are also given in Table 1. B3LYP/PCM gives vertical
excitation energies in better agreement with experimental absorption
maxima, 0.1-0.2 eV higher than the experimental values [16]. On the
other hand, the other methods overestimate the excitation energy to the
nr* excited state by 0.4-0.6 eV. The z7* transition is accompanied by a
strong oscillator strength manifesting from the appreciable overlap
between the initial and final orbitals involved in the electronic excita-
tion. In contrast, n7* state is accompanied by a comparatively weak
oscillator strength manifesting from the poorer spatial overlap between
the initial and final orbitals involved in the electronic excitation. In
iTPA, most methods predict the two S; and S, states to be almost de-
generate, and the energetic ordering of the zz* and nz* states is even

Table 1
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more sensitive on the level of theory and the environment. B3LYP/PCM
provides the vertical excitation energies with the best agreement to the
experimental absorption maximum. Overall, it appears that the B3LYP/
PCM model provides the best energies for the zz* states for both mo-
lecules, but it may not describe the n7* states as well. In all cases CAM-
B3LYP destabilizes the nz* states. This is expected since these states
have increased charge transfer character compared to the zz* states
and CAM-B3LYP is designed to correct the stabilization of charge
transfer states present in B3LYP. As a result B3LYP will give accurate
absorption spectra but there may be some limitations when describing
the emission properties. We will see this in more detail below. The
CASPT2 and EOM-CCSD methods give somewhat overestimated ex-
citation energies for the nz* states compared to the experimental
spectra, but they provide a more balanced description between the
different character states. The better agreement of the B3LYP energies
to experiment compared to the higher level CASPT2 and CCSD is most
likely a fortuitous cancellation of errors. Finally, solvation effects
(which were only calculated at the TDDFT level) are very small for the
nrr* states while they blueshift the nz* states by about 0.2-0.3eV. A
blueshift for these states is expected.

The ordering of n7* and nz* states plays an important role on
emission since it may determine the character of the S; state at its
minimum. This is clearly seen in this work. We have optimized the S;
state at the B3LYP and CAM-B3LYP levels, both in the gas phase and
solution. For TPA CAM-B3LYP predicts a 7z7* minimum in both gas
phase and solution while B3LYP predicts a zzz* minimum in solution but
an n7* minimum in the gas phase. Since we are modeling spectra in
solution it is clear that a z7z* minimum is responsible for the emission.
Table 1 shows the vertical emission energies at the S; minima. Again
B3LYP/PCM gives the best agreement with the experimental emission
maximum in TPA.

In iTPA both B3LYP and CAM-B3LYP predict an nz* minimum in gas
phase. In solution however B3LYP predicts an nz* minimum while
CAM-B3LYP predicts a zz* minimum. Modeling the experimental
spectrum, as will be discussed in the next section, indicates that the
minimum corresponds to a zzz* transition, so in solution we expect a
r* minimum to be leading to fluorescence, although an n7* minimum
may also be present leading to some fluorescence quenching.

Fig. 2 displays the equilibrium geometry of the first electronically
excited state (S;) of TPA and iTPA in the gas phase and aqueous solu-
tion. The gas phase minimum for both molecules at the B3LYP level
corresponds to an nzr* state, and this is evident in the distortions going
from the Sy to S; minimum being similar for both molecules. The S;
minimum in aqueous solution however has nz* character, exhibiting
different distortions. In general, the double bonds elongate more for the
77r* minimum compared to the nz* minimum.

The experimental Stokes shift for TPA is 0.68 eV, in good agreement
with the TDDFT/PCM value of 0.77 eV (calculated as the difference
between absorption and emission vertical excitation energies).

Vertical absorption (calculated at S, minimum) and emission (calculated at S; minimum) energies in eV and oscillator strengths f (in parenthesis) for TPA. “Indicates
reversal of the character between S; and S, states. Experimental values are taken from Ref. [16].

Geometry So,min S1,min(n7*) S1,min(T7T*)
Electronic state Sy (m*) S, (n7*) S1 S1
B3LYP/6-31G(d) 3.84 (9.9E-2) 3.93 (1.2E-2) 2.78 (4.7E-3)

CAM-B3LYP/6-31G(d) 4.13 (0.14) 4.40 (2.69E—-3) 3.33 (0.11)
EOM-CCSD/6-311G(d) 4.43 (0.17) 4.62 (5.0E—3)

EOM-CCSD/6-311 + G(d) 4.32 (0.18) 4.60 (4.58E—-3)

CASPT2/cc-pvdz 4.02* (6.1E—3) 4.31* (3.7E—-2)

B3LYP/PCM/6-31G(d) 3.83(0.14) 4.17 (1E-3) 3.06 (0.18)
CAM-B3LYP/PCM/6-31G(d) 4.11 (0.18) 4.65 (2E—3) 3.27 (0.24)
exp 3.63 2.95
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Table 2
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Vertical absorption (calculated at Sy minimum) and emission (calculated at S; minimum) energies in eV and oscillator strengths f (in parenthesis) for iTPA. “Indicates
reversal of the character between S; and S, states. Experimental values are taken from Ref. [17].

Geometry So,min Sl,min(nﬂ*) Sl,min(ﬂ”*)
Electronic state Sy (n*) S, (m*) N N
B3LYP/6-31G(d) 3.62 (3.0E—4) 3.81 (0.11) 2.52 (4.0E-3)

CAM-B3LYP/6-31G(d) 4.12 (7.0E—4) 4.13 (0.15) 2.96 (7.0E—4)

EOM-CCSD/6-311G(d) 4.39 (7.1E—4) 4.40 (0.19)

EOM-CCSD/6-311 + G(d) 4.31% (0.20) 4.37" (9.9E—4)

CASPT2/cc-pvdz 4.33" (0.27) 4.36" (7.8E—4)

B3LYP/PCM/6-31G(d) 3.81 (6.0E—3) 3.81 (0.14) 2.68 (4.7E—3)

CAM-B3LYP/PCM/6-31G(d) 4.11* (0.20) 4.30" (4.0E—4) 3.29 (0.15)
exp 3.67 3.02

Similarly, for iTPA, the experimental Stokes shift of 0.65eV (when
using the CAM-B3LYP z7* minimum) compares well with the theore-
tical of 0.52 eV.

3.2. Simulated absorption and emission spectra

The simulated absorption and emission spectra for TPA and iTPA in
aqueous solution are displayed in Figs. 4(a) and (b), respectively. The
experimental spectra taken from Ref. [16,17] are superimposed with
those that were simulated. The absorption profiles were simulated by
means of sampling 100 Wigner geometries around the ground state
minimum energy geometry. The simulated spectra for both TPA and
iTPA, in aqueous solution, agree remarkably well with the experimen-
tally measured absorption maxima, including minor peak details
[16,17]. More specifically the absorption spectrum for TPA shows a
maximum around 330 nm and two smaller peaks at shorter wavelengths
in agreement with the spectrum taken by Tor and coworkers [16]. The
absorption spectrum of iTPA shows the main peak and a smaller peak at
shorter wavelength, again in agreement with the experimental spec-
trum [17]. For completeness the gas phase absorption spectra, com-
puted using CASPT2, are displayed in the SI (Figs. S7, S8). These spectra
do not agree as well with experiment highlighting the importance of

solvation as well as methodology. In addition, the small number of
states included in the CASPT2 calculations did not allow for any de-
scription of peaks at shorter wavelengths.

The emission profiles based on a Wigner distributions of the S;
minima are also shown in Fig. 4. The emission spectrum for TPA is also
in very good agreement with experiment [16]. There is some overall
blueshift but in general the spectrum agrees well with experiment. In
the case of iTPA we should first remember that the B3LYP and CAM-
B3LYP methods gave different minima. The former gave an nz*
minimum while the latter gave a 77* minimum. Fig. S9 shows the
emission spectrum obtained from the nz* minimum. It is clear that this
minimum does not reproduce the experimental spectrum. It has very
low intensity and the spectrum is quite broad because of some mixing
with the S, z7* state. Even a small amount of mixing leads to a big
effect in the spectrum since it is a mixing of an intense band to a very
weak band. This actually is the case for the CASPT2 emission spectra
(shown in Figs. S6, S7) which also correspond to nz* minima. The
spectrum obtained from the zz* minimum however is in much better
agreement with experiment. Since B3LYP gives better excitation en-
ergies for the 77* states we have calculated that spectrum using the
CAM-B3LYP minimum and normal modes but evaluating the excitation
energies at each point using B3LYP. As is shown in Fig. 4b the spectrum
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Fig. 3. Orbitals and orbital promotions associated with vertical absorption transitions for (from left to right) TPA g, iTPA ), TPA(4q) and iTPA 4. All results taken

from TD-B3LYP calculations.
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Fig. 4. Absorption and emissions spectra for (a) TPA and (b) iTPA. The ab-
sorption and emission spectra are shown in solid and dotted lines, respectively.
These spectra were computed at the TD-B3LYP/6-31G(d) level of theory with
solvation effects included using the PCM model (see methodology for details).
Both absorption and emission profiles were based on the Wigner geometries.
The emission spectrum for iTPA was computed using the CAM-B3LYP optimized
minimum and normal modes (see main text). The experimental spectra are also
shown in red lines taken from Ref. [16,17] The experimental spectra have
different scaling for the intensity of absorption and emission and are taken
directly from the figures in Ref. [16,17].

has a maximum very close to the experimental maximum and is
somewhat broader than the experimental spectrum. It should be noted
that our spectrum is based only on the radiative decay but the experi-
mental spectrum is affected by all the nonradiative mechanisms as well.
Furthermore, the Wigner distribution is based on a harmonic well of a
single surface so any vibronic couplings with the other near by states is
not included. This is especially true for iTPA since the S, state is near
the S; at the S; minimum, so coupling is expected.

3.3. Mechanism of fluorescence

In order to better understand the fluorescence behavior of these
analogues we need to examine radiationless relaxation mechanisms. In
particular we need to understand the role of CIs, which have been found
to be abundant in natural nucleobases, and how they differ in the
current systems. We start by considering the well-known photophysics
of 9H-adenine. In the isolated gas phase, the vertically excited S; and S,
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Fig. 5. Energies of important points at the TDDFT/PCM level for (top) TPA and
(bottom) iTPA. A degenerate energy equal to the average of the S; and S, en-
ergies at the CASSCF level optimized geometry is used as the energy at the
conical intersections.

states of 9H-adenine are, respectively, of n7* and nz* character. The
energy of the S; state is reduced by about 0.4 eV upon geometry re-
laxation [13]. The optimized S,/S, CI is about 1 eV more stable than the
Franck-Condon (FC) geometry and ca. 0.5 more stable that the S; op-
timized geometry. The path connecting the FC geometry, through the S;
minimum, and en route to the S,/S, CI is barrierless. The extremely
small quantum yield for fluorescence in adenine is a direct manifesta-
tion of the barrierless transit from the FC region to the CI, motion
through which promotes non-radiative S; < S, internal conversion.

Fig. 5 displays the energy level diagram associated with the geo-
metric evolution of the FC geometry to that of the optimized S,/S, CI
geometry for (a) TPA and (b) iTPA using B3LYP/PCM. LIIC paths
connecting the S, geometry to the CI are reported in SI. The optimized
geometry of the S;/S, CI is analogous to that in 9H-adenine. In both TPA
and iTPA, the optimized geometry of the S, state is below that of the
optimized S;/S, CI, driving the thesis that the majority of the pre-ex-
cited population relaxes to the S; minimum. This process will be ac-
celerated in bulk solution through vibrational energy transfer to the
bulk solution. The remaining population at the S; minima is likely to
relax to S, via fluorescence, accounting for the non-zero quantum yield
for fluorescence measured by Tor and co-workers.

The experimental quantum yield for fluorescence in iTPA is smaller
than that for TPA. According to our calculations this likely originates
from the close proximity of the 7z* and nz* states in iTPA. These states
are almost degenerate upon absorption and this can lead to a bifurca-
tion of population leading to a smaller population reaching the zz*
minimum. It is possible that the nz* minimum traps some of the po-
pulation leading to fluorescence quenching.

Similar energy level diagrams at the CASPT2 level are shown in SI
In that case the energy of the CI is not much higher than the S;
minimum. Furthermore, the nature of the S; minimum in this case is an
nrr* transition. Both of these changes indicate that in the gas phase it is
possible that the fluorescence of these systems will be further quenched.
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4. General discussion and conclusions

In our present manuscript we have highlighted the most plausible
reaction paths associated with the photophysics of two DNA-base
analogues: TPA and iTPA. In both cases, their enhanced biocompat-
ibility ensures optimal binding to bulk cellular DNA, while their geo-
metric properties improve their radiative quantum yields when com-
pared to the purine nucleobases from which they derive. Although the
heavy S-atom is likely to promote spin-orbit coupling, we have not
considered intersystem crossing, since we are at foremost only inter-
ested in the energetics of the singlet excited states from which fluore-
sence is observed.

In comparing TPA and iTPA with 9H-adenine (i.e. their closest
molecular relative), the six-membered ring center remains unchanged
in all molecules. As such the energetic position of the CI in TPA/iTPA is
similar to that of 9H-adenine (ca. 4 eV) [13]. This is unsurprising, given
the geometric similarity of the six-membered ring system. In contrast,
the five-membered imidazole moiety in 9H-adenine is replaced by a
thiophene and isothiazole moiety in TPA and iTPA, respectively. The
inclusion of a 3rd-row heteroatom leads to a dramatic change in the
excitation energy - specifically a bathochromic shift in the absorption is
observed in TPA/iTPA when compared to that of 9H-adenine. This is a
direct consequence of the S-heteroatom, in which the 3Py electrons
conjugate poorly with the proximal C-centered 2Py electrons within the
thiophene moiety. This weakened conjugation leads to a poorly con-
jugated 7-system, thus leading to less stable 7 orbitals (cf. 9H-adenine).
The destabilization of the 7 orbitals is directly linked to the stabiliza-
tion of the n* orbitals — reducing the energy gap between 7 and 7*
orbitals. This ultimately leads to a bathochromic shift in the vertical
excitation, placing the vertically excited states at the isoelectronic limit
(at their highest). This effect is observed most clearly in iTPA in which
the CI is above that of the vertically excited S; and S, states. In both TPA
and iTPA the optimized S; energy is substantially lower than that of the
Cl, driving the thesis that the vertically excited population relaxes to
the S, rather than relaxing to Sy via S; < S, internal conversion at the CI.
In 9H-adenine, the vertically excited states and the S; minimum energy
geometry is energetic higher than that of the CI, proving no sufficiently
bound region to which the pre-excited population can relax on S;. In-
stead, the pre-excited population undergoes rapid internal conversion
back to S; via the CI - with almost unit quantum yield. Our results
however indicate that the situation may be different in the gas phase.

The calculated absorption spectra for both systems are in very good
agreement with the experimental spectra, providing confidence about
our computational approach. The emission spectra are also in relatively
good agreement, although it should be highlighted that the level of
theory and the role of the environment were crucial in reproducing
these spectra.

This study represents a detailed exploration of two recently pro-
posed fluorescent molecular sensors that are biocompatible with DNA.
Through a detailed understanding of the photophysics of such analo-
gues, a geometric and electronic account can be devised and compared
with the known photophysics of natural nucleobases. DNA/RNA nu-
cleobases are remarkably photostable, in that they rapidly dissipate the
excess energy provided by photoexcitation in the form of heat, re-
forming the parent ground state molecule. Since DNA is already a
naturally biocompatible molecular system, understanding the geo-
metric modifications that enhance the excited state lifetimes and thus
improve the fluorescence quantum yield is vital for designing more
effective fluorescent analogous for use in DNA/RNA biodiagnostics. It is
therefore our future aim to continue in the design of modified DNA/
RNA nucleobases, by differing the heteroatom positions and types,
whilst retaining the biocompatibility with DNA. Computations of the
properties of such modified nucleobase analogues are vital in guiding
future experiments since the thermochemistry, dynamics and absorp-
tion/emission spectra can be modelled prior to the more expensive
production chemistry step. We therefore expect many more such studies
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in the future.
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