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Abstract

Measurements of dynamic parameters of atmospheric gravity waves, mainly the vertical wavelength, the momentum flux and the
momentum flux divergence, are affected by large uncertainties crudely documented in the scientific literature. By using methods of error
analysis, we have quantified these uncertainties for frequently observed temporal and spatial wave scales. The results show uncertainties
of ~10%, ~35%, and ~65%, at least, in the vertical wavelength, momentum flux, and flux divergence, respectively. The large uncertain-
ties in the momentum flux and flux divergence are dominated by uncertainties in the Brunt-Viisild frequency and in spatial separation of
the nightglow layers, respectively. The measured uncertainties in fundamental wave parameters such as the wave amplitude, intrinsic
period, horizontal wavelength, and wave orientation are ~10% or less and estimated directly from our nightglow image data set. Other
key environmental quantities such as the scale height and the Brunt-Viisild frequency, frequently considered as constants in gravity
wave parameter estimations schemes, are actually quite variable, presenting uncertainties of ~4% and ~9%, respectively, according

to the several solar activity and seasonal atmosphere scenarios from the NRLMSISE-00 model simulated here.

© 2018 COSPAR. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Atmospheric gravity waves (AGWs) propagate upward
from the troposphere to the upper atmosphere, growing
in amplitude and causing fluctuations in the background
fields (such as the temperature and density) across the
mesosphere and lower thermosphere (MLT) region
(Hines, 1960). These fluctuations are monitored using sev-
eral platforms, such as radars, lidars, or satellite systems
(e.g., Gardner and Voelz, 1987; Gardner and Taylor,
1998; Batista et al., 2002; Hocking, 2005; Nikoukar et al.,
2007; Lu et al., 2009). Observations made from the ground
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with all-sky imagers monitor changes in the radiance of the
mesospheric nightglows, which are natural traces of the
dynamics of atmospheric waves in the MLT (e.g.,
Krassovsky, 1972; Swenson and Mende, 1994; Reisin and
Scheer, 1996; Vargas et al., 2009).

All-sky imagers allow us to record these wave fluctua-
tions in the nightglow with good spatial and temporal res-
olution (Garcia et al., 1997; Hapgood and Taylor, 1982;
Taylor et al., 1997; Liet al., 2011). Because it is a relatively
inexpensive but powerful, reliable technique, it has been
largely adopted by aeronomers. Wave parameter estima-
tion from images is well-understood and can be carried
out with personal computers, which makes all-sky imagery
a very convenient and cost-effective tool.
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Although several acronomy groups use imagery to study
the AGW dynamics and to report dominant wave charac-
teristics (e.g., Giers et al., 1997; Pautet et al., 2005; Li et al.,
2011), the uncertainties of AGW parameters and associ-
ated quantities are poorly understood, and only a few stud-
ies show explicitly the magnitude of these uncertainties
(e.g., Swenson et al., 1999). For example, as environmental
changes in the background atmosphere associated with the
solar activity and with seasons occur, the determination of
the temporal/spatial scales of waves is subject to these
unquantified errors, which must be taken into account to
estimate other AGW associated quantities in a statistically
meaningful manner.

In this study, we have measured and modeled the rela-
tive uncertainties in fundamental wave parameters and
other critical atmospheric quantities using error analysis
theory, aiming to show how these uncertainties propagate
into derived, more significant quantities such as the
AGW momentum flux and the momentum flux divergence.
Based on this approach, we want to show firstly which
errors dominate the measurements while discussing viable
strategies to minimize these errors, and secondly to show
how these significant errors should be thoughtfully esti-
mated for each AGW occurrence.

2. Gravity wave parameters and errors

Nightglow layers are caused by metastable atoms/-
molecules emitting photons at specific lines/bands near
the visible, infrared, or ultraviolet wavelength range
(McCormac, 1967; Chamberlain, 1995). Four emission lay-
ers (OH, Na, O,(b), and O('S)) are widely observed in the
MLT, having their centroids located at ~89, ~90, ~94,
and ~96 km altitude, respectively (Meriwether, 1989;
Taylor et al., 1997; Vargas et al., 2007). The different cen-
troid locations permit to observe the characteristics of
gravity waves at different altitudes throughout the MLT
region.

Short-term fluctuations in the nightglow due to AGWs
are the most prominent features present in image records.
The waves propagate across the field of view of the imager
showing a variety of dynamic characteristics, which can be
measured straightforwardly by image processing tech-
niques (e.g., Hapgood and Taylor, 1982; Garcia et al.,
1997; Coble et al., 1998; Tang et al., 2005a,b; Li et al.,
2011).

We rank the wave parameters in three groups: (i) the
first group is composed of wave parameters and their
uncertainties estimated from a single image of a single
emission; (ii) the second group is composed of wave param-
eters obtained from a sequence of images of a single layer;
(ii1) parameters and uncertainties estimated from images of
multiple layers form the third group. This differentiation
helps to understand the impact of uncertainties of one
group into another and points out which uncertainties
are more important than others.

We define as fundamental wave parameters the horizon-
tal wavelength (4;), the wave orientation (), the wave
phase (¢), as well as the wave period (t), the horizontal
phase velocity (c), and the relative wave amplitude (I'),
which are directly extracted from the images. The relative
wave amplitude is usually given as a percentage of the
background nightglow because most imager systems are
not calibrated to give the nightglow radiance in absolute
units.

For clarity, we also define derived wave parameters as
the ones estimated from the AGW linear theory equations
that take fundamental and environmental parameters as
inputs. The derived parameters are the vertical wavelength
(), the wave momentum flux (F), and the divergence of
the momentum flux (D).

To fully obtain the characteristics of the waves, we must
consider environmental parameters such as the spatial sep-
aration of two nightglow layers (Az), the Brunt-Viisélé fre-
quency (&), the scale height (H), and background mass
density (p) or number density ([7]). The uncertainties asso-
ciated with each of the AGW quantities are also referred to
as fundamental, derived, or environmental, according to
the classification rules defined here.

For reference, we have used throughout this text the
well-known error propagation formula (e.g., Bevington
and Robinson, 1969):

n b 2
& :Z(é> o (1)

to estimate the uncertainties in functions such as D and F,
assuming that the fundamental wave parameters are uncor-
related. In Eq. (1), /= f(x1,x2,x3,...,x,) is a multi-

variable function, where x; =X, +o0; (i=1,2,...,n) is a
random variable, and o, is the standard error in x;, such
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2.1. AGW parameters and errors from a single image of a
single nightglow emission

To estimate the uncertainties in the momentum flux and
flux divergence, we need first to quantify the uncertainties
in the several fundamental parameters which F and D
depend upon. This is demonstrated in the next two
sections.

The horizontal wavelength, the wave amplitude, and the
wave phase are the only parameters fully determined from
a single nightglow image. To estimate them, we transform a
nightglow image into the horizontal wavenumber domain

k= 27'[/1;, =
Fourier Transform (2DFFT) algorithm (Weeks, 1996),
where &, and k, are the zonal and meridional wavenum-
bers, respectively. For example, Fig. la is an O(1S) image
recorded at the Andes Lidar Observatory, Chile (30.3°S;

1/kf+k§ using the two-dimensional Fast
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Fig. 1. (a) O('S) image taken at the Andes Lidar Observatory in on Oct 29, 2013, at 05:01:18 UT. (b) 2D horizontal wavenumber amplitude spectra and
(c) 2D phase spectra of the image. (d) The selected spectral region in the amplitude spectra (wavenumbers satisfying the 10% condition) to integrate and

recover the wave amplitude.

70.7°W) in Oct 28, 2013 at 05:01:18 UT. Fig. 1b and ¢ show
respectively the 2DFFT amplitude and phase peri-
odograms of the same nightglow frame.

The image represented in a 2DFFT periodogram is a
function of k. An energy peak at (k.,k,,) in the peri-
odogram allows estimating 4, and I’ unambiguously from
the 2DFFT of a single image, while the wave phase comes
from the phase periodogram at the point (k,k,,). We

demonstrate how to measure 4, and I’ and their uncertain-
ties ¢, and o, from the 2DFFT as follows.

Larger amplitude, lasting gravity waves recorded in a
series of nightglow images materialize in the 2DFFT peri-
odogram as prominent peaks as presented in Fig. 1b
(Weeks, 1996). Because of the use of a discrete 2DFFT
algorithm, the transformation from the spatial domain into
a discrete wavenumber domain does not map exactly,
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which translates into a weaker wave energy peak and in
leakage of energy from the peak to the neighbor wavenum-
bers (Hapgood and Taylor, 1982; Hecht et al., 1994;
Weeks, 1996; Garcia et al., 1997; Tang et al., 2005b).
Small-scale waves are less affected by energy leakage than
the large scales because smaller scales comprise a larger
number of wavefronts across the field of view, but leakage
is never zero.

Fig. 1a presents a ~30 km horizontal wavelength, south-
east oriented gravity wave package. The 2DFFT amplitude
periodogram of the event in Fig. 1b shows that the longest
wavelength of this packet is associated with the innermost,
higher power wavenumbers of the periodogram, which also
correspond to the strongest wave amplitude. Notice that
because of the energy leakage, the wavenumbers surround-
ing the peak also have high energy, which introduces an
uncertainty in the determination of the peak wavenumber,
wave orientation, and wave amplitude. Furthermore,
because waves interfere with one another, their wavefronts
became uneven across the image frame, and because the
background wind field acts on the wavefronts and
degrades/distorts them, fundamental wave parameters will
be subject to these effects as well.

Nightglow images are usually mapped onto a
512 x 512 km? geographical coordinates grid with a resolu-
tion of 1 km/pixel. To minimize the energy leakage in the
wavenumber domain, we work with a smaller area of
170 x 170 km? to carry out the wave amplitude estimation.
This 170 x 170 km? area is large enough to allow the detec-
tion of longer horizontal wavelengths, yet small enough to
fully encompass the wave fronts in the field of view.

2.1.1. Wave amplitude

The wave amplitude is given by I' = I' + o, where I’ is
the result of a two-dimension integration and o is the
square root of the nightglow image variance, which we take
here as a measured uncertainty in /. To estimate /', we
integrate around the peak located at (ky,, k) (e.g., Coble
et al., 1998; Tang et al., 2002). The two-dimension integra-
tion domain corresponds to neighbor wavenumbers
around the peak presenting energy larger than 10% of the
total periodogram energy regardless of the peak shape
because it is not necessarily Gaussian. Fig. 1d shows explic-
itly the integration domain for the example given here
(notice the non Gaussian shape of that peak region).

The uncertainty o is estimated from the variance of the
nightglow image across the field of view, where usually sev-
eral interfering waves of various temporal/spatial scales are
present. The variance in the field of view is obtained from
preprocessed nightglow images (i.e., unwarped, stars
removed, geographical coordinates transformed, detrended
images), and is a measure of the perturbation caused by all
waves, random oscillations, ripples due to instabilities, tur-
bulence, clouds, moonlight contamination, etc., which con-
tribute to wave amplitude uncertainty in a given instant.
The variance is convenient here because our image-

processing algorithm relies on the automatic wave detec-
tion method. ¢, is usually small if the images’ signal to
noise ratio is large, and observations are carried out under
ideal geophysical conditions (low background contamina-
tion caused by the moon or/and city lights) usually give
very small uncertainty in the wave amplitude.

2.1.2. Horizontal wavelength

The position of the energy peak in the periodogram
defines completely the horizontal wavenumber. However,
as energy leaks to the neighbor wavenumbers due to the
discretization of the domain, there is an uncertainty in k
that can be calculated by averaging the wavenumbers satis-
fying the 10% condition presented earlier and showed
explicitly in Fig. 1d.

The average k is our best experimental estimation of k.
The spread in k is evaluated by the standard deviation
(o) of the surrounding wavenumbers satisfying the 10%
condition. We obtain the standard error o; in k by
ox/+/n, where n is the number of elements in the peak
wavenumber region. We finally obtain the horizontal wave-
length by 4, =2n/k, and its uncertainty g;, by
or/k =0,/ .

2.2. AGW parameters and errors from multiple images of a
single nightglow emission

Wave parameters such as the wave orientation, the
intrinsic period and the horizontal phase velocity are
obtained by the combination of sequential images
(Hapgood and Taylor, 1982; Garcia et al.,, 1997; Tang
et al., 2002). We demonstrate in this session how to deter-
mine these quantities.

2.2.1. Wave orientation

To obtain 0 and oy, we proceed in the same way used to
calculate k and g in Section 2.1.2, using instead the expres-
sion 0 = tan~! (k, /k,) to calculate the wave orientation for
a given spectral point (kx,ky), where the north is 0 = 0°.
The uncertainty in the wave orientation g, is just the stan-
dard deviation of the mean of the 0; set.

Even the propagation direction of a given wave obtained
from the image spectrum still presents an intrinsic 180°
ambiguity that must be dealt with to find the actual orien-
tation. The casiest way to solve the ambiguity for a single
wave event is by observing the wave progression across
the field of view in subsequent images via animation of
the image set.

2.2.2. Wave period
Since we are also interested in the temporal scales of

AGWs, we calculate the wave period from:
A

C

T

(2)

and its uncertainty by:
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2
2 (TN 2 T 2,
o, = (;bh) o;, + (c) o, (3)

To obtain the wave frequency (w) and the wave fre-
quency uncertainty (o), we use, respectively, o = 2xn/t
and o./7 = 0,/ o.

2.2.3. Horizontal phase velocity
The horizontal phase velocity (¢) in Eq. (2) is given by:

AP
€= 21 At ()

where A¢ represents the wave phase lag measured from the
cross periodogram of two sequential images of the same
emission for the spectral peak at (., k,). Using the general
error equation, we show that the variance associated with ¢
is:

c\’ c\’ c\?
P PR
where a7 , a3, and a3, correspond to variances in 4, Ad,
and At¢, respectively.
Fig. 2 shows a plot of ¢ vs. A¢ calculated with Eq. (4)
for various acquisition times and a horizontal wavelength
of 100 km, which is a typical scale of waves observed in

nightglow images. The thick black line in Fig. 2 refers to
the acquisition time used in our imaging system, which

o

records images of the OH and O('S) emissions with inte-
gration times of 60 s and 90 s, respectively, and translates
in Az = 2.5 min time interval between images of a single
emission. The numerical range indicated on the vertical
and horizontal axes in Fig. 2 were extrapolated once real-
istic AGW phase velocities range from ~30m/s to
~150 m/s, corresponding to the smaller phase lag range
only (A¢ < 1.47rad = 85°). Notice that as the acquisition
time decreases, larger velocity ranges can be assessed. How-
ever, occurrences of waves presenting ¢ > 100 m/s are
sparser.

2.2.4. Vertical wavelength, 1st approach

The vertical wavenumber (m) is obtained from the dis-
persion relation that is derived in the linear theory of grav-
ity waves (Hines, 1960; Nappo, 2012). The complete AGW
dispersion relation is given by:

, (M—e?) , o 1

m = (w2 —fz) K+ 2 (6)
where f'is the inertial frequency, and ¢, is the sound speed.
Notice that Eq. (6) neglects the terms of wind shear and
curvature that has no consequence to the present analysis
once the frequency shift is corrected prior to apply Eq.
(6) to obtain the vertical wavenumber. Moreover, Since it
is not feasible to observe acoustic waves using our multi-
layer nightglow imaging systems, due to exposure times
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Fig. 2. Horizontal phase velocity versus A¢ for /, = 100 km and various acquisition times Af.
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and cadences that limit time resolution, we can use the
Boussinesq approximation to simplify Eq. (6) to:

N? 1

This simpler relationship neglects acoustic waves, yet
holds the compressibility term 1/4H* that is important
for high frequency gravity waves (o > f), which are still
subject to compressibility effects (see Nappo, 2012).

The uncertainty in m using Eq. (7) is then:

2 2
2

5 N2k k [N? X
O-m = - aw == 1 Gk
maw? m | w?

N2\’ 1 \?
 (ner) o+ (o) ®

To obtain the vertical wavelength and the vertical wave-
length uncertainty we use, respectively, m = 2n/1, and
On/m = 05/ 2.

2.2.5. Environmental quantities
The m variance depends upon environmental parame-
ters such as N and H, which are usually assumed as con-
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stants in many AGW studies. To understand the changes
and the uncertainties in these and other environmental
parameters, we have used the NRLMSISE-00 model
(Picone et al., 2002) to assess the background thermal
and compositional structure of the atmosphere for different
seasons and for distinct solar activity conditions. Notice
that by using the NRLMSISE-00 model here we intend
to demonstrate our method of analysis and to show the
magnitude of the uncertainties in some gravity wave
parameters. However, the uncertainties presented here
would be reduced if, for instance, actual and accurate data
from lidars and satellites were used as inputs in this
modeling.

The set of environmental parameters of interest for our
calculations are the total number density ([n]), the atomic
oxygen number density ([O]), the temperature (7), the
Brunt-Viisdld frequency (N), and the scale height (H).
Observe that [r] and [O] are used ahead in our model to
compute the variability of the cancellation factor that is
incorporated in the calculation of the AGW momentum
flux F, as discussed later in this paper.

Fig. 3a shows the total number density and Fig. 3b the
atomic oxygen number density in the range of 75-110 km
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Fig. 3. Vertical profiles of atmospheric parameters and their variation with seasonal and solar activity obtained from the NRLMSISE-00 model. (a) shows
the numerical density, (b) the atomic oxygen density, (c) the numerical density relative uncertainty, and (d) the atomic oxygen relative uncertainty. These
vertical profiles were calculated for the Andes Lidar Observatory location at (30.3°S,70.7°W).
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for eight environmental conditions, i.e., solar maximum
summer/winter solstices, solar maximum vernal/autumnal
equinoxes, solar minimum summer/winter solstices, and
solar minimum vernal/autumnal equinoxes. Note quite a
change in both densities as the atmosphere experiences dif-
ferent solar/seasonal conditions.

Fig. 3¢ and d show, respectively, the relative uncertainty
in [n] and [O] calculated from the variance formula. Notice
these uncertainties have distinct magnitudes in different
altitudes. For instance, o)o)/[O] is large about the O('S)
peak altitude (~96 km), and is maximum right above the
peak (~16%). This has a profound impact on the cancella-
tion factor magnitude and its uncertainty, which critically
depend upon the atomic oxygen density in a given altitude
(e.g., Swenson and Gardner, 1998).

Observe that the realistic oxygen number density would
change quite much in altitude and in longitude according
to observational data (Offermann et al., 1981; Shepherd
et al., 1993). The atomic oxygen density provided by the
NRLMSISE-00 model serves here only as an estimate of
the actual [O] variability, which is ultimately controlled
by tides and planetary waves, gravity wave breaking, solar
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cycle, and downward flux of O from the lower thermo-
sphere (e.g., Swenson et al., 2018).

The geophysical changes in H and N are shown in
Fig. 4a and b, respectively. We took the temperature pro-
vided by the NRLMSISE-00 to obtain the magnitudes of
H and N in the MLT range.

The scale height is obtained by using H = RT /g, where
R =287.05 J/kg/K is the specific gas constant. This for-
mula takes into account that the air is well mixed below
the turbopause and that the mean molecular weight does
not change critically with altitude. The scale height
depends upon the temperature profile only, and serves as
a proxy of the thermal structure of the MLT.

To obtain N for the atmospheric conditions simulated
here, we have used the expression N* = (g/T)(dT/dz+
g/c,), where g/c, = 9.8 K/km is the adiabatic lapse rate,
¢, the specific heat at constant pressure, g the acceleration
due to the gravity, and dT/dz is the environmental lapse
rate. The Brunt-Viisilad frequency depends upon both the
atmosphere temperature and the temperature gradient,
and wherever the environmental lapse rate is less than the
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Fig. 4. Vertical profiles of background atmospheric parameters and their seasonal and solar activity variation from the NRLMSISE-00 model. The
temperature (not shown) provided by the model was used to estimate H and N in the MLT. (a) shows scale height, (b) the Brunt-Viisild frequency, (c) the
scale height relative uncertainty, and (d) the Brunt-Viisild frequency relative uncertainty. These vertical profiles were calculated for the Andes Lidar

Observatory location at (30.3°S,70.7°W).
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adiabatic lapse rate, we observe a convective unstable
atmosphere.

The uncertainties of H and N are in Fig. 4c and d,
respectively. Differently than what is assumed in many
studies, the changes in H and N are substantial. For
instance, the relative error oy/N ranges from ~2% at
80 km to more than 8% at about the OH centroid altitude
(Fig. 4d), which is relatively large for a parameter fre-
quently assumed as constant. Because of these substantial
changes, we must consider their magnitudes and uncertain-
ties separately at each layer centroid altitude in order to
obtain a better estimation of A., F, and D, for instance.

2.2.6. Momentum flux

The momentum flux is one of the most important wave
quantities obtained from nightglow imaging. The gravity
wave momentum flux F is interesting because it is a mea-
sure of the gravity wave forcing in the MLT (e.g.,
Swenson and Liu, 1998; Swenson et al., 1999; Liu and
Swenson, 2003; Vargas et al., 2007). The momentum flux
per unit mass is given by:

o L @m (TN

where w' wave vertical wind perturbation, ' represents the
horizontal wind perturbation towards the wave propaga-
tion direction, m =2n/J), the vertical wavenumber,
k = 2n/ 2, the horizontal wavenumber, w = 27/t the angu-
lar wave frequency, N the Brunt-Viisild frequency, and I’
the relative wave amplitude. Moreover, the acceleration
due to the gravity g is taken as a function of altitude in
our calculations, and CF is the cancellation factor as mod-
eled by Swenson and Gardner (1998), Swenson and Liu
(1998), Liu and Swenson (2003), Vargas et al. (2007). The
momentum flux is then evaluated individually for each
wave event perturbing a given nightglow layer.

Using the general error equation, we obtain the variance
of F as a function of seven uncertainties associated with
each variable in Eq. (9) as follow:

F\’ 2F\’ 2F\° F\’
o = (%) e (E> o2 + ([—> o+ (E> g
2F\? 4F\’
where the ¢° represent the variance of each parameter. The
variances ¢2, 6%, and o} are obtained directly from night-
glow images, while 6%, and o3 must be obtained from
models (e.g., Picone et al., 2002), from resonance tempera-

ture/wind lidar data, or from satellite measurements when
they are available.

2.2.7. Cancellation factor

The cancellation factor in Eq. (9) is defined as
CF = (I'/T)/(T'/T), where primed quantities refer to the
wave fluctuation, and bar quantities to the unperturbed

background. CF is valuable to retrieve the magnitude of
the relative temperature fluctuation in terms of that in
the nightglow radiance fluctuation, which is used to esti-
mate the momentum flux magnitude transported by the
wave.

The magnitude of the cancellation factor CF is also esti-
mated for different solar and seasonal conditions, as the
atomic oxygen density changes dramatically under different
solar/seasonal atmospheric states. The CF magnitude for
each of these different environmental scenarios has been
assessed by using the Vargas et al. (2007) model with the
input of different background conditions provided by the
NRLMSISE-00 model. The results are presented in
Fig. 5a (Fig. 5b) for the O('S) (OH) emission. The mean
CF for each emission (continuous thick line) is obtained
by fitting the following model to the several curves:

CF = a; — aye ™ (11)

where a;,a, and a; are fitting coefficients also subject to
uncertainties that must be specified for each nightglow
layer, and /. is the vertical wavelength. As we assume that
each term in Eq. (11) is variable, the error in CF is:

2

a

+ (azﬂ,ze’““:)zaz (12)

a3

O‘éF = (a2a3eia3/‘hz)2o-iz + O'il + (eia}iz)zo'

Values of each fitting coefficient and their uncertainties
G4, 04, and ag,, are given in Table 1 for each emission.
The uncertainty o, is estimated by evaluating Eq. (8) for
a hypothetical wave. The continuous thin lines in Fig. 5
represent the 95% confidence bounds around the fitted
curve (continuous thick line). Note that the uncertainty
in CF for the OH is larger than that in O('S) because of
the higher oxygen number density gradient near the OH
centroid altitude, as shown in Fig. 3b (Vargas et al., 2007).

The error in CF is dominated by the error in 4.. To
demonstrate this, we set ¢,, = 7,, = 7,, = 0 to show from
Eq. (6) that:

ger _ ayaze % (13)

Notice that the uncertainty gets larger (smaller) as the
vertical wavelength gets smaller (larger). Also, on the small
wavelength range the relative error in CF is larger for the
O('S) than that for the OH emission, but ocr/o;,
approaches zero for both emissions as A, gets larger than
50 km. These effects are presented in Fig. 6 for each emis-
sion using the coefficients in Table 1.

2.3. AGW parameters and errors from multiple images of
multiple nightglow emissions

The idea behind measuring AGW parameters from mul-
tiple layer observations is to understand how their pertur-
bations are transmitted across the mesosphere region.
For instance, a wave amplitude decreasing with altitude
would indicate dissipation and wave forcing in the region.
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Fig. 5. Modeled cancellation factor for (a) O('S) and (b) OH layers taking into account several solar and seasonal conditions. Continuous thin lines
indicate the 95% confidence intervals of the fitting. Input profiles used here to obtain CF were taken from the NRLMSISE-00 for the Andes Lidar

Observatory location at (30.3°S,70.7°W).

Table 1
Fitting coefficients of Eq. (11) and their uncertainties.

OH o(ls)
aj £ o4 3.800 + 0.030 5.078 +0.011
ar £ o, 9.124+0.23 12.16 £ 0.16
a3 £ oy, 0.0852 £+ 0.0023 0.1054 £+ 0.0012

Wave forcing estimated from the flux divergence measure-
ments represents an important quantity that can be made
only by observing the wave perturbation in multiple night-

glow layers simultaneously in both of them (e.g., Vargas
et al., 2007, 2009, 2015).

Most aeronomy groups use imagers with multiple filters
having center frequencies and line widths suitable to make
nightglow measurements. OH and O('S) images have finite
exposure times which must be considered. The OH filter
has a larger bandwidth and requires shorter exposure time
(~60 s) to produce images with good signal to noise ratio.
The O('S) emission line is fainter and requires a narrow
linewidth filter. Because of that, the O('S) emission is
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Fig. 6. Relative uncertainty in CF as a function of the vertical wavelength.

observed using longer exposure time (~90 s). Thus, this
two-filter imager system requires 2.5 min to complete one
cycle, which sets up the acquisition time. This system barely
resolves waves with frequencies near &, and the addition of
more filters in the system will just worsen the resolving
capability. However, while using multiple filters degrades
the temporal resolution, it is the only way to access key
MLT information, such as the flux divergence via multiple
nightglow observations.

2.3.1. Momentum flux divergence

The momentum flux divergence D is another key param-
eter obtained from observing the AGW dynamics through
the nightglow imagery and represents directly the drag
forcing (or acceleration) in the mesosphere region due to
breaking and dissipating gravity waves. The flux divergence
is given by:

L L00R) 1 (9, OF
D__ﬁ 0z __,b(azF+8Zp (14)

where D = du/dt and F = (w'u') are the flux divergence and
the momentum flux towards the wave orientation
0 = 0 + oy, respectively, and p is the background density.
Measurements of D from imagery are achieved only by
recording images of two nightglow layers simultaneously
as demonstrated in Vargas et al. (2015). A comprehensive
modeling of D for several vertical wave scales and dissipa-
tion scenarios is found in Vargas et al. (2007).

Approximating Eq. (14) by its finite difference counter-
part we obtain:

1 (Ap . AF_
D~ ——|—F+— 15
p(AZ +Azp> (15)

where AF is the momentum flux difference between the top
and bottom nightglow layers, Az is the separation of the lay-
ers relative to their centroids, and Ap is the background den-
sity difference between those two altitude levels. The other
quantities p and F are the background density and the wave
momentum flux evaluated at a given reference level between
the layers. For simplicity, we chose z, = 87 km as the refer-
ence level, which coincides with the centroid of the OH emis-
sion. Also, we have assumed Az = 7 km based on the results
of Vargasetal. (2007). Every parameter in Eq. (15) is subject
to uncertainties as discussed earlier in this paper.

The error in Eq. (15) is obtained by differentiating D
respect to the independent variables to obtain:

2 2 2
UD— < 2+2> O-ﬁ + <) ng

1 F\* 1 Ap\’ Ap F\’
Gw) e G) - (Fa)s 0

where the partial derivatives must be evaluated at z = z, as
well.

2.3.2. Vertical wavelength, 2nd approach

Beyond the flux divergence, we can also measure the ver-
tical wavelength by observing two distinct layers. The
vertical wavelength 1, obtained via multiple airglow
measurements does not utilize the dispersion relation and
can be used to validate the results from Eq. (7).
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The magnitude of A, using this alternative approach is a
function of the layer separation and the wave phase lag, as
long the wave is observed simultaneously in both of them.
Thus, we can write:

Az
A, =2n— (17)

where phase lag Ap = ¢, — ¢,. ¢, and ¢, are the wave
phase at the centroid of the top and at the bottom layers,
respectively.

Fig. 7 shows curves of Eq. (17) evaluated for several sep-
arations of the OH and O('S) layers. The range of the ver-
tical axis is exaggerated in this figure once observational
data reveal A, < 100 km for A¢ > 0.52 rad = 30° only.

The inherent uncertainty in /, in this approach is given
by:

2 2\’ 2 =\’ 2
0, = & oy + Aidb Trg (18)

where a3, is based on results of Zhao et al. (2005), and o3 4

is obtained directly from the uncertainty of the observed
wave phase lag between the top and the bottom layers.

3. Results

To make a useful estimation of AGW parameter uncer-
tainties, we have evaluated the equations in Section 2 using

100

typical gravity wave temporal/spatial scales obtained from
our nightglow observations. These typical AGW scales
resemble those of high frequency, fast phase speed pertur-
bations, which are compatible with the simplified disper-
sion relation (Eq. (7)). As shown in detail in Section 2.2,
environmental quantities such as N and H were obtained
for a distinct season and solar activity scenarios with the
aid of the NRLMSISE-00 model.

3.1. Single layer measurement uncertainties

From our nightglow image database, we have estimated
the uncertainties on the fundamental AGW parameters
Ay, 0, and I’ using the methods established, while the uncer-
tainty in 7 is given by Eq. (3). Fig. 8 shows these four quan-
tities plotted against their respective uncertainties
estimated for waves recorded during 10 days of observa-
tions of the OH emission at the Andes Lidar Observatory
(30.30°S, 70.7°W). These measured fundamental parame-
ters and their uncertainties, as well as the modeled environ-
mental quantities N and H and their uncertainties, are
inputs in the equations developed in Section 2.

Fig. 8a and d present the relative uncertainty in 4, and
in 7, respectively. Fig. 8a shows that the relative error
6,5,/ increases as 4, increases. Likewise, the uncertainty
o, also increases with 7 (Fig. 8d), because t depends on
Jn and ¢, depends on a,,. However, ¢, has a higher spread
than ¢,, because of the o. term in Eq. (3).
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Fig. 7. 2. dependency on A¢ assuming different layers’ separation values. Az =7 km is the layer separation used in this work.
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Absolute uncertainty in the wave orientation and ampli-
tude are presented in Fig. 8b and c, respectively. The abso-
lute uncertainty in 6 (Fig. 8b) is smaller than 30°, and the
larger uncertainty values are associated with larger wave-
lengths according to our measurements of 4, and 6 from
ALO nightglow images. Fig. 8c shows that the bulk of
wave amplitudes falls in the range of 0% to 3%, while their
uncertainties are small, ranging from 0.01% to 0.1%. Yet,
smaller wave amplitudes present larger uncertainties.

Fig. 9 presents the relative uncertainty o, /4, as a func-
tion of ¢, /4, and o./7 (see Eq. (8)) for the O('S) and OH
emissions. The variation range of ¢, /4, and ./t (from 0
to 0.3) is quite large compared to their relative variation
in actual data (Fig. 8a and d, respectively). For the simu-
lated conditions here, however, the relative error in A,
can be as large as ~55%, depending on the layer. Also,
notice that ¢, /4, does not go to zero when the relative
uncertainties in 4; and t go to zero, because oy and oy
are nonzero (see Eq. (8)).

Fig. 10 shows the momentum flux uncertainty from Eq.
(10) in terms of relative errors in 4, and 7 as well. Notice
that or/F varies faster in the direction of ¢,/7, which
reflects the dependency of F on o? (see Eq. (9)). Also, the
error in F' is nonzero even when the relative errors in 4,
and t are zero, because the relative uncertainty in the wave

amplitude, vertical wavelength, cancellation factor, Brunt-
Viisild frequency, and scale height are nonzero. We can
individually turn on/off these error sources in our simula-
tion to understand how the overall F uncertainty depends
upon individual uncertainties. This is discussed ahead in
Section 4.

3.2. Multiple layer measurement uncertainties

The uncertainty in the flux divergence (Fig. 11) depends
upon several wave parameters that are distinct for each
layer because background atmospheric changes throughout
the MLT. To compose Fig. 11, we have considered a satu-
rated wave that has the same amplitude at the top and at the
bottom layers. As the divergence is calculated from the
momentum flux, it has also a dependency on a,,/4;, and
0./7, and is also nonzero even when ¢,, and g, go to zero.

Because of the geophysical differences of all the back-
ground quantities whose o, depends upon, and because
of the D uncertainty ranges widely (0.6 < ap/D <0.9),
we would anticipate huge difficulties in measuring the flux
divergence via nightglow data, at least in the experimental
circumstances modeled here.

In Fig. 12, to study how the uncertainty in /, varies due
to ga¢ and o4, using the alternative scheme represented by
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Fig. 9. Relative error in the vertical wavelength as function of ¢;, /4, and ¢, /7. Input parameters in Eq. (8) to compose (a): 4, = 100 km, 7 = 20 min,
A, =26 km, N =0.022 rad/s, H = 5.4 km, ay/N = 0.05, and ¢4 /H = 0.017. Input parameters in Eq. (8) to compose (b): 4, = 100 km, T = 20 min,

A, =29.5 km, N =0.019 rad/s, H = 5.6 km, oy /N = 0.08,and ¢, /H = 0.03.

Eq. (17), we have chosen A. ~ 29.5 km, which correspond
to a phase lag of ~1.5 rad = 89°. This vertical wave scale
is commonly measured by our nightglow image data.
Notice that even o,,/Az ranges from 0 to 0.6 in the ver-
tical axis of Fig. 12, we know from Zhao et al. (2005) that
the relative uncertainty in the vertical separation of night-
glow layers is oa./Az ~ 50% due to an uncertainty of
~2.5 km in their centroid altitude. Nonetheless, the error
in /., grows faster with the uncertainty in A¢ than with that
in Az. In fact, even though the o,./Az =0, the relative
uncertainty in /, is still ~60% for a 10% uncertainty in
A¢ , which is quite large from the measurement standpoint.

4. Discussion

We have presented in Section 2 the fundamental uncer-
tainties on the parameters 4, 0, t, and I’. These fundamen-
tal uncertainties are smaller than 10% and have been
measured directly by our nightglow image database
(Fig. 8). Remarkably, even the magnitude of these funda-
mental uncertainties being relatively small, the error prop-
agated to derived quantities as the vertical wavelength,
momentum flux and flux divergence become larger than
desired. Table 2 presents a summary of the most relevant
uncertainties obtained in this study.
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A key AGW parameter is the momentum flux diver-
gence. For the simulated conditions used in this work, we
have shown that the error in D is at least 65% for the back-
ground conditions and variations presented in Section 2.
As D depends upon 10 variables, it is the most difficult to
measure due to the small uncertainties in its parameters
propagating into ap.

As showed in Fig. 11, the smallest uncertainty in D is
still larger than wanted for regular observational condi-
tions, and estimating the flux divergence in a statistically

significant manner requires averaging multiple observa-
tions of similar waves, i.e., waves with similar dynamical
characteristics. This is analogous to what Gardner and
Liu (2007) and Gardner and Liu (2010) have done for heat
and constituent flux measurements, which are intrinsically
small quantities affected by large uncertainties (mainly
caused by photon noise) in lidar measurements. Because
of that, many independent instances of these two parame-
ters must be averaged to reduce their uncertainties to
acceptable levels.
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In fact, as the standard error g5 is given by o5 = op//n,
where 7 is the number of independent estimations of D, we

will need n = (ap/ 05)2 measurements to reduce the error
to acceptable uncertainty levels. For example, taking the
smaller uncertainty in Fig. 11 as ap = 65%, it would take
~11 independent estimations of D to obtain a single mea-
surement of D with 20% error, even though unrealistically
7 and 4, are taken as error-free. An uncertainty of 20% is in
agreement with the momentum flux and flux divergence
variabilities reported by Ern et al. (2011). On the other
hand, we have demonstrated that the relative errors in /4,
and 1 are nonzero, thus, even more independent measure-
ments of D must be averaged. For a two-week observation
campaign, we typically record ~96 h of nightglow image
data per month. Assuming that waves having A, = 100
km and 7 = 20 min occur at a rate of ~2 events/hour, we
will register 192 events of that type of wave monthly, per-
mitting to make ~17 statistical meaningful estimations of
D in that particular wave range during the campaign.
Because the observational conditions are not always
ideal due to background contamination or due to changes
in the occurrence rate of wave events of specific character-
istics every night, the variance in D may also vary. In this

n
2
Zi:lDi/JDi

case, using weighted mean EZW and weighted
i=1 D;

1

n
2
Zi:l I/JDI'

standard deviation op = is ideally better

because small uncertainty, higher accuracy measurements
will have a larger influence on the mean and the uncertainty
(the standard deviation of the mean). This is better then the
arithmetic mean and standard deviation themselves that
just ignore the magnitude of the error in each
measurement.

Beyond averaging, we can also minimize the D uncer-
tainty by making better estimations of the input variables
in the D equation. This can be achieved by having collo-
cated modern Na lidar systems providing high-resolution
measurements of temperature and density in the altitude
range overlapping the nightglow layers, allowing to calcu-
late N and H more accurately (e.g., Gardner and Liu, 2010;
Gardner and Vargas, 2014). Because the lidar error estima-
tions are minimum at ~92 km where the sodium density
peaks, the uncertainties in N and H will not be optimum
at the OH and O('S) layer altitudes, but will be smaller
and more realistic than those obtained here from the
NRLMSISE-00 model (ay/N = 8% (5%) and ox/H = 3%
(2%) at the peak of the OH (O('S)) layer).

Similarly, we have shown that the uncertainty in F is
quite sensitive to CF because g¢r increases as the vertical
wavelength decreases. Additionally, because ¢, increases
as /. increases, the uncertainty in F also grows large
(Eq. (10)). Our results show that relatively higher precision
measurements of F are obtained in the optimum range of
20 < 4, < 50 km, but even in this optimum range the error
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Table 2
Summary of estimated errors in key gravity wave parameters and background quantities. Uncertainties in ', D and m are the smallest for ¢;,, = ¢, = 0.
Parameter Magnitude Relative uncertainty Emission Reference

D 4.7 m/s/day ~65% - Eq. (16)

F 0.3 (0.1) m?/s? ~42% (35%) OH (O('S)) Eq. (10)

m 2 (&) rad/km ~10% (7%) OH (0(1$)) Eq. (8)

Az 29.5km ~55% - Eq. (18)

r 0.5-6% <1% OH Fig. 8¢

T 6-30 min < 10% OH Eq. (3)

A 20-100 km < 10% OH Fig. 8a

N 0.019 (0.022) rad/s ~8% (3%) OH (O('S)) Fig. 4d

H 5.6 (5.3) km ~3.5% (2%) OH (0(1s)) Fig. 4c

(0] 3x10" (4x10') em ™3 ~14% (18%) OH (0('S)) Fig. 3d

CF 2.8 (4.2) ~6.5% (3.7%) OH (0(15)) Eq. (12)

Az 7 km ~50% - Zhao et al. (2005)

is large, that is, or/F is about 42% (35%) for OH (O('S)),
at least, assuming zero uncertainties in 4, and ¢ (Fig. 10).
Thus, we show again that averaging several independent
estimations is necessary to obtain representative estima-
tions of F (and consequently D).

The error in the vertical wavelength obtained from Eq.
(8) is at least ~10% for OH (8% for O('S)) even if the
uncertainties in A, and t are zero. This is due to nonzero
uncertainties in N and H considered in our calculations.
Also, notice that because of the thermal and compositional
vertical structure of the mesosphere, the magnitudes of N
and H at the OH and O('S) layer altitudes differ signifi-

cantly, and the vertical scale of a given wave will be differ-
ent there. It is clear from our results that N and H cause
differences in the magnitude of A, at distinct altitudes,
which therefore play a significant role on the determination
of the momentum flux and the flux divergence as well.

On the other hand, the determination of A, from multi-
ple layer observations (Eq. (17)) serve to confirm that one
of the dispersion relation when the necessary information is
available. This approach requires precise and simultaneous
measurements of the wave phase lag (A¢) between the OH
and O('S) layers because o, /A, grows more rapidly with
oa¢ than with oy, (Fig. 12).
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Taori et al. (2007), Takahashi et al. (2011) and Parihar
et al. (2013) have measured with good accuracy the phase
lag of waves observed in multiple layers using the cosine
method applied to photometer datasets. However, estima-
tion of /A, also depends on the layers separation Az, which
is poorly known because of its large uncertainty. In our
estimations, considering that the centroid of a layer could
be offset by ~2.5 km by tides (see Zhao et al., 2005), the
uncertainty in Az is about 50%. Because of that huge uncer-
tainty in Az, estimations of A, will be subject to errors larger
than ~55%, even if the error in A¢ is zero (Fig. 12). Fortu-
nately, we can carry out measurements of the centroid alti-
tude of nightglow layers through the triangulation
technique (e.g., Kubota et al., 1999; Ejiri et al., 2002),
which represents a viable way to reduce the uncertainty
in Az.

As our simulation algorithm permits to turn on/off error
sources separately as needed, we have evaluated the signif-
icance of each error source in some of the uncertainty equa-
tions presented here. For example, the dominant error
source in vertical wavenumber (Eq. (8)) is due to N, which
correspond to 99.7% of the total variance in 4, when the
uncertainties in T and 4, are small. This way, gy is negligi-
ble and H can be taken as constant throughout the MLT.

Larger errors sources in the momentum flux are due to I’
and N, which respond to 42% and 46.7% of the total vari-
ance in F (Eq. (10)), respectively. The error in F caused by
m and CF correspond to only 5.6% and 5.8% of total F
variance (assuming A, = 29.5 km).

Error sources associated with p and Ap play a very small
role in Eq. (16), responding to only 0.8% and 0.6% of the
total variance in D, respectively, and can be safely
neglected. The uncertainty in D depends critically on Az
error, which corresponds to ~61% of the total D variance,
while oor and or terms cause, respectively, 25.5% and
11.8% of the total variance in D under the simulated con-
ditions of this study.

Having lidar temperature data available lowers the error
in T to less than 1% in the altitude range of 85-100 km. The
derived quantities N and H would have similar uncertain-
ties, but errors in the vertical wavelength would decrease
from 21% to 18%, errors in the momentum flux would
decrease from 49% to 30%, and errors in the flux diver-
gence would be lowered from 68% to 58%, assuming errors
of about 10% in both in the horizontal wavelength and in
the wave period.

Regarding the cancellation factor, there are intrinsic
assumptions made in our model that must be pointed out
here. We have assumed an isothermal and windless atmo-
sphere where the influence of wind shear, temperature gra-
dients, and turbulence, were disregarded. Gardner and
Vargas (2016) have studied the impact of turbulent struc-
tures on OH nightglow images and have found that only
larger eddies would be captured in nightglow images in
nights when the environmental eddy diffusion coefficient
k.. becomes unusually large. That would explain the low

observation rate of breaking AGWs events observed by
our nightglow imager, and also would support our
approach here where we consider a non-turbulent MLT,
once turbulence cannot be seen easily by such an ordinary
nightglow imagery device once the filter wheel cycle is too
long to resolve the turbulence structures properly (Gardner
and Vargas, 2016). To observe fine turbulence structures, it
would be necessary a dedicated, single emission all-sky
imager that would allow decreasing the integration times
to 15 s using wide band interference filters to observe, for
instance, the OH emission with good signal-to-noise ratio
images.

Additionally, Hickey and Yu (2005) have assessed via a
full wave model the consequences on CF when a structured
MLT is present. According to their results, the cancellation
factor could change by a factor of two due to the thermal
MLT structure (non-isothermal mean state) and also by
another factor of two due to the nonzero wind structure
(but only for waves presenting phase velocities larger than
100 m/s). Consequently, according to Hickey and Yu
(2005), eddy diffusion is not important for the slowest grav-
ity waves, and its effect only occurs for very fast gravity
waves that are not usually observed in the nightglow
(Hickey and Yu, 2005). Thus, our CF model is compatible
with that of Hickey and Yu (2005) in the phase velocity
range of 50 to 100 m/s.

Finally, uncertainties in CF also depend critically on the
altitude distribution of the atomic oxygen, a major player
in the nightglow chemistry that varies considerably with
latitude and time. Thus, [O] should be readily available
from observational sources once realistic changes in [O]
are not captured in the NRLMSISE-00 model used here
in estimations of the CF variability.

5. Conclusion

We have presented in this paper a comprehensive discus-
sion about the magnitude of the uncertainties in gravity
wave parameters estimated from nightglow measurements,
and how these uncertainties affect the estimation of key
dynamic quantities in the MLT. Because of uncertainties
in fundamental wave parameters and in environmental
quantities, derived AGW parameters such as the vertical
wavelength, the momentum flux and the gravity wave flux
divergence are subject to large uncertainties.

The least quantified error sources of the gravity wave
dynamics are associated with N and Az. Because these
errors sources critically influence the AGW derived quanti-
ties, future experimental schemes must be devised to mini-
mize the errors in N and Az if statistically meaningful
estimations are to be made from nightglow observations.
Error sources associated with the scale height and with
the background density play only minor roles on the uncer-
tainty of the derivable parameters and can be neglected.
The remaining error sources of the AGW dynamics are
either well known or can be determined accurately.
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We have shown that the uncertainty in the momentum
flux depends critically on A, and CF. Measurements of F
have a smaller error in the range of 20-50 km vertical
wavelength. Out of that optimum range, the uncertainty
in F grows rapidly because of the uncertainties in CF (for
A, < 20 km) and in £, (for 4, > 50 km) become unbearably
large.

However, uncertainties in both the momentum flux and
flux divergence are large even in the optimum /. range,
which are only minimized upon averaging multiple inde-
pendent measurements of these quantities. To access to
their absolute uncertainties, we recommend using the
weighted mean and weighted standard deviation to make
ideally better estimations of F and D than those provided
by the arithmetic mean and standard deviation.

The equations presented in Section 2 are simple enough
and we encourage their use by other aeronomers working
on gravity wave studies. As many research groups rely on
similar AGW parameter estimation schemes, the errors cal-
culation procedures discussed here can be implemented to
image processing routines straightforwardly.
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