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Scientific workflows have emerged as a model for 

representing the complex processes carried out by 

scientists throughout their investigations, 

encompassing research activities corresponding to 

data collection, data flow, computation, output 

analysis, and all the ways these are used together 

to produce results. Existing infrastructures support 

elements of the workflow, such as data repositories or computing services, but these 

are not integrated as interactive environments that provide full investigation lifecycle 

support. The Digital Environment for Enabling Data-driven Sciences (DEEDS) project 

brought together domain scientists and computer scientists to create a platform that 

provides interactive end-to-end support for diverse scientific workflows. Key among 

requirements were preservation, provenance, coupling of data and computing, results 

traceability, collaborative sharing, exploration, and publication of the full products of 

research. This paper highlights use cases that contributed to DEEDS development, and 

concludes with lessons learned from a process that joined experiences and 

perspectives from diverse science domains. 
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INTRODUCTION 

Workflows capture the complex processes carried out by scientists throughout their research investigations, 

encompassing their data, computations and results analysis, as well as the dependencies that connect them 

and the human decision-making factors that control them.   From an abstract perspective, workflows can be 

considered views or representations of scientific work, and thus workflows have emerged as a model for rep-

resenting and managing scientific activities [1].  Workflow models are based on the formalization and organi-

zation of scientific processes, together with standards for the metadata that describe them and the operations 

that are applied to them. As the sciences become increasingly data and compute intensive – and the mecha-

nisms required to carry out workflows more complex – domain scientists are looking for advances in support 

of workflow models as imperative for advancing their own work.  In response, hundreds of workflow models 

have been implemented as packages, frameworks, platforms or infrastructure components [2] to serve the 

needs of scientific research.  Some focus on executing computational workflows that consist of large-scale, 

distributed computing tasks and exchange of data [3]. Others provide customized platforms for discipline-

specific workflows, such as the rich environments for bioinformatics researchers [4].  

For a great many domain scientists, however, existing packages and infrastructure components do not offer a 

complete solution, so they continue to use a combination of manual and ad hoc methods throughout their in-

vestigations [2].  Relying on ad hoc methods means that scientists responsible for different parts of the re-

search effort (collecting data, writing code, analyzing results) operate in disconnected environments. This 

leaves data, computations, workflows and results fragmented and unsuitable for preservation, replication, 

sharing, and reuse.   

The Digital Environment for Enabling Data-driven Sciences (DEEDS) project brought together scientists 

from computational chemistry, electrical engineering, environmental science, and nutrition science to articu-

late, clarify, and formulate requirements for workflow support.  The partnership between domain scientists 

and computer scientists created DEEDS, a cross-domain, web-based platform that provides end-to-end sup-

port for diverse scientific workflows, incorporating data management services, computing services that con-

nect data to computational tools, and services for analyzing and visualizing results.  

The DEEDS workflow model uses an experimental or case-based approach, and represents the joined experi-

ences and perspectives of science domain partners. The platform provides a framework for defining and or-

ganizing research activities as a shared DEEDS dataset. Scientists can upload, annotate, and manage data, 

where data can be defined as collections of files or as hierarchical spreadsheet-like data tables. They can de-

fine computing tools along with their required input and execution resources. DEEDS guides them through 

launch and execution of tools, and automatically uploads, annotates, and classifies generated output. Compu-

ting workflows are captured, preserved, and annotated end-to-end.  

Requirements of the domain scientists made it clear that platforms supporting workflow models should, in 

addition, support a variety of other models in order for the working environment to provide value and benefit. 

Key among these are preservation, provenance, collaborative sharing, and results traceability.  

One model not commonly associated with workflow support is a model for publication and dissemination of 

research data, tools, and workflows. In general, venues that publish the products of research are disconnected 

from the platform where the research was conducted. As a result, the process for publication cannot make use 

of the platform where data, computations, and workflows were assembled, preserved, and shared throughout 

the investigation. DEEDS datasets support both day-to-day investigative workflows and their publication for 

discovery and reuse. This offers significant advantages for the completeness and integrity of the published 

dataset.   

In this paper, the diverse nature of the use cases that contributed to DEEDS requirements is described, fol-

lowed by a discussion of the DEEDS workflow model and corresponding standards for metadata and opera-

tions.  We share some important lessons learned during the development process and conclude with a brief 

look at implementation.  

USE CASES 

The partnership of computer scientists and researchers from diverse science domains was key to the develop-

ment of a platform that provides support throughout the investigation lifecycle for distinct scientific work-

flows. Specific research projects were used for characterizing types and forms of data, data flows, computing 
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software, results analysis, and shared interactions. Use cases that guided and validated DEEDS requirements 

are: 

• Environmental Science [EcoTox]: This research develops amphibian toxicity reference val-

ues for ecological risk assessment in sites contaminated with poly- and perfluoroalkyl chemi-

cals (PFAs). Reference values aid in making decisions on exposure mitigation and federal 

regulations for pollution control [5].  

• Nutrition Science [Berries & Bone]: This research studies blueberry intake at different dose 

levels added to regular diet, and measures the effect on net bone calcium retention and bio-

chemical markers of polyphenol and bone metabolism in postmenopausal women [6]. 

• Electrical Engineering [Solar PV]: This research models the efficiency of solar photovoltaic 

(PV) systems by coupling data for weather, manufacturer-specific PV technology, and solar 

farm health to diagnose efficiency degradation and predict system lifetime [7]. 

• Computational Chemistry [Quantum]: This research studies spectroscopy, kinetics, and 

photochemistry of transient species to optimize molecular structure, predict properties, and 

provide reference data to guide experimental search for these species [8]. 

These research groups had used mostly ad hoc methods to conduct their investigations. The expectation of 

concrete improvements to their scientific workflows fostered a constructive environment for the exchange 

and unification of ideas and experiences. These would define the features and functionality of DEEDS, as 

well as test its completeness and usability. 

Spreadsheet Data Collection and Statistical Modeling 

The EcoTox and Berries & Bones investigations follow a common scientific workflow where statistical 

modeling is applied to large volumes of collected data corresponding to experimental units or cases that 

parameterize their study.  Investigations begin with experiment design and data gathering protocols. 

Measurements and observations for each case are collected into Excel spreadsheets from which data are 

selected and extracted as input for modeling. Researchers interpret results and identify approaches for further 

modeling and analytics,  leading to outcomes described by plots and statistics. 

EcoTox experimental units are aquariums parameterized by species, chemical, concentration, and exposure 

route, including replication within and across repeated experiments (Figure 1a). The Berries & Bone clinical 

trials collect data per study participant, repeated within and across multiple treatment and recovery phases 

(Figure 1b).  Over the course of their investigations, tens of thousands of data points are collected into 

spreadsheets. Study spreadsheets had previously been shared manually via Email, Sharepoint, or Dropbox. 

These methods do not allow spreadsheets to be updated, tracked, validated, searched, or explored in an 

interactive, access controlled, team-shared way.  EcoTox modeling scripts are written and executed by team 

analytsts (using R). Berries & Bone analysts use SAS.  Analysts previously assembled input and ran 

statistical models on their own, and then shared results via Email or reports. This process precludes the 

Figure 1(b). Heterogeneous data types are collected for 

Berries & Bone subjects within and across multiple treatment 

intervention and recovery phases. 

 

Figure 1(a). Mass spectrometry and phenotype measures 

are repeated over the course of the EcoTox experiments 

for each aquarium. 
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automatic tracking and preservation of input selection, model execution, and linkage to generated output, 

which are vital ingredients of results traceability. The full research team could not interactively review, 

validate, explore, or reproduce computing workflows and their output, since the collected measurements, 

algorithms, workflows and output remained untracked and in separate environments. The full products of 

research could not be published for scientific communities to explore and reuse, since scientific activities 

carried out throughout the investigation had not been effectively captured and preserved. 

The DEEDS partnership with the EcoTox and Berries & Bone research groups is advancing their day-to-day 

scientific workflow with a team-shared dataset where researchers can 

• Upload, annotate, and preserve all files produced by their research effort (e.g., proto-

cols, reports, diagrams, device-generated mass spectrometry files) 

• Define, update, validate, and explore multi-dimensional heterogenous spreadsheet-

based data as online, interactive data tables 

• Upload and preserve modeling code  

• Launch and execute models, including input selection, execution trace, and automatic 

retrieval, upload, and annotation of generated output 

• Capture, preserve, and view computing workflows that link input, models, and output 

for results traceability and data provenance 

• Publish the full products of research for public or access-controlled discovery and re-

use 

For modeling software that is uploaded and executed through DEEDS, researchers benefit from DEEDS ser-

vices that capture computing workflows end-to-end. However, Berries & Bone researchers are still able to 

link their input, models, and output for results traceability by uploading SAS results to DEEDS and then con-

structing their own workflows in DEEDS to connect input and output.   

As an example of how science domain requirements shaped the DEEDS platform, let’s look at the spread-

sheet-based data model – a central supporting structure for such scientific workflows.  Spreadsheets 

assembled during an investigation represent a  hierarchical, multi-dimensional data model comprising classes 

of measurement variables, their relationships, and their repetitions. DEEDS needed to represent spreadsheet-

based data in a way that clarified the structure and relationships of the data and also connected data to all 

necessary metadata, both for annotation and customized viewing. Our domain scientists wanted comprehen-

sive operations to support interactive web-based upload, update, view, filter, and exploration. In fact, they 

wanted DEEDS to retain all the flexibility, efficiency, and familiarity of Excel spreadsheets, and to this was 

added: 1) data validation, 2) access-controlled team sharing, and 3) tracking of data selected for model input.   

The result is the DEEDS “DataTables” component that represents spreadsheets as interactive data tables. Sci-

entists define data tables by uploading research spreadsheets, with or without data. Researchers assign col-

umn properties for annotation (e.g., description, units) and custom viewing (e.g., labels, color, display 

format). Data values can be updated by interactively editing cells or uploading new spreadsheets. To support 

relationships between spreadsheets of data, DEEDS data tables can be hierarchical. For example. a data table 

representing a class of measurements can define separate columns to represent each set of measurements col-

lected per day. Each linked column connects to a new spreadsheet-based data table containing the measure-

ment variables and their values. Researchers can display customized, searchable views of data tables, they 

can pass between data tables, and they can drill down to any level of the hierarchy to view linked data tables. 

Data can be selected interactively and stored as DEEDS files for input to models. 

File Collections and Research Computing 

From a high-level perspective, the Solar PV and Quantum investigations follow similar scientific work-

flows. Researchers identify and characterize cases for the investigation and classification of physical proper-

ties. They prepare large collections of input files describing initial parameters, conditions, and other data 

needed to study each case, and these input files are fed to algorithms that require high-performance scientific 

computing. Output data are examined, executions are repeated with varied input, and results are collected for 

interpretation and analysis. 

The Solar PV research group is diagnosing the health of solar farms characterized by panel technology and 

field data. Their algorithms use physics-based degradation models to analyze panel performance, and input to 
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the algorithm is constructed by extracting and correcting raw field data from the National Renewable Energy 

Laboratory (NREL). Their ad hoc workflow (Figure 2a) begins with creation of input files assembled by indi-

vidual researchers and shared via Email or USB flash drives. Researchers advance and test computing code in 

separate environments, without systematically preserving code versions and version-specific input and out-

put. Executions are launched manually on HPC clusters, with manual transfer of input and output. Results are 

shared via Email and reports. Collection of files (raw data, corrected data, output), computational software, 

and computing workflows had not been preserved or published.  

Quantum chemistry researchers optimize molecular structures and investigate their properties using licensed 

GaussianTM computational chemistry software [9] installed on target HPC clusters. One use case is investigat-

ing protein receptor activation, where receptors are classified by the chemical species which bind to them. 

Initial structures are defined for twelve molecules across three classes and used as input for Gaussian optimi-

zation (see Figure 2b for class 5-HT2A). Results data are extracted from Gaussian LOG files for analysis. Ad 

hoc workflows require researchers to manually launch Gaussian, demanding knowledge about HPC resources 

and operation. Researchers transfer input and output files manually. Results and interpretations are shared via 

Email and reports; program input and output had not been preserved or published. 

 

DEEDS support for tools and their execution was guided by our research computing use cases, which had 

explicit and comprehensive requirements for user interfaces, data flows, and execution support. The result is 

the “Tools” component where scientists can define and interactively launch computing tools from the dataset 

dashboard. Each tool execution is captured, preserved, and displayed with full metadata for results traceabil-

ity including input selected and output generated. The tool definition interface and versioned repository allow 

researchers to define tools, enter information for input, output, and execution resources, and (where applica-

ble) upload code archives with programming language and library requirements so that DEEDS can prepare 

code for execution. 

 
Tools defined to DEEDS may be under development (Solar PV algorithms) or may exist as packages at target 

sites (Gaussian). With permission, DEEDS tools can be imported to any dataset for execution by other scien-

tists and can also be downloaded by new research groups to modify for their own research. In fact, research-

ers can attach code such as post-processing scripts to existing DEEDS tools to enhance functionality and add 

value. Quantum researchers added a post-processor which extracts key results from Gaussian LOG files into 

CSV files (e.g., vibrational data) and figures (e.g., P depolarization spectrum). Post-processed output is now 

Figure 2(a). To fully capture Solar PV scientific workflows, the dataset encapsulates all processes, data, and metadata – 

ensuring preservation and provenance of data, data flows, computing code, and study methods (top).  
 

Figure 2(b). The Quantum dataset cases come naturally from classes of receptor proteins, and span the types of activity 
(agonist, antagonist). One case is the 5-HT2A antagonists with four example molecules (bottom). 
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automatically retrieved and uploaded by DEEDS for all Gaussian users, who can then use DEEDS applica-

tions to explore them. 

Research computing use cases depend on DEEDS for systematic preservation of input and output files, which 

can be viewed and explored within their team-shared dataset.  Solar PV researchers also use DEEDS to share 

pre-processing methods for correcting raw NREL data. This code is solar farm specific and thus is not de-

fined as a tool, but the site-specific code has been fully documented with example files and uploaded to their 

dataset to provide valuable insight into algorithm input. 

Table 1. DEEDS datasets provide a “live” interactive shared environment for use case researchers to work 

with their data and computing tools throughout their investigation lifecycle. 

 

DEEDS PLATFORM STANDARDS  

Organization and Structuring of Scientific Activities 

The DEEDS workflow model is visually represented by the DEEDS dashboard, which characterizes research 

activities and data flows at a high level. Dashboard tabs identify workflow elements: Cases, Files, 

DataTables, Tools, and Analytics. At a lower level, each tab encapsulates the metadata, operations, and de-

pendencies corresponding to each element. The DEEDS dashboard is the key enabler for interactively captur-

ing, preserving, and connecting scientific work.  

Scientists begin by creating a team-shared DEEDS dataset. The dataset integrates their data, tools, computa-

tional workflows, and results analysis – and also provides the interactive environment that supports their day-

to-day research activities (Table 1). 

The DEEDS workflow model enforces a case-based approach, requiring scientists to first organize their in-

vestigation as cases, which can be modified and expanded over the course of the investigation. Cases can be 

experimental units, specimens, molecules, subjects (for clinical trials), buildings (for earthquake reconnais-

sance), plots (for crop studies), solar farms, or other study units that clarify how the research was conducted. 

This interpretive framework makes datasets easier to understand and use, since other elements of the scien-

tific workflow correspond to the framework, connecting them directly to the research activities that produced 

them. Case metadata consists of case name, id, description, discovery keywords, spatial and temporal 

Use Case Dataset, Cases File Collections and Data Models Tools 

Solar PV 

 

One dataset, each case repre-

sents one solar farm defined by 

PV technology and NREL-
based field data 

File collection:  

Input: field data, solar panel parameters 

Output: predicted efficiency & circuit parame-
ters over time (CSV, figures) 

Research code 

(MATLAB) with 

ongoing algorithm 
advances 

Quantum Dataset for each new study, 

e.g., protein coupled receptor 
study where each case is a re-

ceptor binder class of selected 

molecules  

File collection: 

Input: model chemistry, molecular system  
Output: optimized geometry, vibrational fre-

quencies, charge data, thermochemical data, or-

bital information (CSV, figures) 

Gaussian computa-

tional chemistry 
software 

EcoTox 

 

Dataset for each new study, 

cases for all studies represent 
aquariums parameterized by 

species, chemical, concentra-

tion, exposure route, replica-
tion  

Data model:  

Aquarium descriptives, mass spectrometry 
measures (media, animal) animal phenotype 

(snout length, body mass, stage), mortality 

counts, all measures over time 
Output: reference data, plots, statistics 

 

R codes to model, 

analyze, and report  

Berries & 
Bone 

One dataset, cases define ei-
ther study subjects or treatment 

interventions 

Data model:  
Subject descriptives, repeated specimens (se-

rum, urine, feces), repeated measures (anthropo-

metrics, compliance, nutrient intake) across 
treatment & recovery phases 

Output: blinded outcomes, plots, statistics 

 

SAS to model and 
analyze 
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information, source (e.g., research laboratory), and DEEDS compilation information (who, when).  Case op-

erations are simple. Cases can be entered and edited on the Cases web-form, or they can be updated by 

spreadsheet uploads (when large numbers of cases need to be added or modified).  

Capturing Data for Scientific Workflows 

DEEDS supports two distinct forms of data used in scientific investigations: files and data tables. Dashboard 

management for files and data tables requires and consumes DEEDS metadata for preservation and prove-

nance across the scientific workflow. 

 

File Collections 

Operations on file collections include upload, annotate, categorize, classify, download, manage, explore and 

transfer for execution. Files uploaded by users can represent information for one case or many cases. For ex-

ample, input files for statistical models could represent data for a single case, a selected subset of cases, or all 

cases. Files are categorized at upload. Users select a file category from Reports, Data, Media, Figures, or 

Other, and can create new categories as needed to clarify the purpose or content of their files. Use case scien-

tists might create a special category for mass spectrometry files or CT scans. File categories are controlled by 

assigned MIME types and permissible file extensions. This ensures the efficacy of operations to generate 

thumbnails or explore and visualize files with DEEDS applications. Users annotate and classify their files to 

provide better search and filtering capabilities and to provide better dataset interpretation for reuse when the 

dataset is published. File metadata consists of file name, description, category, classification, case mapping, 

status as a shared file, MIME type, user and timestamp for the upload, size, and generated thumbnails.  

Complex Structured Data 

The DataTables element manages hierarchical, multi-dimensional data models that represent spreadsheet-

based collections containing study measurements and observations. A DEEDS data model can consist of any 

number of data tables which can be simple (single spreadsheet) or hierarchical and multi-dimensional (col-

umns of a top-level spreadsheet connected to sub-level spreadsheets).  Any number of top-level data table 

columns can link to sub-level data tables at the next level of hierarchy, and this can repeat. To define their 

data model to DEEDS, scientists upload spreadsheets to create data templates. Column data is processed to 

determine column data types, and researchers are presented with an interactive data table interface where they 

Figure 3. From the DEEDS dashboard, the DataTable element of the scientific workflow represents and manages data 

models for complex hierarchical multi-dimensional spreadsheet data. 
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can set properties for annotation and customized viewing. A column data type can be set as Link to Spread-

sheet Template in order to link that column to a new sub-level spreadsheet.  

The DataTables element provides full representation and management of scientific spreadsheet-based data 

models for use in scientific workflows (Figure 3). Operations include define (via templates), validate (for 

consistency of user data with assigned type), annotate, update, preview (to assess property settings before 

saving), view, explore and download. For update, DEEDS presents editable data table forms, where users can 

edit data cells, reset properties, or upload updated spreadsheets to add or modify data values. DEEDS guides 

users through definition and update of their data model, with rules for defining or replacing sub-level tem-

plates, managing empty cells, handling inconsistent data, and other conditions that enforce best practices but 

maintain usability. For exploration, users can click to display top-level views, with column drilldown links to 

display and explore lower levels. DEEDS column properties are useful for presentation and interpretation of 

the data model, since colors and vertical borders can be used to highlight the nature of repeated measures. 

Metadata for this workflow element include 1) case mapping, which is established at the top-level and inher-

ited for all linked sub-levels, 2) column data type, and 3) column metadata for customization of viewing, such 

as label, description, units, color, width, alignment, display format. Consistent, compatible representation 

across the entire scientific workflow model is guaranteed by validating user actions at all levels, in particular 

delete for cases or spreadsheet templates. 

Computing Workflows 

The DEEDS Tools element represents, manages, and controls tools, executions, and captured computing 

workflows.  Tools can either be defined within the dataset – making the user defining the tool its owner – or 

they can be imported from the full collection of DEEDS tools (access-controlled by owner). Tool definition 

requires substantial metadata, including detailed specification of input and output (description, format, exten-

sions), arguments, requested execution resources, version, developers, date uploaded, and (if applicable) code 

archive, programming language, libraries, and other information needed for DEEDS to compile and establish 

execution support structures.  

After tools are defined for the dataset, they can be launched from the Tools dashboard by authorized users. 

The DEEDS launch operation guides users through selection of cases under analysis, helps users select ap-

propriate input and execution resources, and lets users identify which output should be uploaded automati-

cally. When a tool is launched, a computational workflow is created and displayed. Workflow metadata 

includes execution status, tool and version, selected input, execution tracking data, trace files (e.g., stdout), 

output files generated by the tool, files uploaded to the dataset by DEEDS, and user and timestamp for the 

launch. All files connected to the workflow are directly accessible from the workflow display.  

Exploration and Publication for Reuse 

The DEEDS model for Exploration is applied uniformly across all elements of the scientific workflow, with 

consistent display formats and interactive user operations (Figure 3) for Cases, File collections, DataTables, 

Tools, and Workflows. The tabular display – called a “dataview” – presents element-specific rows (identified 

by case names, file names, tool names, or workflow names) and columns displaying data and metadata. Col-

umn metadata include customizable labels and hover over description. Tabular cells conform to viewing 

metadata such as color and number format. Cells can take users to new displays that are type dependent, such 

as drilldown to new tabular displays representing data in the next level of hierarchy, geospatial displays, or 

media galleries. The DEED exploration model is based on an extensible “data definition” language [10] that 

accesses data and metadata from the database and presents them as interactive views. The language defines 

columns of the display by identifying database table and field and applying display rules for type, property, 

formats, and operation, which are given as arguments to the column. Extensible data typing allows DEEDS to 

attach applications and operations to columns. Dataview layout can be pre-defined (e.g., Cases) or defined in 

real-time (e.g., DataTables).  

The DEEDS model for dataset Publication operates across all elements of the dataset’s scientific workflow. 

The dataset creator selects which portions of the dataset to publish and can establish access restrictions for 

specific content.  DEEDS applies the exploration model to published datasets, and datasets can also be down-

loaded as a “BagIt” bag using the file packaging format introduced by the Library of Congress for transfer of 

preservation quality digital content [11]. Packaging of dataset Files corresponds to the DEEDS repository 
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structure, and multi-dimensional DataTables are packaged as CSV format files. All metadata documenting 

dataset content, formats, file categories, and hierarchical data table organization are stored in XML format 

following the Dublin Core Metadata Initiative [12]. 

Ongoing Work 

The DEEDS project has completed its first year of NSF-funded effort. Throughout the next three years of the 

project, collaboration between computer scientists and domain scientists will continue in order to extend and 

validate the completeness and usability of DEEDS. A key focus during this period will be the development of 

DEEDS Analytics interfaces and operations, which will be based on creation of R data frames from CSV files 

or DataTables and application of R functions for ad hoc analysis and visualization.  

A second major focus will be the extension of data sharing to web-based repositories and archives external to 

DEEDS for both import and export of files. To support interoperability across systems, DEEDS will first ad-

dress the completeness and compatibility of its Files and DataTables metadata with respect to community 

standards and established FAIR principals [13]. Configurable data sharing options will be made available for 

transformations between the DEEDS metadata and file packaging formats and those of widely-used reposito-

ries such as Dataverse [14] and Zenodo [15]. 

LESSONS LEARNED 

Before their partnership with DEEDS, use case researchers relied on ad hoc methods to manage data and 

computing. Their methods did not adhere to rigorous data standards, neither were their collected study data 

and computing workflows suitable for dissemination and reuse by broader scientific communities. Their pre-

vious methods, however, were well understood by them, and DEEDS would necessarily enforce new and un-

familiar standards, vocabularies and operations on their investigative processes.  

Requirements analysis brought together different perspectives which were based on significantly different 

data, workflows, methods, experiences, and expectations. Some expectations were incompatible with each 

other and some were inconsistent with our proposed standards for a discipline-neutral environment. Many of 

the lessons learned during the development of DEEDS are based on merging, managing, and in some cases, 

capitalizing on these differences. Three specific examples are given, followed by a collection of general prin-

ciples. 

Example 1: Enforcing Standards   

Datasets created in DEEDS have two fundamental aims: 1) support for end-to-end investigations that encom-

pass data, tools, workflows, and results, and 2) publication for reuse. Previous work [10,16] has shown that 

the most effective datasets for reuse are organized according to case-based frameworks, so that files, data, 

and results can be connected to the activities that produced them. Some of our science domain analysts felt 

that the most useful data support would simply offer shared collections of thousands of measurements, with-

out a framework describing how measurements were organized. This “measurements format” was most often 

used as input to their analysis tools.  

In response, we discussed the advantages of a framework that clarifies experiment design and classifies meas-

urements types, in particular to help with interpretation of dataset content, both for use within the project and 

later for reuse by scientific communities. While use case requirements were intended to have the highest pri-

ority for DEEDS design, we found the need to establish overriding principles that could not be compromised, 

such as the case-based framework.  To satisfy “measurement format” needs, we proposed a feature for Ana-

lytics that lets users toggle case-based data into measurements format. But we recognized the need for educa-

tion and training to emphasize the value of standards for effective dataset interpretation and reuse. This 

remains an ongoing endeavor. 

Example 2: Results Traceability   

A key goal of the DEEDS platform is the traceability of scientific results, which is implemented by capturing 

computational workflows that identify input, computations, and generated output. The end-to-end workflow 

is controlled by DEEDS. Analysts, however, often employ SAS and other packages that cannot be controlled 
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from DEEDS. In this case too, researchers want to connect input to output for better interpretation and valida-

tion of results.  

We determined that it was important to support variations of the original workflow concept, and this led to 

the creation of the DEEDS workflow “ratings system” to distinguish workflows with guaranteed DEEDS 

traceability from workflows with user-assigned connections from input to output. In this way, the original 

concept of “guaranteed traceability” remains immutable, but extensions and variations of workflow linkage 

are permissible since they are designated as such. Workflow discussions also led to the creation of a second 

ratings system that allows users to classify workflows (e.g., test, ad hoc, standard). This became key for iden-

tifying usage properties of workflows, such as which workflows to publish and which to use internally for 

educating researchers new to a project.  

Example 3: Integrating Existing Packages   

Workflows for research computing necessarily depend on underlying support for the execution of computa-

tional software, including the transfer and handling of input and output files. A command line driven “execu-

tion submit package” [17] was integrated into DEEDS to support the execution of tools. The submit package 

(hereafter referred to as submit) had been developed and advanced for nearly 20 years. It is robust and full-

featured, but was not designed to support interactive user controls such as 1) interfaces where users select in-

put and execution resources, 2) automatic upload of output, and 3) capture of execution workflows.  

We underestimated the level of effort for integrating submit into the DEEDS platform in a way that satisfied 

all requirements for traceable, interactive workflows. This effort included: re-inventing the submit component 

as a web service, building an API for submit to communicate with DEEDS to interactively track execution, 

and creating session working directories with appropriate security features for submit operations. These capa-

bilities had to be designed in ways that satisfied demands of both submit and computational software. To 

these efforts, we also added design iterations to ensure ease-of-use. The submit component was an existing 

and valuable asset for building DEEDS workflow support. However, the effort expended for its transition to 

usage in an interactive environment required an unexpected level of effort. 

Collection of Lessons Learned from the DEEDS Experience   

Based on our DEEDS experience, some recommended actions to help guide the design and development of 

cross-domain platforms for data and computing are listed below. 

• Form a multidisciplinary team for requirements analysis and platform evaluation to ensure that 

all workflows and experiences are addressed directly and openly (different science domains, 

different kinds of users). Be prepared for inconsistent and incompatible feature requests. Plat-

forms that provide data and computing services across science domains need to manage and 

merge conflicting experiences and expectations based on different workflow perspectives. 

Team members should change over time to address specific challenges in the development of 

workflow support.  

• As part of the implementation process – at all levels of development – set up a way for domain 

scientists to be able to demonstrate to the full group how the system under development will 

be used for their data and workflows. This will help forestall costly mistakes in design and 

lead to valuable, eye-opening new ideas.  

• Make time for selected R&D team members to work with domain scientists to gain as full an 

understanding of their data and computations as possible. Require these members to use the 

platform as the scientist would. This effort will have a huge payback in understanding re-

searcher needs, including introduction of the right features and operations for ease-of use 

throughout the scientific workflow.  

• Establish immutable principles to which the platform must adhere. Platform concepts and fea-

tures will be challenged, but user perspectives that run counter to overriding principles need to 

be addressed without compromising the platform’s guiding principles. 

• Do not underestimate the effort for integrating existing packages that fulfill the need for spe-

cific workflow functionality. Even in an optimal situation where a needed component is al-

ready part of the foundation cyberinfrastructure, new requirements can impose time-

consuming development tasks before the package is ready to become part of the new platform.  
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• Educate and train researchers in the benefits of standards, results traceability, and dataset re-

use.  Transforming ad hoc workflows followed by most research groups will not be easy, and 

ongoing educational workshops are needed for platforms like DEEDS to succeed. 

• Do not overlook the value of commercially available solutions to help guide design of compo-

nents needed to support scientific workflows. Commercial applications can provide important 

answers for specific components that are not addressed by past or ongoing research projects. 

• During the long development process driven by use case input from domain scientists, con-

tinue to give presentations about future features (both immediate and long-term). It’s easy to 

get caught up in deadlines for current implementation and testing tasks – and use case re-

searchers in particular are forced to wait patiently for a usable first version. It’s important and 

uplifting to make sure the end goals stay at the forefront for the full project group. 

A BRIEF LOOK AT DEEDS IMPLEMENTATION 

This section provides a brief look at how the DEEDS platform, dataset elements, and scientific workflows are 

implemented. DEEDS is developed on top of the HubzeroTM cyberinfrastructure [18] using the LAMP stack 

(Linux, Apache, MySQL, PHP), with Javascript/JQuery for the front-end and CMS components for back-end 

management of interfaces and processing for dataset elements. Support for DEEDS Cases and Files is based 

on their implementation in DataHub, a platform designed to preserve and publish file repositories [10]. Rep-

resentations, interfaces, processing, and metadata for interactive multi-dimensional hierarchical data tables in 

the context of scientific workflows is an innovative concept requiring foundational work to be described in a 

future publication. 

The Tools component provides interfaces and services for defining and launching tools from the DEEDS 

dashboard and for tracking, preserving and managing execution workflows. Tools metadata complies with 

requirements of the “submit” package.  A DEEDS API creates the submit execution support environment – 

these are indexed formatted text files required and parsed by submit to describe the tool (scripting language, 

source code to be compiled, existing executable), input requirements, execution sites/resources, library/mod-

ule requirements, expected output, and operational rules. When a tool is launched, DEEDS communicates 

with submit to initiate and track its operations. Hubzero and the submit package carry out all the work for 

tool compilation/verification and tool setup/execution [18]. DEEDS currently executes tools locally on the 

web server (in session containers) and on Purdue University HPC clusters (serial, parallel modes). Currently 

available sites and manner of tool execution are based on use case needs, but DEEDS plans to take advantage 

of the full range of submit capabilities, for example execution on any accessible target site and support for 

Pegasus enabled computing workflows [17].  

To capture the full scientific workflow, DEEDS defines metadata not only for individual dataset elements 

(repository files, data tables, tools, execution workflows) but also for the complex network of dependencies 

among elements as their use, status, and linkage continue to change throughout the course of the investiga-

tion.  

Access to DEEDS is currently limited to our science domain partners for a production version deployed on 

the Hubzero infrastructure at  https://datacenterhub.org. We expect to release DEEDS for public access in 

Fall 2019. We also plan to package DEEDS for deployment on any Hubzero infrastructure, whether hosted at 

Purdue University or built from the open source code at https://hubzero.org/services/opensource.  

CONCLUSION 

The DEEDS project brought together researchers from diverse science domains to formulate requirements for 

supporting their scientific workflows, and our partnership created DEEDS, a cross-domain interactive web-

based platform that supports the full investigation lifecycle. DEEDS provides data services for file reposito-

ries and multi-dimensional data tables, it provides computing services that connect tools to data and execu-

tion resources, it tracks workflows to link data, algorithms and results, and it publishes the full products of 

scientific research for discovery and reuse. 

Our paper highlights the use cases that contributed to building the workflow model, and describes standards 

for DEEDS operations, data flow, and metadata. Specific examples of the impact of use case requirements on 

DEEDS design are given, in particular support for spreadsheet-based data tables and results traceability. For 

each use case, previous ad hoc workflows are compared to DEEDS platform support across the investigation 

https://datacenterhub.org/
https://hubzero.org/services/opensource
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lifecycle. The DEEDS project plans to engage with new scientific communities and use cases to further ad-

vance workflow support and the project will continue to promote the use of platforms that help scientists pre-

serve, share, disseminate, and reuse scientific research. 
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