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Abstract—The objectives of this tutorial are as follows: (1) 
to help students and researchers develop a basic understanding 
of how pulsed-power systems are used to create high-energy- 
density matter; (2) to develop a basic understanding of a new, 
compact, and efficient pulsed-power technology called Linear 
Transformer Drivers (LTDs); (3) to understand why LTDs are 
an attractive technology for driving HEDP experiments; (4) to 
contrast LTDs with the more traditional Marx-generator/pulse- 
forming-line approach to driving HEDP experiments; and (5) to 
briefly review the history of LTD technology as well as some of the 
LTD-driven HEDP research presently underway at universities 
and research laboratories across the globe. This invited tutorial 
is part of the Mini-Course on Charged Particle Beams and 
High-Powered Pulsed Sources, held in conjunction with the 44th 
International Conference on Plasma Science in May of 2017.

Index Terms—linear transformer driver, LTD, high-energy- 
density physics, HEDP, pulsed power, magnetized liner iner­
tial fusion, MagLIF, inertial confinement fusion, ICF, material 
properties, equation of state, radiation sources, radiation effects, 
radiation science, laboratory astrophysics.

I. INTRODUCTION

High-energy-density physics (hedp) is defined 
as the study of matter and radiation at extreme condi­
tions, where the energy density is about 1011 J/m3 or higher. 

Noting that the units of pressure are the units of energy 
density (i.e., 1 Pa = 1 N/m2 = 1 kg/(m-s2) = 1 J/m3), HEDP 
material pressures are often at or above 1 Mbar (% 1 mil­
lion atmospheres). To drive matter to such an extraordinary 
state requires a high-power, high-energy, high-pressure driver 
system. These systems often come in the form of large pulsed- 
power facilities or large laser facilities. Present state-of-the-art 
HEDP facilities include the Z pulsed-power facility at Sandia 
National Laboratories [1], [2], the OMEGA and OMEGA-EP 
laser facilities at the University of Rochester's Laboratory for 
Laser Energetics [3], [4], and the National Ignition Facility
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(NIF) at Lawrence Livermore National Laboratory [5], [6]. 
These facilities support a variety of programs in stockpile 
stewardship and basic science. For example, the pulsed-power 
facilities at Sandia presently support stockpile stewardship 
experiments in inertial confinement fusion (ICF) [7]-[10], 
material properties [11], [12], radiation physics [13], [14], 
radiation effects testing [15], [16], and advanced radiography 
development [17], [18] as well as basic science programs 
in material properties [19], radiation physics [20], planetary 
science [21], and laboratory astrophysics [22].

In this tutorial, we will focus solely on pulsed-power 
technology for driving HEDP experiments. We will first 
establish a basic, general picture of a pulsed-power-driven 
HEDP experiment. We will then use this picture to understand 
a relatively new pulsed-power technology for HEDP called 
Linear Transformer Drivers (LTDs) [23]-[38]. To provide 
a basis for comparison, we will also briefly describe the 
more traditional Marx-generator/pulse-forming-line approach 
to driving HEDP experiments. As we will see, LTDs offer 
compact, efficient, and fully enclosed packaging of the pulsed- 
power components (e.g., capacitors and switches) as well as 
a highly modular design to enable the construction of large 
LTD-based systems. Finally, we will briefly review the LTD’s 
history and provide some examples of recent LTD-driven 
HEDP research from across the globe. It is our hope that 
the picture of pulsed-power-driven HEDP presented in this 
tutorial will complement the pictures presented previously in 
other similar review articles (e.g., Ref. [39]).

II. A SIMPLE PICTURE OF A PULSED-POWER-DRIVEN 

HEDP EXPERIMENT

In its simplest form, a basic pulsed-power driven HEDP 
experiment begins with a cylindrically symmetric, vacuum- 
filled, metal cavity (see Fig. 1(a)). Around the perimeter of 
this cavity, we want to apply a large voltage V in order to 
drive a very fast rising, high amplitude current pulse I(t). 
For simplicity, we will assume that the metal is perfectly 
conducting (which is a reasonable approximation in modern 
pulsed-power-driven HEDP experiments). We will also assume 
that all initial currents and magnetic fields are zero. Because 
the metal is perfectly conducting, the only thing that limits 
the electrical current (or more specifically the rise rate of the 
electrical current) is the inductance of the metal cavity, L. 
Later we will show some simple techniques for evaluating L, 
but for now, it suffices to say that L depends on the volume 
and geometry of the cavity (generally L increases as the cavity 
volume increases and as the inner cylindrical radius of the 
cavity decreases). Now, since we are essentially applying a 
voltage to an inductor, we know from basic physics/circuits 
that V = L (dl/dt), and thus the current will rise at a rate 
given by

dl _ V
dt L (1)

In modern pulsed-power-driven HEDP experiments, the 
current rise times are often ~ 100 ns, and the electrodes 
are often made from materials like stainless steel, aluminum,

brass, copper, and gold. On 100-ns time scales, these materials 
have skin depths

4kin = J Pe r ~ 100 Mm, (2)
V

where pe ~ 100 nfi-m is the electrical resistivity of the metal 
electrodes, Tr ~ 100 ns is the rise time of the driving current 
pulse, and mo = 4n x 10-7 H/m is the permeability of free 
space. In contrast with dskin ~ 100 ^m, the anode-cathode 
gaps and imploding cylindrical targets in pulsed-power-driven 
HEDP experiments typically have spatial dimensions ~ 1 cm. 
Thus, the current pulse I(t) is indeed a surface current, and 
the perfectly conducting electrode assumption is reasonable.

Because of the cylindrical symmetry assumption, the zero 
initial field assumption, and the perfect conductor assumption, 
the magnetic field generated by the rising current pulse is 
purely an azimuthal field that exists only in the vacuum regions 
of the cavity (i.e., this field is excluded from the metal regions). 
This field can be represented in the vacuum region as

B = Bg (r) 0 ^ 0
2nr (3)

This expression can be understood with the help of Fig. 2. 
Because of the perfect conductor boundary condition, we know 
from fundamental electricity and magnetism that the surface 
current density Js (a linear current density in units of A/m 
running along the metal surface) is essentially equivalent to the 
value of the tangential magnetic field B at the metal surface 
(the equivalence is given through the proportionality constant 
Mo, which is the magnetic permeability of free space—see 
Fig. 2). Additionally, we must keep in mind that for perfect 
conductors, the direction of the surface current density is 
perpendicular to the direction of the magnetic field at the metal 
surface (Js ± B) and that both Js and B have only tangential 
components (their components normal to the metal surfaces 
are zero everywhere). Putting this all together, we have

Bg = Mo Jsz, (4)

where Js = Jszz, and

Bg = M0 Jsr, (5)

where Js = Jsrr. Now, since we are supplying a total current 
I, the magnitude of the surface current density must be given 
by

Js(r)
I

2nr, (6)

so that integrating Js (r) over a circumference of 2nr correctly 
returns the known total current I = Js(r) • 2nr (remember 
that Js is a linear current density in units of A/m; it is not the 
standard areal current density in A/m2). Plugging Eq. 6 into 
either Eqs. 4 or 5 gives Eq. 3.

It is important to note that Eq. 3 does not require an 
infinitely thin, infinitely long, current carrying wire to be 
valid. Equation 3 only requires that the system be cylindrically 
symmetric and that the current I be the total current enclosed 
by a circle of radius r [i.e., I = lenciosed(r)]. Pulsed-power 
drivers for HEDP applications are usually very cylindrically
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Fig. 1. Schematic illustration of a basic pulsed-power system discharging into a cylindrically symmetric, vacuum-filled metal cavity. As the switches close, 
a surface current ramps up at a rate dl/dt = V/L, where L is the inductance of the cavity (dependent on the volume and geometry of the cavity) and V is 
the discharge voltage. The cylindrically symmetric, radially converging current flow along the cavity’s metal surfaces generates an azimuthal magnetic field 
Be (r) = /m//(27rr). The Be(r) field permeates the vacuum region and is excluded from the metal regions because of the fast rise time of the current pulse, 
which is ~ 100 ns in modern pulsed-power-driven HEDP experiments. The resulting magnetic pressure (i.e., the magnetic energy density) in the vacuum 
region is pmag = B^/(2po) oc /2/r2. This pressure can be used to drive a cylindrical implosion if the central metal stalk in (a) is hollowed out into the 
metal tube shown in (b) and (c) and the walls of the tube are thin enough (have a low enough mass) to be accelerated/imploded on the time scale of the 
current pulse I{t).

Vacuum

Fig. 2. Schematic representation of how perfectly conducting boundary con­
ditions and a radially convergent surface current density Js(r) in cylindrical 
geometry leads to the expression in Eq. 3. The red arrows indicate the surface 
current density along the surface of the perfectly conducting metal, and the 
blue circles with crosses indicate the tangential magnetic field going into the 
page in the vacuum region immediately adjacent to the perfectly conducting 
metal surface. The magnetic field and current density inside the bulk of the 
perfect conductor is zero.

symmetric systems, so Eq. 3 is important to remember. For a 
more formal derivation of Eq. 3, see Appendix A.

One may recall from fundamental electrodynamics that 
there exists a force density F = J x B (a force per unit

volume), which is often referred to simply as the “/ cross B 
forced This force density comes from the magnetic part of the 
Lorentz force equation (F = qv x B, where q is the electrical 
charge of a particle and v is the velocity of the charged 
particle) and summing over the motions of all the charged 
particles in the conductors (J = Yi niQivi)- Here, J is the 
standard (areal) current density in units of (C/s)/m2 = A/m2. 
Because we have assumed perfect conductors and zero initial 
fields, we know that we will always have J -a Js and 
Js JL B, and thus, from simple units analysis with J -A Js, 
the J x B force density becomes a force per unit area, which 
is a pressure p. Using the righthand rule, we find that this 
pressure is applied normal to the metal cavity surfaces in 
the direction from the vacuum region to the metal regions. 
This means that, in Figs. 1 and 2, the top electrodes will 
be pushed upwards, the bottom electrodes will be pushed 
downwards, and the central cylindrical metal stalks will be 
compressed (or imploded) radially inwards. In other words, 
the vacuum region is pushing outward on all of the metal 
surfaces as if the vacuum region were pressurized. In fact, this 
phenomena can be described in terms of a magnetic pressure. 
From fundamental electricity and magnetism, we know that the 
magnetic field has an associated energy density of SB =
And since energy density is equivalent to pressure (i.e., the
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units of pressure are Pa = J/m3), we can write

B2
2^o

(7)

For two alternative approaches to deriving Eq. 7, see Ap­
pendix B. Also note that, like the magnetic field, the electric 
field E has an associated energy density = 2 e0E2, where 
e0 is the electric permittivity of free space. However, the 
central metal stalk in the cavity is essentially a short circuit 
load, and thus the electrical resistance/impedance is practically 
zero at the stalk. This means that, near the stalk, the system 
is high current (high B) and low voltage (low E), and thus the 
magnetic field dominates the system dynamics.

If we now substitute Eq. 3 into Eq. 7, we find that

= ^oI2 I2
Pmag = 8n2r2 * r2 ' (8)

Thus, if we want to apply the highest pressures to objects of 
interest, then we need to get as much current as possible to 
as small of a radius as possible. This is especially important 
because (I/r) is squared in Eq. 8, and therefore the magnetic 
pressure diverges rapidly as r ^ 0. Moreover, if the central 
cylindrical metal stalk is hollowed out and made into a tube 
with thin enough walls (walls with low enough mass), then 
this tube can be made to implode (see Figs. 1(b) and 1(c)). 
This is referred to as a fast z-pinch implosion [40], and the 
imploding metal tube is often referred to as an imploding liner. 
Furthermore, if one fills the tube with fusion fuel (i.e., either 
pure deuterium or deuterium-tritium mixtures), then this fuel 
can be compressed and heated by the imploding/converging 
metal liner. The fast (100-ns) imploding liner-fuel system can 
then be considered an inertial confinement fusion (ICF) “tar­
get” Imploding a metal liner containing fuel is the technique 
employed by the magnetized liner inertial fusion (MagLIF) 
concept [7], [8] presently being investigated numerically [7], 
[8], [41]-[44] and experimentally [9], [10], [45]-[52] using 
the Z facility at Sandia.

As described by Eq. 8, when a liner implodes, r(t) ^ 0, 
and the magnetic drive pressure at the liner’s outer surface 
can grow very rapidly to extreme values. In MagLIF, drive 
pressures can well exceed 100’s of Mbar (100’s of millions 
of atmospheres). For example, on Z, when I = 20 MA and 
r = 0.5 mm, the magnetic drive pressure is pmag = 250 Mbar. 
To put this number into perspective, 140 Mbar is the radiation 
drive pressure produced on the National Ignition Facility. This 
is one very important reason why imploding liner loads are 
attractive options for ICF targets.

The very large magnetic pressures that can be obtained by 
channeling very large current pulses to very small radii, par­
ticularly when employing implosion techniques, are useful not 
only to inertial confinement fusion concepts like MagLIF, but 
also to radiation source development and material properties 
experiments. For example, rather than imploding a metal liner, 
the cylindrical metal tube can be approximated by a cylindrical 
array of fine metal wires very closely spaced together (called a 
wire-array z-pinch [15]) or an annular puff of gas (called a gas- 
puff z-pinch [16], [53]). Due to the intense heating from the 
electrical current pulse, these approximately cylindrical loads

quickly vaporize and ionize into conducting plasma channels 
(at least near the radially outermost regions). Like metals, 
these plasma tubes can conduct large currents and significantly 
exclude the driving magnetic field from penetrating the tube’s 
interior. Wire-array z-pinches and gas-puff z-pinches are pri­
marily used for generating x-rays (and sometimes neutrons, 
in the case of deuterium gas-puff z-pinches). The radiation 
is produced when the imploding plasma tube stagnates on 
itself near the cylindrical axis of symmetry (near r = 0). At 
this point, the plasma kinetic energy is converted into thermal 
energy, while the magnetic pressure continues to drive plasma 
compression (further heating the plasma), to the point where x- 
ray generation is excited (and/or fusion neutron events become 
probable). This x-ray (and sometimes neutron) radiation is 
then used in HEDP experiments that are designed to study 
fundamental radiation transport processes (e.g., measuring 
the x-ray transmission and opacity of materials at extreme 
temperatures and densities) and to test the radiation “hardness” 
of various electronics equipment (i.e., radiation effects testing). 
This self-pinching effect can also be used to generate radiation 
for advanced radiographic capabilities [17]; these capabilities 
are then used to image HEDP experiments.

In material properties experiments, cylindrically converg­
ing/imploding liners have been used to obtain measurements 
at some of the highest material pressures to date. In these 
imploding experiments, the material sample is the metallic 
liner (or is at least part of a composite multi-material liner). 
For example, cylindrically imploding liners techniques have 
been used to probe the equation of state in Be out to 5.5 
Mbar [11] and in Ta, Cu, and Al out to 10 Mbar [12].

As mentioned above, the magnetic pressure pushes outwards 
on all of the metal cavity surfaces. The fact that this pressure 
wants to compress or implode the central metal stalk is merely 
a consequence of the cylindrically convergent and/or coaxial 
geometry of the cavity. In fact, to meet various experimental 
objectives, pulsed-power-driven HEDP experiments can be 
executed where the objects of interest are placed in either 
the imploding or exploding portions of the cavity. Above, 
we discussed examples of imploding objects of interest (or 
“targets”), and, to be sure, implosions are the way to access 
the highest drive pressures. However, there are times when one 
desires: (a) more spatially uniform magnetic field pressures; 
(b) diverging plasma flows; and/or (c) better diagnostic access. 
In these cases, exploding experimental geometries can be (and 
are) used (see Fig. 3) [19], [21].

The pulsed-power-driven techniques discussed above can 
also be used to drive HEDP experiments to study laboratory as­
trophysics [20], [22] and other fundamental science [19], [21]. 
For example, to drive laboratory astrophysics experiments, the 
wires in a cylindrical wire-array z-pinch can be angled to 
form a conical wire-array [54]. The conical angle is obtained, 
for example, by having the wires connect to a larger radius 
on the top electrode than on the bottom electrode. With this 
configuration, the magnetic pressure accelerates the plasma 
radially inwards as well as axially upwards. As the plasma 
collects on axis, the residual axial momentum leads to the 
formation of axial plasma jets (upwards in our example). The 
plasma jets produced can be used to emulate astrophysical jets.
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For axial plasma jet experiments, replace these uppermost electrode sections with radial 
(spoke-like) wires for a “radial” wire array load or with a thin foil for a “radial foil” load

Velocimetry/Doppler Fibers 

Receive Fiber
Material Sample for a Material 

<* Properties Experiment 
(Replace material sample with 
many thin vertical wires for an 
“inverse” wire-array load for a 
lab astrophysics experiment)

Send Fiber

III. A SIMPLE LC MODEL OF A GENERIC PULSED-POWER 
SYSTEM

Related to our discussion on driving an inductive cavity in 
Sec. II, we will want to keep the following in mind to achieve 
the highest pressures:

(1) To pump energy £ into the cavity as fast as possible (to 
obtain a high energy density), we need to generate a large 
electrical power Peiectric- This means that we need to 
generate both high voltage V and high current I because

dt Belectric — V X I.

Fig. 3. Schematic illustration of a pulsed-power-driven experiment in an 
exploding configuration. This setup is similar to that used in planar dynamic 
material properties experiments, where the material sample under test is 
placed in the coaxial “return-current” path. The material sample’s response 
to the pressure pulse (e.g., its motion) is tracked using fiber-based Doppler 
velocimetry techniques. The elevated coaxial pedestal allows for diagnostic 
access and for a uniform magnetic pressure to be applied to the sample (since 
Pmag = Pmag(r) = B$(r)/(2/jlq) and r = constant along the sample 
height). This figure also illustrates how the electrode hardware can be modified 
to drive a radial wire-array load, a radial foil load, or an inverse wire-array 
load, which are load configurations often used for laboratory astrophysics 
experiments.

Similarly, if the uppermost horizontal portion of the electrode 
structure shown in Fig. 3 (where the magnetic pressure pushes 
upwards on the electrode structure) is replaced with thin wires, 
then a radial wire-array is formed [55]. If the wires of a 
radial wire-array are replaced with a thin foil, then a radial 
foil is formed [56]—[59]. Any of these configurations (conical 
wire-arrays, radial wire-arrays, or radial foils) can be used to 
accelerate plasmas axially and to create plasma jets that can 
be used to study astrophysical jets. One final configuration 
that should be mentioned is the inverse (or exploding) wire- 
array [60]. If the material sample in the exploding portion (in 
the “return-current” portion) of Fig. 3 is replaced with thin 
wires, then an inverse wire-array is formed. If the wires are 
thick enough so that they don’t move on the time scale of the 
experiment, then they can be used to supply steady streams of 
outward flowing ablated plasma. Two such inverse wire-arrays, 
with their ablation streams directed towards one another, have 
been used recently to drive magnetic reconnection experiments 
on the MAGPIE generator at Imperial College [61].

All of the applications discussed above, including both 
programmatic/defense-related missions and fundamental sci­
ence, depend on pulsed-power technology. By pulsed-power 
technology, we mean the arrangement of switches and ca­
pacitors used to drive the voltage and current pulses into the 
inductive cavities of Figs. 1-3. We will discuss two different 
arrangements of switches and capacitors in Secs. IV and V, 
but before doing this, we first review a simple LC model of 
a generic pulsed-power system.

(2) We need lots of stored charge Q, because / = dQ/dt.
(3) We need lots of charge storage capacity (capacitance) C, 

because Q = CV.
(4) Since capacitance adds in parallel, we need many storage 

capacitors n, each with a capacitance Q, arranged in 
parallel to get C = nQ. To visualize this arrangement, 
think of two huge parallel metal plates, each with a 
surface area A, separated by a small anode-cathode (A- 
K) gap spacing d that is filled with a dielectric material 
with a permittivity of e. These huge metal plates could 
be broken up into smaller sections, each with a surface 
area and a gap spacing of d, to get:

C = —- = n—P- = nCL. (9)
d d

(5) From Eq. 1 (^f = 77), we need a small inductance L.

The question now becomes: How do we evaluate and 
minimize LI We can actually evaluate L two different ways. 
Referring to Fig. 1, the first way is to integrate the flux density, 
Bq, over the cross-sectional area A of the vacuum region of 
the cavity to get the total azimuthal flux:

= / B dA = dz dr

PoLh
2tt

PoLh
2tt

In (10)

Then, by definition, the inductance is given by

L
$
7

Loh
2tt

In (11)

The second way to calculate L is to integrate the magnetic 
energy density, B$/(2//0), over the entire volume V of the
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cavity’s vacuum region to get the total magnetic energy stored 
in the cavity:

i till
2no 4tt2

infeV
4tT V rin J (12)

Then, by equating this expression to the defining expression 
for the magnetic energy stored in an inductor, we have

Ho hC 
4tt

In ( Lhi 
V

(13)

=> L (14)

Thus, these two methods for calculating L return the same 
result, which is always the case if the current is a surface 
current. If the current is distributed in the metal, then care 
must be taken to interpret these two methods correctly, as they 
will not generally give the same result (e.g., see Ref. [42]).

Note that this inductance L is simply the inductance of a 
coaxial transmission line [62], assuming that: (1) /a = /jl0, (2) 
the metal is perfectly conducting, and (3) the length of the line 
is the height h of our vacuum cavity. Also note that this result 
depends somewhat arbitrarily on where we set r-in, rout, and 
h. In fact, by manipulating these limits, we can break up an 
inductance calculation into pieces and then sum the pieces to 
get the total. Of course, to calculate/simulate an actual circuit 
response, we are going to need the total inductance, meaning, 
we are going to need to account for every bit of flux generated 
in the current loop that includes everything from the source 
capacitors to the load. Nevertheless, the point here is that we 
can break up the total inductance calculation into pieces [63].

As an example of why this is useful, particularly for 
azimuthally symmetric systems, consider the image presented 
in Fig. 4. In Eqs. 11 and 14, we can let h become arbitrarily 
small, so that h —>► dh —>► dz, and thus we can rewrite Eqs. 11 
and 14 as

L =
( [gut
V Hn

dL = — In 
2tt

routX
n n ) dh

L = In
A) ut(z)

nnM _
(15)

Thus, as long as the anode and cathode curves, rout(z) and 
rin(z), are known, and as long as the feed is azimuthally 
symmetric, we can easily evaluate L using a simple computer 
algorithm. Note the arbitrary reference point labeled as rout 
in Fig. 4. A circuit simulation would of course require the 
total inductance for everything upstream and downstream of 
rout in Fig. 4. The upstream inductance (i.e., the “machine

Fig. 4. Illustration of the final power feed and a cylindrical liner load on the 
Z machine. The overlaid red lines illustrate how, in regions with large slopes 
or curvatures (i.e., large dr/dz and/or large d?r/dz2) we can break up the 
power feed into slices with very short dz so that we can calculate dL and L 
using Eq. 15. (Figure adapted from source in Refs. [47], [48].)

inductance”) could be quite involved; however, this value 
likely doesn’t change from one experiment to the next, 
and thus this inductance only needs to be evaluated once 
(perhaps using experimental measurements or a sophisticated 
3D simulation code). The downstream inductance (i.e., the 
“load inductance”) could change quite significantly from one 
experiment to the next, with different custom hardware and/or 
targets being installed to meet various experimental objectives. 
Thus, the utility of this calculation technique is that the 
inductance budget for a new experimental load design can be 
rapidly evaluated and an experiment can be simulated with a 
full circuit model simply by summing the load and machine 
inductances. Note, however, that care must be taken to ensure 
that the proper handoff/reference point is being used (i.e., 
rout in Fig. 4). This requires good communication between 
machine engineers and load/target designers.

To minimize L, there are a few things to consider. The first 
and easiest thing to keep in mind is that one always wants 
to minimize the overall axial translation Az. Second, if a Az 
translation must be done (e.g., to provide diagnostic access to 
the load), then it is often best to locate the Az translation at 
a large radius to reduce the associated increase in inductance. 
To understand why this is the case, consider Eqs. 11 and 14 
and evaluate L(rin) for a constant anode-cathode gap spacing 
d = rout — Tin and a constant/given Az = h\ the inductance 
will be smaller at larger r-in. Third, if a combination of axial 
Az and radial Ar translation must be done, then a curved 
power feed that is optimized for minimal inductance can 
be found using Eq. 15 [64], [65]. Optimized power feeds 
are often evaluated while simultaneously considering several 
other design constraints (e.g., avoiding other experimental 
equipment and/or diagnostics). More often than not, though, 
a simple conical power feed is not far from the optimum and 
in fact works quite well in practice [66].

At this point, we have L, C, and V, but we still need to 
calculate I(t). To do this, we use the simple LC circuit shown 
in Fig. 5. For the simplicity of this tutorial, we will assume 
that the circuit’s electrical resistance is zero (R = 0) and that 
L = constant ^ L(t). As we will see in Sec. V, this simple 
LC model is very useful for describing an LTD.
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Fig. 5. A simple LC circuit model that can be used to describe the process 
of pulsing the inductive cavity shown in Fig. 1. For t < 0, the switch is 
open and the capacitor is charged to Vo. For t > 0, the switch is closed and 
the system discharges into L. Because there are no dissipative elements, the 
energy simply oscillates back and forth between the capacitor (voltage/electric 
held energy) and the inductor (current/magnetic held energy). The system is 
an LC resonant circuit, with a resonant frequency of tv = 1/VLC.

Typical 
Experiment 
i Region

__J0 - -

-0.5 -

--------Voltage [V(

— Current [I

Time \t

To solve this circuit for time t > 0, we begin by writing 
the voltage across the inductor. From basic physics/circuits 
(and/or Eq. 1), we know this to be

1/ = Li. (16)

Next, the displacement current “through” the capacitor is

I=-CV. (17)

Fig. 6. The response of the circuit model in Fig. 5 for t > 0. The voltage and 
current values are in units of V0 and /peak, respectively, while the time values 
are in units of rpeak. Note that a pulsed-power-driven HEDP experiment 
will typically only use the current's hrst rising edge and hrst peak; however, 
we plot a full period of oscillation simply to illustrate that with negligible 
resistance and/or material motion to dissipate and/or absorb the energy, the 
energy will simply oscillate back and forth between electric and magnetic 
helds (voltage and current); i.e., the system is resonant, and thus it will "ring" 
without energy dissipation and/or absorption.

Differentiating the capacitor current with respect to time gives

i = -cy. (is)

Plugging this result for / back into Eq. 16 above gives

y = (-z,c)y. (19)

This is just the equation for a simple harmonic oscillator, 
which has the solution

y = y0 -cos(cvf). (20)

This solution can be verified by differentiating with respect to 
time once and twice to get

y = — ojVq ■ sin(cvt) (21)

Summarizing our solution, we have a simple 
lator with the following relationships

harmonic oscil-

I{t) — 7peak sin(cvt) (28)

fpeak-yjy ^ ^ (29)

III (30)

oj = 2tr/ = 2tt/t = 1/V LC (31)

T = 27tV LC (32)

V = —Lxj2Vtj ■ cos(cvt) = —cv2y, (22)

which matches Eq. 19 above, with the circuit’s resonant 
frequency given by

" Vic" (23)

Now, to evaluate the current pulse 1(1), we simply plug Eq. 21 
into Eq. 17 to get

—C ■ [—lvVo ■ sin(cvt)] (24)

, • Va ■ sin(cvt)
yic -

(25)

■ sin(cvf) (26)

-^peak Sin(wt). (27)

Tpeak = 1"/4 = - \[LC. (33)

Here, Z0 is the system’s characteristic impedance, /peak is the 
peak current obtained, r is the full-cycle time period of the 
resonant oscillation, and Tpeak is the current rise time (i.e., the 
time to the first current peak in the resonant oscillation). The 
results of this solution are plotted in Fig. 6.

Because we neglected R and made L = constant ^ L(t), 
there is no energy dissipation or absorption, and thus this 
solution will oscillate forever. In real HEDP experiments, 
the resistance can indeed be small and the inductance can 
indeed be approximately static in some cases (e.g., material 
property experiments where small material samples are only 
slightly compressed/deformed). This situation can stress the 
components of a pulsed power system, because the oscillating 
energy will keep revisiting particular components continually 
until the energy eventually dissipates. One example is that the 
storage capacitors and switches can be stressed by electric
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fields in ways that they were not designed for; this can be 
particularly problematic upon voltage reversal (V = —V0, at 
t = 2Tpeak, in Fig. 6). Additionally, the components must 
support large currents (and potentially large ohmic heating) 
repeatedly as the current continuously flows back and forth.

If, on the other hand, our HEDP experiment involves a 
resistance R or a time-dependent inductance L(t), then we 
will have energy dissipation, absorption, and conversion mech­
anisms that will pull energy out of the resonant LC circuit and 
damp the oscillations presented in Fig. 6. A dynamic L(t) will 
arise in HEDP experiments because of material acceleration, 
which changes the geometry of the current carrying cavity. 
Note that because of L ^ L(t), we will also have L = 0.

In the case of a cylindrical thin-shell implosion, the cor­
respondence from material motion r(t) to inductance L(t) is 
given by Eqs. 11 and 14 with rin ^ r(t). By differentiating 
Eqs. 11 and 14 with respect to time, we find a similar 
correspondence between L(t) and the radial implosion velocity 
v(t) = r(t), namely

Moh Tr(t) 
2n r(f)

(34)

To evaluate r(t), we use the driving azimuthal magnetic field 
(Eq. 3) and the resulting magnetic pressure (Eqs. 7 and 8), 
operating on a cylindrical surface area Acyl = 2nr ■ h, to 
write an expression for the radial implosion force Fr and the 
radial acceleration r

Fr — mr — pmag ■ Acyl
B2
2M0

• 2nr • h

Moi2
8n2r2

• 2nr • h

Mo hi2 
4 nr (35)

This equation is coupled to the circuit model above via i( t) . 
Additionally, because L ^ L(t), we must replace Eq. 16 in 
the circuit model above with a more general expression. That 
is, from the first of our two definitions of inductance above 
(i.e., Eq. 11), we have

$
L = i ^ $ = Li. (36)

Then, from Faraday's law, we have

dVl = $ = — (Li) = L i + Li. (37)

Again, care must be taken when applying Eqs. 11 and 36 
(and Eq. 13)—the two methods/definitions used to derive L 
in these equations will produce equivalent expressions for L 
only when the current is a surface current, as in our present 
example. When the current is distributed in a conductor, the 
two methods are both still needed, but their interpretations 
change. For example, the second method (the integral of 
the magnetic energy density) will lead to a result where 
VL = Li + Li; however, this method will still provide a 
useful expression for evaluating the rate of change of magnetic 
field energy in the system. The reason the two methods no

longer give equivalent results is because the first method 
(the integral of the flux density) also includes ohmic heating 
contributions (note that ohmic heating must occur whenever a 
current is diffusing into a resistive material and is thus spatially 
distributed). For an example of how to use these definitions 
when the current is distributed in resistive metals/plasmas, see 
Ref. [42].

This coupled system of ordinary differential equations 
(Eqs. 17, 35, and 37) can then be solved numerically to find 
the driving voltage and current waveforms, V(t) and i(t), 
respectively, and the implosion trajectory r(t) for a thin- 
walled, hollow cylindrical shell. Note that since the implo­
sion’s mechanical (kinetic) energy is Emech = 2mv2 = 2mr2, 
where m is the mass of the liner, and since r is related to L 
through Eq. 34, this cylindrical thin-shell example illustrates 
why L is important when considering the overall energetics of 
the system. A great deal of insight can be gleaned by working 
with and studying this model. This can be accomplished by 
writing a short numerical code to solve Eqs. 17, 35, and 37. 
This exercise is strongly encouraged for interested students and 
researchers; it is especially recommended for those actively 
pursuing research in the area of pulsed-power-driven HEDP.

From Eq. 37 above, we see that, mathematically, and in 
general, L looks just like a resistance R. That is, the first term 
on the far righthand side of Eq. 37 (Li, referred to as the “L- 
dot” voltage) is analogous to Ohm’s law (Vq = iR), with L 
analogous to R. In the case of L, energy is partially converted 
into directed mechanical energy (e.g., the radial kinetic and/or 
compressional energy of a cylindrical z-pinch implosion) and 
partially converted into the new magnetic field that must be 
generated to fill the changing volume/geometry of the cavity 
as the current-carrying cavity surfaces move (e.g., implode). In 
the case of R, energy is scattered by charge carriers colliding 
with other charge carriers and/or lattice atoms, which results 
in randomized particle motion and thus thermalized ohmic 
heating. In both cases, the energy conversion rates from the 
pulsed-power machine’s total supplied electromagnetic energy 
can be described similarly. For R, we have the familiar ohmic 
heating rate given by

PQ = dEQ = VQI = I2R- (38)

For the total inductive voltage, we have

PL = dE^ = VLi = Li2 + Lii. (39)

The second term on the far righthand side of Eq. 39 is 
the power associated with increasing the electrical current, 
assuming that L(t) is held fixed for that particular instant in 
time (i.e., this is the power required to increase the magnetic 
field energy within the cavity assuming that the volume and 
geometry of the cavity are held constant at that particular 
instant in time). By contrast, the first term (i.e. the L power 
term) is the energy conversion rate given a fixed current, and 
it is due solely to material motion (i.e., it is due to the rate of 
change of the vacuum cavity’s volume and shape). This term 
gives an expression similar to PQ, namely

PL = ^ ^ (40)
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Additionally, this energy conversion rate Pl is further equipar- 
titioned into two distinct channels: (1) into new magnetic field 
and (2) into directed mechanical energy associated with the 
material acceleration and/or compression. This equipartition- 
ing results in the following energy conversion rates:

p«-=dEBr=2 pl=2Li 2 (4>»

pmech = dEmPh = 2 PL = 2Li 2. (42)

Here, PBnew is the rate of energy conversion into new magnetic 
field because of the material motion (i.e., the rate at which 
magnetic field energy must be generated to fill the growing 
volume of the vacuum cavity) while Pmech is the rate of energy 
conversion into the directed mechanical energy of the accel­
erating and/or compressing material itself—e.g., for the case 
of an accelerating thin shell (with no material compression), 
we have Pmech = dt (1 mv2), where m is the material mass 
and v is the material velocity (note that for a radial z-pinch 
implosion in cylindrical geometry, we have v = dr = r).

To understand where this equipartition comes from, consider 
the following, which was inspired by a derivation found in 
Ref. [67]. The total inductive power supplied to the cavity is 
given by Pl in Eq. 39. Referring to Eq. 13, the total energy 
contained in the magnetic field at any time is given by

Eg = 2 Li2, (43)

and thus, with L ^ L(t), the rate of change of the total energy 
stored in the magnetic field is given by

Pb
dEg
dt

d
dt

2Li 2 (44)

Therefore, the inductive power going into just the mechanical 
channel (i.e., the material acceleration and/or compression 
channel) is given by

Pmech = PL — PB (45)

= Li2 + ^^i - 1 Li1 (46)

= Li2 + Lii - 1 Li2 - Lii (47) 

= 2 Li2 (48)

= 2 PL. (49)

Since one half of the available Pl power goes into Pmech, the 
remaining half of Pl goes into Pgnew (i.e., into generating 
new magnetic field to fill the newly accessible cavity volume). 
Therefore, in summary, we have

Pmech = PBnew = ^ PL. (50)

Note that, for a system like MagLIF, the imploding liner 
is used to compress a substance contained within the liner 
(e.g., the fusion fuel inside of a MagLIF liner). This requires

compressional “pdV” work to be done on the substance, where 
p is the pressure of the substance, and dV is the change in 
the volume of the substance. It is important to understand that 
Pmech already accounts for the rate at which electromagnetic 
energy is being converted into compressional work. For ex­
ample, the backpressure of the compressing substance could 
be large enough to stall the continuous radial acceleration of 
the imploding liner, leading to a constant-velocity implosion 
(r = constant and r = 0). In this case, Pmech is solely the rate 
at which pdV work is being done to compress the substance. 
This can be understood by considering the fact that the liner’s 
implosion kinetic energy (1 mr2) is constant, and therefore 
the rate at which the supplied electromagnetic energy is being 
converted into the kinetic energy of the imploding liner shell 
is zero. This means that the supplied electromagnetic power 
Pmech = 1 Pl = 2 Li2 > 0 must instead be going into the 
compressional pdV work that is being done on the enclosed 
substance.

In 1D simulations of MagLIF (e.g., Refs. [7], [42], [43]), 
the fuel pressure at stagnation can become large enough to 
both stall and reverse the liner implosion against the driving 
magnetic pressure (i.e., near r = 0, the liner can “bounce” 
off of the fuel pressure and explode radially outward). Note 
that during this explosion, the fuel pressure actually does work 
on the driving magnetic field and circuit, which leads to an 
increase in the driver current! That is, the exploding liner 
performs magnetic flux compression on the driving Eg field, 
which increases Eg and thus increases the corresponding drive 
current i via Eq. 3.

The phenomenon of explosively driven magnetic flux com­
pression is described in detail in Ref. [68]. In short, con­
sider a system where the magnetic flux is held constant 
(i.e., $ = Li = constant). When the applied magnetic 
pressure dominates the system dynamics, the cavity volume 
(see Figs. 1-3, for example) will increase by pushing the liner 
radially inwards, the top and bottom electrodes upwards and 
downwards, respectively, and the return current conductors 
radially outwards. The increasing cavity volume corresponds 
to an increasing cavity inductance, L. This means that the 
current i will drop because i = $/L and $ = constant. 
However, if a competing pressure source (e.g., the MagLIF 
fuel pressure at stagnation) dominates over the applied mag­
netic pressure, then the conductors could move in the opposite 
directions, thus decreasing the cavity volume, reducing the 
system inductance, and increasing the current—this is the 
principle of magnetic flux compression (MFC) for current 
amplification. This principle is used by explosively driven 
magnetic flux compression generators to produce currents of 
up to 300 MA [68]! This principle is also used in MagLIF, 
where a flux compressed axial magnetic field is used to keep 
the hot fusion fuel thermally insulated from the cold liner wall 
that surrounds the fuel—for more information on magnetic 
flux compression in MagLIF, see Refs. [7], [69].

Returning to our discussion on energy partitioning above, 
we note that, for a system like MagLIF, the liner is usually 
not a thin-walled cylindrical shell. Instead, the imploding liner 
is a thick-walled tube, where the walls of the tube undergo 
material compression as the liner implodes. It is important to



JOURNAL OF UTEX CLASS FILES 10

understand that this material compression is also accounted 
for by In summary, Pmech accounts for the rate at
which the supplied electromagnetic energy is being converted 
into the implosion kinetic energy of the liner shell and into 
the congressional work that is being done on both the liner 
wall and the substance/fuel contained within the liner. For all 
of these cases, the equipartitioning represented by Eq. 50 is 
valid. For more details on this, see Ref. [42].

From the discussion above, we see that if we have either a 
resistance R or a dynamic inductance /(/), then we will have 
energy dissipation, absorption, and conversion mechanisms 
that will pull energy out of the resonant LC circuit and 
damp the oscillations presented in Fig. 6. For example, in 
cylindrical liner implosions, the initial liner radius and mass 
are usually chosen such that the liner walls reach the axis of 
symmetry (r 0) ai / Tpeak, so that the drive current is 
maximal when the liner implosion stagnates (i.e., I = /peak 
when r = 0). However, the rapidly growing L(t) (and large 
L) due to the rapidly decreasing r(t) (and large —r) can 
result in an “inductive dip” in the current pulse, where, just 
prior to rpeak, the amplitude of the current waveform is 
rapidly reduced to a value that is significantly lower than 
that of /Peak in the static inductance case. Furthermore, as 
noted above, if the implosion process reverses (i.e., if the 
liner bounces and/or explodes radially outward), then work 
is done on the magnetic field, which rapidly increases the 
drive current (i.e., the exploding liner rapidly reverses the 
inductive dip). An extreme and idealistic (but illustrative) 
example of an inductive dip followed by current amplification 
is provided in Fig. 7, which is from a ID simulation of MagLIF 
on a conceptual future accelerator with a nominal 50-MA 
peak current [43]. The pressure generated by the powerful 
fusion reactions explodes the liner radially outward, which 
compresses the magnetic flux of the driving Bg field, thus 
increasing Bg and amplifying the current via Eq. 3.

In general, solving a system with a dynamic L(t), R{t), 
and/or material compression usually requires a numerical 
treatment. For a detailed example of a thick-walled MagLIF 
liner implosion driven by an electrical current that is dis­
tributed radially throughout the liner wall and includes ohmic 
dissipation [i.e., where /(/), //(/), and material compression 
are included], see Ref. [42].

Referring to the oscillations presented in Fig. 6, we see 
that there are times when V(t) and /(/) are both positive 
(or both negative). During these times, the electrical power 
P(t) Vi I) x /(/) is positive, which means that electromag­
netic energy is being driven into the vacuum cavity shown 
in Fig. 1(a). This is equivalent to saying that the Poynting 
vector S = E x B/p0 (which is the electromagnetic energy 
flux) is directed radially into the cavity when both V(t) and 
/(/) are positive (or both negative). For static inductive loads 
(L = constant, L = 0), and for the typical experimental 
region shown in Fig. 6, power and energy are driven into the 
cavity only when cll/clt > 0 (which is driven by V(t) > 0). 
When V(t) > 0, magnetic flux is driven into the cavity, and 
B(t), /(/), and 5>(/) all increase together according to Eqs. 3, 
10, and 37 (this is the important rising edge of the current 
pulse). Just after peak current, V(t) < 0, cll/clt < 0, and

1D SAMM simulation of MagLIF on 
the conceptual Z-300 machine

Current/10
[MA]

Liner & Fuel
: Radii [mm]

Fuel Pressure/10 
[Gbar]

Time [ns]

Fig. 7. An extreme and idealistic (but illustrative) example of an "inductive 
dip" followed by current recovery and current amplification in a nominally SO­
MA drive current. This example is from a ID SAMM simulation of MagLIF 
[42], [43], where the driver is Z-300 [36], a conceptual design for a future 
LTD-based pulsed-power facility (see Sec. V and Fig. 23). The inductive 
dip occurs during the implosion, as the load inductance (impedance) rapidly 
increases. The current recovery and amplification occur after stagnation. The 
current amplification is driven by the powerful fusion reactions, which cause 
the liner to explode radially outward, rapidly compressing the magnetic flux 
of the driving Bg held. The compressing Bg flux amplifies Bg and thus 
amplifies the current I via Eq. 3. Also note that, although not shown in this 
plot, the L-dot voltage (LI) reverses (becomes negative) when the liner begins 
to explode radially outwards.

the Poynting vector reverses, driving magnetic flux out of the 
cavity (B(/), /(/), and 5>(/) all decrease together according to 
Eqs. 3, 10, and 37). For the simple LC discharge character­
istics presented in Fig. 6, the maximum power delivery into 
the cavity occurs at / = rpeak/2, when both V(t) and /(/) 
are large. Note that there is no power delivery at peak current 
(t — 7~peak) because H(7~peak) — 0.

Assuming that L = constant (L = 0) in Fig. 1(a), 
and assuming that Fig. 1(a) is drawn such that V(t) > 0, 
cll/clt > 0, and /(/) > 0, we would have a driving electric 
field E that points downward in the vacuum region, from 
the top (+) electrode to the bottom (-) electrode. From 
fundamental electricity and magnetism, we know that the E 
field must be zero inside the bulk of the perfect conductors, 
while the primarily vacuum E field terminates abruptly at 
the metal surfaces (within an infinitesimal skin depth from 
the surface). The direction of the E field is perpendicular 
to the upper and lower metal surfaces because a driving 
voltage is applied across the upper and lower electrodes, and 
because tangential electric field components are not supported 
in perfect conductors. Additionally, because tangential electric 
field components are not supported in perfect conductors, we 
know that |E| must decrease to zero at the outer surface 
of the central metal stalk. That is, the vector E is pointed 
downward everywhere in the vacuum region of the cavity, but 
its magnitude |E| is maximal at the largest cavity radius and 
decreases to zero at the outer surface of the central metal 
stalk. Note that the zeroing of |E| at the central metal stalk is 
consistent with the fact that the stalk is a short circuit load.

To further understand how the driving electric field relates
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to the magnetic field being pumped into (or out of) the cavity, 
consider Eq. 37. This equation comes from the integral form 
of Faraday’s law:

— j) E • dl = $, (51)

where C represents the curve that the path integral takes, 
and dl is an infinitesimal path element vector along C. The 
lefthand side of this equation is just the inductive loop voltage 
VL around the circuit C (only one time around). Note that 
we can construct C however we like. Thus, for convenience, 
we choose to make C into a rectangle that fully encloses the 
vacuum region on the righthand side of Fig. 1(a), out to an 
arbitrary cavity radius rout. We also set the direction of the 
path integral around C to be in the counterclockwise direction 
(to be consistent with the direction of increasing current flow 
I (t) > 0 and I > 0 due to the applied voltage V (t) > 0 shown 
in Fig. 1(a)). Next, we break up C into four line segments, 
Ci, C2, C3, and C4, which represent the four sides of the 
rectangular circuit C. We place the horizontal line segments 
C1 and C3 just within the metal regions of the upper and 
lower electrodes, respectively. Similarly, we place the vertical 
line segment C2 just within the metal region of the central 
metal stalk. That is, these three line segments, C1, C2, and 
C3, are all placed immediately adjacent to the vacuum region 
that C encloses, but they are all placed inside of the metal. The 
vertical line segment C4 then closes the circuit C by crossing 
the vacuum region at the specified (but arbitrary) cavity radius 
rout. Now, since tangential electric field components are not 
supported in perfect conductors, and since dl is everywhere 
tangential to the metal-vacuum interface for line segments C1, 
C2, and C3, we must have

f E • dl = f E • dl = f E • dl = 0. (52)
VCi VCs VCa

Thus, we are left with

and V = 0, and we suddenly apply a voltage V(t) > 0 as 
indicated in Fig. 1(a) (with + on top), then we will drive an 
increasing current into the cavity as indicated by the arrows for 
I(t) in Fig. 1(a). This can be understood further by applying 
the righthand rule to Ampere’s law. In this case, our righthand 
thumb points in the direction of the increasing current, which 
is downward in Fig. 1(a). Doing this, our curling righthand 
fingers then indicate that indeed the direction of the increasing 
Be is out of the page for the righthand side of Fig. 1(a). This 
result is thus consistent with our application of the righthand 
rule to Faraday’s law.

To find the radial distribution of the vertical (axial) electric 
field in the static vacuum cavity of Fig. 1(a) (i.e., to find 
|E(r)| = V(r)/h), we need to evaluate Faraday’s law as 
a continuous function of r, rather than just for the single 
arbitrary radius rout. That is, we need to allow the line segment 
C4 to be positioned at any radial location r, rather than just 
rout. To do this, we first write V(r) = $(r) = L(r)I, where 
we have used Eq. 37 with L = 0 for our present case of a static 
vacuum cavity. Next, we find an expression for L(r) by using 
Eqs. 11 and/or 14 and letting rout ^ r and r^ ^ rstalk, 
where rstalk is the radius of the central metal stalk’s outer 
surface. Combing these results gives

|E(r)| V (r)
h

UrK = ^

h 2n \ rstalk/
(54)

Thus, |E(r)| and V(r) vary logarithmically with r. Starting 
from their maximal values at the driving input end of the 
cavity (at the outermost radius of the cavity), they decrease 
logarithmically to zero at the outer surface of the central metal 
stalk.

From Eq. 3, we know that |B(r)| = roI/(2nr) and that 
B is pointing into (out of) the page on the left (right) side of 
Fig. 1(a). Therefore, from the righthand rule, we find that the 
electromagnetic energy flux is pointed radially into the cavity, 
with a radial distribution given by

— ® E • dl = — / E • dl = |E| • h = V = $. (53)
>c4C

S(r) = E(r) x B(r)/ro
r? ln(—
4n2r \rstatk

(—f). (55)

Note that since we chose the direction of our path integral to be 
counterclockwise around the vacuum region on the righthand 
side of Fig. 1(a), the direction of dl along the line segment 
C4 is upward, from the lower electrode to the upper electrode, 
while the direction of our applied electric field E is downward, 
from the positive upper electrode to the negative lower elec­
trode. Since these two directions are opposite to one another, 
a minus sign is generated, which cancels the minus sign in 
Faraday’s law (on the lefthand sides of Eqs. 51 and 53). Thus, 
we have — §c E • dl = — J^ E • dl = |E| • h = V = $ > 0.

To determine the direction of the changing magnetic field 
associated with $ in Eq. 53, we apply the righthand rule 
to Faraday’s law. By curling our righthand fingers counter­
clockwise to represent C enclosing the vacuum region on the 
righthand side of Fig. 1(a), we find that our thumb points out 
of the page. Thus, $ (and therefore B = Be (r) 6) should 
be increasing in the direction coming out of the page for 
the righthand side of Fig. 1(a). This is consistent with the 
directions indicated in Fig. 1(a), where, if we start with I = 0

Thus, |S(r)| <x ln(r/rstalk) • (1/r). This radial distribution is 
plotted in Fig. 8, where r is in units of rstalk. The radial distri­
bution has a maximum at r = e • rstalk, where e = 2.71828 is 
Euler’s (exponential) number. From large radial values inward, 
the Poynting flux increases to its maximum value because 
of cylindrical convergence (energy compression in space); 
however, a maximum value is reached at r = e • rstalk, rather 
than at r = rstalk, because the energy flow must go to zero 
at r = rstalk. The energy flow must go to zero at r = rstalk 
because the outer surface of the central metal stalk perfectly 
reflects all of the incoming electromagnetic energy. Since the 
reflected (radially outward) energy flow exactly cancels the 
radially inward energy flow, the net Poynting vector is zero 
(along with the electric field). This is again consistent with 
the fact that the stalk is a short circuit load.

The picture presented above for power and energy flow 
must be modified slightly for the imploding case illustrated in 
Fig. 1(b,c). Because of the implosion, L = L(t) and L = 0. 
This generates a motional electromotive force. This motional
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Fig. 8. Plot of ln(r/rstalk) . (1/r), which is proportional to |S(r)| for the 
stationary (non-imploding) cavity illustrated in Fig. 1(a). The r axis is in units 
of rstaik. The Poynting flux is maximal at r = e ■ rstalk = 2.71828 • rstalk 
and goes to zero at r = rstalk-

electromotive force is just the L-dot voltage (LI) discussed 
previously, which is accompanied by an electric field. As in 
the non-imploding case, the motion-induced electric field is 
vertical (axial), it exists only in the vacuum region, and it 
points downward, from the top electrode to the bottom elec­
trode. Unlike the non-imploding case, however, the motion- 
induced electric field is maximal along a vertical line that is 
immediately adjacent to the imploding liner’s outer surface. It 
is important to note that this vertical line is stationary in the lab 
frame, while the liner’s imploding surface is moving relative to 
the lab frame (and thus relative to the vertical line as well). To 
be clear, this is still an inductive loop voltage, but the loop has 
an infinitesimal area clA = h ■ dr, where h is the height of the 
moving/imploding surface (which, for simplicity, was chosen 
to be equal to the height of our vacuum cavity in Fig. l(b,c)) 
and dr is the infinitesimal radial motion that occurs during 
an infinitesimal time step dt. This newly created infinitesimal 
loop corresponds to an infinitesimal change in inductance 
dL. It is the rate at which this new infinitesimal loop is 
being created that gives rise to d.L/dt = L and the L-dot 
voltage LI. Because it is an infinitesimal loop in the vacuum 
region, the electric field exists only in the vacuum region. 
Thus, despite being tangential to the moving metal surface and 
infinitesimally close to the moving metal surface, this electric 
field does not violate the electric field boundary condition, 
which states that tangential electric field components are not 
supported inside of perfect conductors.

The motion-induced electric field infinitesimally close to the 
imploding liner’s outer surface means that there is a current- 
impeding voltage drop infinitesimally close to the imploding 
liner’s outer surface. In light of this, we rewrite Eq. 37 as

Vl — LI = it. (56)

Here, we now understand that VL is the driving voltage at 
the source capacitors, LI is the voltage drop infinitesimally 
close to the liner’s outer surface due to the motion of the 
liner’s outer surface, and the difference between the two is 
Li. Thus, we see that LI reduces the / that would occur if 
the liner were not imploding. For example, when the L-dot 
voltage infinitesimally close to the liner surface is equal to 
the driving voltage at the capacitors, we have 1 = 0, and the 
current is constant despite the fact that we are still driving the 
system at the source capacitors. If the L-dot voltage exceeds 
the driving voltage, then / < 0, and the current is decreasing 
despite the fact that we are still driving the system at the source 
capacitors—this is the “inductive dip” discussed previously.

Because of the axial electric field infinitesimally close to 
the imploding liner’s outer surface, the radial profiles |E(r)|, 
V(r), and |S(r)| will be modified from the stationary case 
presented above. |E(r)| and V(r) will still vary logarithmi­
cally with r, but they will no longer go to zero infinitesimally 
close to the liner’s outer surface; instead, they will go to LI/ h 
and LI, respectively. Note that if LI exceeds the driving 
voltage, then |E(r)| and V(r) will decrease logarithmically 
with r from the vacuum region infinitesimally close to the 
liner’s outer surface out to the driven end of the cavity (at 
the outermost radius of the cavity). Also, if LI equals the 
driving voltage VL, then |E| and V will be spatially constant 
throughout the cavity. For this spatially constant |E| and V 
case, |S(-/-)| = |E x B(-r)/p0| will vary as 1/r because 
|B(-/-) I = Lol/i^irr). Having |S(r)| oc 1/r would significantly 
modify the plot shown in Fig. 8. For example, |S(r)| would 
no longer go to zero infinitesimally close to the liner’s outer 
surface. Instead, |S(r) | would be maximal infinitesimally close 
to the liner’s outer surface.

Another interesting case occurs when a liner is imploding 
rapidly (L > 0) after the time when a given machine would 
obtain its peak current if the machine were being discharged 
into a static inductive load (i.e., after the “natural” rise time of 
the machine). At these late times, the current is still positive 
(flowing downward in Fig. l(b,c)), but the driving voltage and 
the electric field at the driven end of the cavity have both 
reversed (VL < 0 and E is now pointed upwards at the driven 
end of the cavity in Fig. l(b,c)). In this case, because /(f) > 0 
and L > 0, the L-dot voltage LI > 0, and its associated 
motional electric field is pointed downwards in Fig. l(b,c). 
As mentioned above, the magnitude of LI and its associated 
motional electric field are both maximal immediately adjacent 
to the imploding liner’s outer surface. Therefore, within the 
vacuum cavity, the total electric field (the superposition of 
the motional electric field and the driving electric field) goes 
from positive (downwards) near the liner’s imploding outer 
surface to negative (upwards) at the driven end of the cavity. 
Thus, the total electric field passes through zero (a null point) 
at some radius between the imploding liner’s outer surface 
and the driven end of the cavity. The magnitude of the total 
electric field increases (with opposite polarities on either side 
of this radial null point) as the distance away from this null 
point (either radially inward or radially outward) increases. 
This example provides a nice picture of the curling E field 
that exists within the vacuum cavity. By Faraday’s law, this
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curling E field is consistent with —dB/dt and the rapidly 
decreasing current that occurs when a liner implodes at these 
late times—i.e., at these late times, both the driving voltage 
and the inductive dip work together (in the same direction) to 
decrease the current faster than would occur if the load were 
a static inductive load.

For any of these imploding cases, the Poynting vector, S, 
infinitesimally close to the imploding liner's outer surface 
is no longer zero because the electric field infinitesimally 
close to the liner’s outer surface is no longer zero. This 
means that there is a net electromagnetic energy flow into 
the vacuum region that is infinitesimally close to the liner’s 
outer surface. This energy flow is partially absorbed by the 
liner (it is no longer completely reflected, as in the non­
imploding case). The energy that flows into this infinitesimal 
region is converted into: (1) the liner’s imploding kinetic 
energy; (2) the compressional work that is done on both 
the liner walls and any substances being compressed by the 
liner; and (3) the energy of the new magnetic field that 
must be supplied to fill the newly formed infinitesimal loop 
immediately adjacent to the imploding liner’s outer surface. 
This total power flow into this infinitesimal region is just the 
L-dot power PL = LI2 discussed previously (Eq. 40). This 
total power flow is equipartitioned according to Eq. 50, which
states that Pmech = PBnew = 2 PL = 2L1 .

The Poynting vector analysis above is useful for further 
illustrating how L is analogous to a resistance R. The Poynting 
vector can be evaluated over the bounding surface of a 
cylindrical resistor to find that the total electromagnetic power 
converted into heat by the resistor is Pq = 12R (Eq. 38). Note 
that along the outer surfaces of both cylindrical cases (L for an 
imploding cylindrical liner and R for a stationary cylindrical 
resistor), there is an axial electric field E (in the direction of 
the current) and an azimuthal magnetic field B. The crossed E 
and B fields gives a Poynting vector S that is directed radially 
into the cylinders. Working through this analogy/exercise is 
strongly encouraged for students and researchers interested in 
pulsed power and magnetically driven implosions.

To optimize power coupling to resistive loads, the driver 
impedance should be well matched to the load resistance [62]. 
From the lefthand side of Eq. 56, we see that the units of L are 
equivalent to Q (i.e., H/s = Q). Thus, for efficient coupling of 
the driver energy to the kinetic and/or compressional energy 
of an imploding liner, the driver impedance should be well 
matched to the intended L impedance. Since a driver has a 
finite impedance, and since the liner implosion starts with 
zero initial velocity, the liner is initially not well matched 
to the driver—initially, the stationary liner reflects all of the 
power from the driver, because the liner is a short circuit load. 
As the liner begins to accelerate radially inward, the L value 
increases, and the liner’s L impedance becomes better matched 
to the driver impedance. It is possible that the implosion 
velocity becomes so large that L exceeds the driver impedance. 
If L becomes much larger than the driver impedance, then the 
liner will again reflect much of the incoming electromagnetic 
power, but in this case, the imploding liner will look like an 
open circuit, rather than a short circuit.

Throughout the |E(r)| and V(r) discussion above, the

electric field was purely axial (vertical). This was because 
we were analyzing purely radial power feeds (i.e., the purely 
radial power feeds illustrated in Fig. 1). Here, however, we 
note that if the power feed is not purely radial, then non-axial 
(non-vertical) electric fields will arise. For example, consider 
a purely coaxial system consisting of two concentric cylin­
drical conductors, an inner conductor and an outer conductor, 
separated by vacuum. Let’s further assume that the system 
geometry is static and that the axes of the two conductors are 
aligned with the vertical z axis of a cylindrical coordinate 
system. In between the two conductors is a purely radial 
A-K gap. Initially (at t = 0), the current and voltage are 
both zero. At the top end of the line, we apply a conducting 
“shorting cap” across the A-K gap to terminate the line [see, 
for example, the uppermost horizontal electrode in Fig. 3, 
which spans the radial A-K gap of the final (coaxial) section 
of the power feed]. At the bottom end of the line, for t > 0, we 
apply a driving voltage V(t) across the radial A-K gap, which 
results in a purely radial electric field throughout the purely 
coaxial cavity. If the center conductor in a coaxial system is 
negative (cathode), then we call this negative polarity, and the 
electric field will point in the — r direction (note that, with 
the exception of the dense plasma focus, most pulsed-power- 
driven HEDP experiments are conducted in negative polarity).

Because this purely coaxial system is cylindrically sym­
metric, we again drive a current 1 (t) that results in a purely 
azimuthal magnetic field: |B(r)| = |Eg(r)| = p0I/(2nr). 
The electric field, however, is no longer constant across the 
A-K gap (i.e., E is no longer constant in the direction of E). 
Instead, we have |E(r)| = |Er (r)| « 1/r. Nonetheless, for 
V(t) > 0 during the typical experimental period shown in 
Fig. 6, the crossed E and B fields result in a Poynting vector 
S = E x B/p0 that is directed upwards and into the coaxial 
vacuum cavity. As in our previous analyses, the magnitude of 
the vacuum electric field (|E| = |Er | in this case) must go 
to zero at the end of the line (at the shorting cap) because 
tangential electric fields (radial electric fields in this case) are 
not supported at the surface of perfect static conductors.

To find the radial distribution of the radial electric field 
|E(r)| = |Er(r)| <x 1/r, we use the relationships that describe 
a cylindrical capacitor of length £ with a total charge — Q 
stored on the inner conductor and +Q stored on the outer 
conductor. Starting with the integral form of Gauss’s law for 
a cylindrically symmetric coaxial system, we get

E • dA
A

^ Er (r)

—Er • 2nr • £

Q/eo 
2nr - £

-_Q_
eo

(57)

Here, dA is an infinitesimal surface area element on the outer 
surface of the inner conductor. Note that E • dA produces 
a minus sign because dA is directed outward normal to the 
outer surface of the inner conductor while the electric field
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is pointed radially inward for an inner conductor with 
Next, we use

V E dr Q/e0 
2n - £

r out 1
- dr 
r

Q.1

Note that since Q 
coaxial system is

Q/e0 l f r°ut
2n • £ \ rin

(58)

CV, the capacitance of this cylindrical

C
e0 • 2n • £
^ (ire)

(59)

Combining Eqs. 57 and 58 to eliminate Q gives the radial 
dependence of the radial electric field in a static coaxial line:

|E(r)| = |Er (r)| =------ . (60)
r • ioe)

Note, however, that in this equation, the inductive volt­
age V varies axially along the length of the line, thus 
|Er (r)| ^ |Er (r, z)|. The axial variation can be found by 
using V(z) = L(z)I (Eq. 37 with L = 0), where L(z) is 
given by Eqs. 11 and/or 14 with h ^ ztop — z. Here we have 
replaced the arbitrary line-length parameters h and/or £ with 
ztop — z, where ztop is the position of the shorting cap at the 
top of the line, and z is the continuous axial position variable 
within the cavity. Substituting V(z) = L(z)I into Eq. 60 gives

|E(r,z)| = |Er (r,z)| = ^ . (61)
2n r

This result shows that, within the coaxial vacuum cavity, the 
radial electric field |Er (r, z)| varies linearly with ztop — z 
and decreases to zero at the shorting cap (at z = ztop). The 
maximum value of |Er(r, z)| is at the bottom (input end) of 
the line, where the voltage is applied, and at the smallest radius 
possible (i.e., at the outer surface of the inner conductor, where
r = rin).

Using Eqs. 3 and 61, we find that the Poynting flux is once 
again a function of r, though this time it is directed upwards 
and it is also a function of z:

S(r, z) = E(r, z) x B(r)/po = pgZ. (62)

This equation is for a purely coaxial feed. It should be 
contrasted with the equation above for a purely radial feed 
(Eq. 55).

1Note the similarity between Eq. 57 for a radial electric field in cylindrical 
geometry (Er(r) = (1/e0)Q/(2nr)) and Eq. 3 for an azimuthal magnetic 
field in cylindrical geometry (Eg(r) = ^o//(2nr)). Instead of I, with 
I = dQ/dt being the total current enclosed by a circle of radius r, we 
have (1/e0)Q, where e0 is the permittivity of free space and Q = Q/i 
is the total charge per unit length, or linear charge density, enclosed by 
a circle of radius r. We can also make use of a surface charge density 
Ps = Q/(2nr • i) to write Eq. 57 as E = Er r = (1/e0)ps. This is the 
electric boundary condition which states that E is essentially equivalent to 
the surface charge density Ps at the interface between a perfect conductor and 
vacuum (where the equivalence is given through the proportionality constant 
1/e0). This electric boundary condition is analogous to the magnetic boundary 
condition discussed previously (see Eqs 4 and 5 and Fig. 2), which states that 
B is essentially equivalent to the surface current density Js at the interface 
between a perfect conductor and vacuum (where this equivalence is given 
through the proportionality constant constant ^0).

If we place a radially imploding (or exploding) liner at the 
end of our purely coaxial line, then we will generate an axial 
electric field adjacent to the liner’s imploding (or exploding) 
surface. This is again because of the motion-generated L- 
dot voltage (LI). Additionally, as the liner implodes inward 
(or explodes outward), the feed will no longer be purely 
coaxial (there will be both coaxial and radial line segments). 
This complicates the picture described above, because both 
axial and radial electric field components will be present. 
In general, and in practice, power feeds are rarely purely 
axial or purely radial. They will be some combination of 
both, often involving curves and stepwise transitions like 
those illustrated in Figs. 3, 4, 10, 16, 18(a), and 19(a). In 
evaluating complex feeds, the electric field lines in the feed 
can often be sketched/estimated reasonably well by ensuring 
that the electric field lines terminate on conducting surfaces 
in directions that are normal to the conducting surfaces. In 
other words, we must ensure that any tangential electric 
field components decrease to zero infinitesimally close to the 
conducting surfaces (unless the conducting surface is moving). 
Though the electric field lines can be sketched/estimated, it is 
often best to seek computational tools to avoid being fooled 
by 1/r effects in these cylindrical systems.

In pulsed-power-driven HEDP experiments, charged par­
ticles and low-density plasmas can exist within the A-K 
gaps of the vacuum cavities (power feeds). For example, the 
intense ohmic heating of the electrodes (due to the intense 
current densities) can result in plasma generation near the 
electrodes. Additionally, neutral particles in the A-K gaps, due 
to imperfect vacuum systems and residual background gases, 
can become photoionized during the experiment. Furthermore, 
the intense electric fields in the A-K gaps can pull charged 
particles out of the electrodes/electrode plasmas and into the 
A-K gaps by mechanisms such as field emission and explosive 
emission. The electric and magnetic fields can then accelerate 
the charged particles in the A-K gap according to the Lorentz 
force equation:

F = q(E + v x B). (63)

If E(r) accelerates the charged particles across the A-K gap 
at some radius that is larger than the intended target radius, 
then a shunt current loss has occurred. This is also a power 
loss, because the magnetic energy associated with the shunted 
current does not make it to the intended target at the center 
of the machine. Shunt current losses are prevented (or at least 
strongly mitigated) in pulsed-power-driven HEDP experiments 
by the process of self-magnetic insulation.

Self-magnetic insulation occurs when the current densities 
on the electrode surfaces are high enough for the correspond­
ing magnetic field in the A-K gap to be strong enough to 
prevent charged particles from crossing the A-K gap. For 
example, consider a positively charged particle initially at rest. 
As the E field begins to accelerate the particle across the A-K 
gap via the qE term in the Lorentz force equation (Eq. 63), 
the particle velocity v begins to increase in the direction of E, 
which is towards the cathode. This increases the redirecting 
qv x B term in the Lorentz force equation because E (and thus 
the initial v) is perpendicular to B. Now, if the B field in the
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A-K gap is strong enough (i.e., if the current density on the 
electrode surface is high enough), then the redirecting qv x B 
term can become strong enough to turn the particle around 
before the particle reaches the cathode. Once the particle has 
reversed directions, the E field begins decelerating the particle 
until the particle returns to rest. After returning to rest, the 
particle has been displaced from its initial position, in the 
direction of E x B. The process then repeats. The result is 
a repeating cycloidal orbit with sharp cusps. If instead of 
initially being at rest, the charged particle has some initial 
velocity perpendicular to B, then the resulting orbit is a drifting 
circular orbit, and the sharp cusps are replaced with loops. 
These curved gyro orbits occur because the redirecting qv x B 
force is always perpendicular to both v and B. The resulting 
“E cross B drift” (vdrift = E x B/B2 [70]) is in the direction 
of the Poynting vector S = E x B/p0.

Because vdrift is in the direction of E x B, the charged 
particle drifts are driven into a static cavity when the voltage 
and current are both positive (or both negative). For example, 
charged particles are driven into a static cavity during the 
rising edge of a fast current pulse. This would be radially 
inward for a purely radial feed, axially upward for a purely 
coaxial feed (where the coaxial feed is driven at the bottom 
end of the feed), or a combination of both radially inward and 
axially upward for a combined radial and axial feed. After 
peak current, when the voltage reverses (along with the E 
field) and the current is still positive (along with the B field), 
the charged particles are driven out of the cavity. For the case 
of a purely radial power feed that is static (e.g., Fig. 1(a)), the 
drift velocity’s radial distribution is given by

|vdrift(r)| — |vr (r)|
E(r) x B(r) E (r)

B 2(r) B(r)
rI / r
— In I ------
^ \rstalk

(64)

Since this is for a purely radial and static power feed, E(r) 
is given by Eq. 54, while B(r) is given by Eq. 3 for any 
power feed that is azimuthally symmetric. Thus, |vdrift (r)| « 
ln (r/rstalk)^r. This radial distribution increases monotonically 
with r, which should be contrasted with the peaked distribution 
given by |S(r)| <x ln (r/rstaik) • (1/r) (see Eq. 55 and Fig. 8).

For power feeds/loads that are in motion and for power feeds 
with coaxial components, Eq. 64 needs to be modified. For 
example, consider the case described above for a purely radial 
feed, where a liner is imploding after the “natural” rise time of 
the machine, while I(t) is still positive. As discussed above, 
the total E(r) field has a null point at some radius in the power 
feed, with increasing values of opposite polarities on either 
side of this null point. Thus, vdrift(r) = E(r) x B(r)/B2(r) 
will also have a null point at this radius, with vdrift(r) being 
directed radially inward for radii less than the radius of the 
null point and being directed radially outward for radii greater 
than the radius of the null point. Note that the electromagnetic 
energy flux also goes through a null point at this radius, since 
S(r) = E(r) x B(r)/p0. As another example, consider the 
case of a purely coaxial and static feed. In this case, we would 
have to use Eq. 61 for E, and thus |vdrift | ^ |vdrift (r, z)| = 
|vz (r,z)|.

The charged particles drifting at vdrift = E x B/B2 do 
not easily cross the A-K gap. Instead, they are part of a self- 
magnetically insulated flow, which is in the direction of the 
electromagnetic power flow S = E x B/p0. An example 
of a self-magnetically insulated flow that is often studied is 
the flow of a negative cloud of electrons (i.e., a non-neutral 
plasma) [71]-[75]. This type of flow is sometimes referred 
to as Brillouin flow, after Ref. [71]. Here, the electron cloud 
connects to the negative electrode (cathode) and partially 
fills the A-K gap. With higher currents and lower applied 
voltages, the electron cloud is pinned closer to the cathode. 
The thickness of the cloud (or electron flow layer) is found by 
balancing the sum of the electric and magnetic field pressures 
(energy densities) at the anode with the magnetic field pressure 
at the cathode (there is no electric field pressure at the cathode, 
because E ^ 0 at the cathode due to the shielding effect of 
the electron cloud). Note that the electric field energy density 
e0E2/2 at the anode is associated with the voltage applied to 
the A-K gap, while the magnetic energy densities B2/(2p0) at 
the anode and cathode are associated with the current flowing 
in the anode and cathode, respectively. There is a difference 
between the anode current Ia and cathode current Ik because 
some of the nominal cathode current is carried by the electron 
flow layer within the A-K gap (i.e., Ik + If = Ia, where If 
is the current carried in the electron flow layer).

Balancing the field pressures for an electron flow layer 
can also be used to find a so-called flow impedance, which 
effectively relates the applied voltage V to If by instead 
relating V to the associated currents Ia and Ik (where Ia and 
Ik are associated with If because If = Ia — Ik). This is
typically done while accounting for space-charge effects. The 
characteristic impedance of a transmission line with charged 
particles in the A-K gap is lower than that of a pure vacuum 
transmission line, because the A-K gap is effectively decreased 
by the flowing space-charge layer.

In well designed machines, and in first order approxima­
tions, flow impedance effects can often be ignored, but not 
always. For example, significant effects can occur at large 
impedance discontinuities in the transmission line structures 
(more will be said about this in Sec. IV). A detailed discussion 
on flow impedance and other important processes that can 
occur within the A-K gaps of pulsed-power-driven HEDP 
experiments (e.g., charge exchange processes involving neutral 
particles, electrode surface chemistry and contamination [76], 
[77], the inverse skin effect [78], [79], etc.) are beyond 
the scope of this tutorial. However, interested students and 
researchers should be aware of these phenomena, as they are 
areas of active research. More information on these topics can 
be found in Refs. [71]-[79].

Before closing this discussion, it should be noted that the 
overall drift of charged particles in the A-K gap can be further 
modified by VB, curved B, and dE/dt effects. These drifts 
are the so-called grad-B, curved vacuum field, and polar­
ization drifts, respectively [70]. In some cases, these drifts 
can enhance shunt current losses across the A-K gap. Shunt 
current losses reduce the magnetic field at the liner’s outer 
surface, which reduces the magnetic pressure that drives the 
implosion. Here we also note that, for imploding systems, the
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motional electric field, which is strongest near the imploding 
liner’s outer surface, can become strong enough to overcome 
the magnetic insulation near the imploding liner, resulting 
in shunt current losses close to the imploding liner. This is 
especially likely during an inductive dip, when the current 
and the corresponding magnetic insulation are both reduced. 
Strong motional electric fields can also lead to charged particle 
beams (i.e., electron and ion beams) in the axial direction near 
the imploding liner. This is sometimes observed in experiments 
by strong x-ray emission emanating from the anode structures 
closest to an imploding liner or z-pinch target. The x-rays are 
the result of intense electron beams bombarding the anode 
structures. Furthermore, in deuterium z-pinch implosions, ion 
beams consisting of deuterons and/or tritons can be generated, 
and beam-target fusion products are generally observed [53]. 
Both the motional electric field effects and the various charged 
particle drifts discussed above can be estimated using simple 
analytic calculations. They can also be evaluated using more 
sophisticated particle-in-cell simulations.

Throughout the next few sections, we will be discussing 
various ways of configuring the switches and capacitors of 
a pulsed-power system—i.e., we will be discussing various 
pulsed-power architectures. These discussions will include 
both the more traditional Marx-generator/pulse-fonning-line 
approach to pulsed power (e.g., the Z machine) as well as some 
more recent LTD-based approaches (where an LTD cavity 
is very similar to the simple LC model presented above in 
this section). Throughout these discussions, and regardless of 
the machine architecture, it will be helpful to keep in mind 
that voltages V are combined in series for voltage addition, 
currents I are combined in parallel for current addition, and 
both voltages and currents are increased together for power 
amplification (since Peiectric = VxI). It will also be helpful 
to keep in mind that, regardless of the machine architecture, 
pulsed power for HEDP applications is almost always about 
energy compression in both time and space. Energy compres­
sion in time is achieved by a sequence of storage and switching 
techniques. That is, energy is stored over a particular time 
scale and then discharged over a faster time scale to achieve 
power amplification. This works because power is the rate of 
energy delivery, P = A£/At, so by making At very small, 
we can make P very large for a finite amount of energy A£. 
Energy compression in space is achieved by storing lots of 
electrical charge Q at a large radius (e.g., around the outer 
perimeter of a given machine) and then focusing the discharge 
current I = clQ/clt to a small radius to achieve large current 
densities J{r,t) (or equivalently large clQ/clt per unit area). 
Based on our discussion above for fast 100-ns pulses, the 
large current densities are associated with large magnetic fields 
B(r, t), large magnetic pressures pmag(r, t) = B2 (r, t)/(2p0), 
and large magnetic energy densities gg(r,/) = pmag(r,t). 
Furthermore, the process of target implosion and stagnation 
further compresses energy in both time and space.

IV. A BRIEF REVIEW OF THE Z PULSED-POWER FACILITY 
(NOT AN LTD)

Before describing LTDs for HEDP applications, we first 
describe the Z machine (which is not an LTD) to provide a
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Peaking Water Water Experimental 
Switch Convolute Load/Target

Switch

Marx isc 
Generator OTL2 MITLs

PFL Vacuum-Insulator 
Stack !

■< 16.5 m I
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Fig. 9. Cross-sectional drawing of one radial half of the Z pulsed-power 
facility (this is not an LTD facility). The various components/stages are 
described in the text. A zoomed-in drawing of the vacuum section (containing 
the water-vacuum insulator stack, the MITLs, and the experimental load/target 
region) is provided in Fig. 10. (Figure source: Ref. [80].)
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Fig. 10. Cross-sectional drawing of one radial half of the Z vacuum section. 
(Figure source: Ref. [80].)
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Fig. 11. The operating principles of a simple unipolar Marx generator, (a) 
Prior to the discharge triggering event, the capacitors are charged in parallel 
at a charging voltage Uo, through charging resistors Rl, and the gas-filled 
spark-gap switches are in an open state, (b) Upon the triggering event, the 
switches close, and the capacitor configuration changes from parallel to series, 
(c) A reduced equivalent circuit after the triggering event. (Figure source: 
Ref. [83].)

basis for comparison. The Z machine is presently the world’s 
state-of-the-art pulsed-power facility for studying HEDP. The 
architecture of the Z machine is illustrated in Figs. 9 and 
10 [1], [2], Prior to pulsing the machine, electrical charge is 
stored in the capacitors of 36 Marx generators, which reside 
around the perimeter of the machine in a tank filled with oil 
for electrical insulation (see the left side of Fig 9). The outer 
diameter of this tank is about 33 m (100 ft).

The Marx generator circuit was patented by Erwin Marx 
in 1923 [81], [82]. The operating principles behind a simple 
unipolar Marx generator are illustrated in Fig. 11. Essentially, 
capacitors are charged in parallel and discharged in series 
through gas-filled spark-gap switches. During the discharge, 
at the output end of the generator, the voltage is amplified 
to roughly nU0, where Uq is the charging voltage and n is 
the number of capacitors. Also during discharge, the system’s 
equivalent inductance is nL and the system’s equivalent ca­
pacitance is C/n, where L and C are the inductance and 
capacitance values for the individual spark-gap switches and 
capacitors, respectively. Note that this fast reconfiguration 
from parallel to series (referred to as the Marx erecting) 
effectively increases the system’s characteristic impedance: 
Zq = \/LjC -a ri\jLfC. A single Marx generator can 
therefore be thought of as a high-impedance system, which 
is useful for driving large voltages into high-impedance loads; 
however, as we will see, the impedance of a Marx-generator- 
driven system can be lowered by using several Marx generators 
in parallel.

The unipolar circuit of Fig. 11 is shown here for its 
simplicity in illustrating the basic operating principles of 
a Marx generator. However, the Marx generators on the Z 
machine are actually of the bipolar type illustrated in Fig 12. 
In contrast to the unipolar circuit of Fig. 11, the bipolar 
circuit of Fig. 12 is a bit more complicated. For example, 
two separate charging lines must be maintained, one at +[/q 
and one at —U0. Nevertheless, the operating principles are

Trigger

oTo-
(a) Bipolar charging version 

of a Marx generator 
(like the charging system 
used on the Z machine)

o o

2. Stage1. Stage

Switch
+U„ Inductance 2U0 3U,(b) Configration while 

discharging

(c) Reduced equivalent circuit 2nU„ 
while discharging ,—lh

JrCI2n nL
To the load

Fig. 12. The operating principles of a bipolar Marx generator. The Marx 
generators on the Z machine are bipolar. Relative to the unipolar Marx 
generator (Fig. 11), the bipolar Marx generator requires half the number of 
stages/switches, which reduces the Marx generator’s overall size, cost, and 
inductance, (a) Prior to the discharge triggering event, the capacitors are 
charged in parallel at a charging voltage of either +Uq or —Uo, and the gas- 
filled spark-gap switches are in an open state, (b) Upon the triggering event, 
the switches close, and the capacitor configuration changes from parallel to 
series, (c) A reduced equivalent circuit after the triggering event. Note that the 
n shown here for the bipolar circuit would be half the value of the n shown for 
the unipolar circuit of Fig. 11 when generating the same total output voltage. 
(Figure source: Ref. [83].)

essentially the same (i.e., the capacitors of a given polarity are 
charged in parallel and then the entire circuit is discharged in 
series). The benefits of a bipolar circuit are that, relative to the 
unipolar circuit, the bipolar circuit requires half the number 
of stages/switches, which reduces the Marx generator’s overall 
size, cost, and inductance.

Each Marx generator on the Z machine contains sixty 2.6- 
/iF capacitors. These capacitors can be charged to Uo = 
±100 kV. Thus, the generator output voltage can be as high 
as V0ut = 60 • 100 kV = 6 MV. Additionally, with 36 Marx 
generators on the Z machine, the resulting total electrical 
energy storage prior to an experiment can be as high as 
£store = 36 60 - \CUq = 28 MJ. (This is about as much 
energy as running a 100-W lightbulb for a few days, but it 
is still enough energy to cause significant damage as well as 
health and safety concerns when it is discharged very rapidly. 
For example, the energy release from a stick of dynamite is 
about 1 MJ.)

Because of the large 2.6-/iF capacitors (and because of the 
large inductance of the large capacitors and switches), the 
Marx generators on Z have a relatively long rise time Tpeak ~ 

\J(riL)(C/n) ~ VZC ~ 1 /is (cf. Figs. 11 and 12). The use 
of large capacitors results in a long rise time for two primary 
reasons: (1) for a given initial charge voltage, larger capacitors 
have more charge to transfer, since Q = CV\ and (2) the 
capacitor discharge rate (/ = dQ/dt) for a discharge into an 
inductive channel is limited by the voltage across the capacitor 
V and the inductance of the discharge channel L, since 

= V/± and thus T(f) = ^(&T/df)df = ^(y/±)df. 
From the previous expression, note that the discharge rate I(t.) 
could be increased (and thus the rise time Tpeak could be
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decreased) by decreasing the channel inductance L. However, 
this is often difficult to do in practice, since the discharge 
channel in this case would be the current-carrying plasma 
channel that forms when a gas-filled spark-gap switch breaks 
down to close the switch, and there are practical limits to 
how small the inductance of this breakdown channel can be 
made. Thus, for a given initial charge voltage and for a given 
discharge channel inductance, larger capacitors simply take 
longer to discharge. As we mentioned above, though, the tune 
scales of interest for many HEDP applications are ~ 100 ns. 
Thus, pulse compression is needed.

On Z, pulse compression is achieved primarily through the 
use of pulse-forming lines (PFLs). The operating principles 
behind a PPL are illustrated in Fig. 13, while more general 
transmission line theory is provided in Appendix C. On Z, the 
long, ~ 1 //s, output pulse from a given Marx generator is used 
to charge a coaxial PPL (labeled as “ISC” for intermediate 
storage capacitor in Fig. 9). When the ISC is fully charged, a 
laser-triggered gas switch (LTGS) is closed, and the ISC begins 
discharging into a shorter coaxial PPL (labeled as “PPL” in 
Fig. 9). The discharge time of the ISC is roughly 200 ns, while 
the discharge tune of the subsequent PPL is roughly 100 ns, 
hence the ISC is approximately twice the physical length of the 
subsequent PPL. Both the ISC and the PPL are water insulated 
to maximize energy storage as well as to achieve the desired 
pulse duration in a physically short line length. Water is a 
good choice for the dielectric/insulating medium for several 
reasons. First, water can be pumped into or out of the large 
metal ISC and PPL structures. This makes servicing the ISCs 
and PFLs more manageable. Also, if an arc occurs in the water, 
producing carbon and other contaminating particulates in the 
water, then the water can be easily filtered, cleaned, and/or 
replaced. Second, water has a high dielectric permittivity e, 
and the electric held energy stored in a capacitor is given by 
Se = \CV2 oc e (cf. Bqs. 9 and 59). Thus, more energy can 
be stored in a water dielectric medium than in vacuum, for 
example. Third, a higher permittivity means that a physically 
shorter length of transmission line can be used for a given 
pulse duration, since the pulse duration scales as \/LC oc Vv • 
This reduces material costs and the physical space needed to 
fit a machine of a given electrical energy and pulse duration.

Referring to Fig. 9, we see that each Marx-generator is 
connected in series to a single ISC-PFL combination. We refer 
to this arrangement as a Marx-generator/PFL module. The Z 
machine contains 36 Marx-generator/PFL modules. These 36 
modules are arranged electrically in parallel with each other, 
through a series of connecting structures downstream of the 
modules. Bach module feeds power radially inward from the 
machine’s outer tank towards the machine’s vacuum section, 
where experimental loads (or “targets”) are positioned.

From Fig. 9, we see that each PPL is discharged through 
a self-breaking main water switch into a flat and balanced 
tri-plate structure called “output transmission line 1” (OTL1). 
Each OTL1 is discharged through a peaking water switch 
into a second flat and balanced tri-plate structure called 
“output transmission line 2” (OTL2). The OTL2s combine 
pairs of OTL1 outputs into single OTL2 outputs through a 
simple “Y” connection. Each of the 36 OTL2 inputs has an

(a) Representation of PFL 
before discharge

+ + + + + + + + + + + + + +

(b) PFL equivalent 
circuit

R

(c) Discharge characteristics for different load impedances R

Fig. 13. Illustrations representing the operating principles of a pulse-forming 
line (PFL). Prior to the discharge triggering event, the long transmission line, 
with a characteristic impedance Zo (see Appendix C), is charged from one end 
(the input end) while the other end (the output/load end) is connected to a high- 
power switch, which is in an open state. Once the line is fully (and uniformly) 
charged to the desired voltage, V’o, the charging supply is disconnected from 
the input end of the line. This leaves both ends of the now fully charged line in 
an open state. At this point, the output switch is triggered closed. This allows 
the charged transmission line to start discharging into the load (or into a larger 
pulsed-power system's next stage). For a matched load (R = Zo), the open- 
circuit charging voltage V’o is split evenly across the two equal impedances 
(Zo and R), which are now in series with each other. The result is that a 
voltage Vb/2 appears across the load R for a duration tci = 2*i, where *i 
is the one-way transit time of the line (see Appendix C). The duration is 
twice the electrical length of the line because this is the time it takes for an 
electromagnetic wave, with a voltage amplitude of — V’o/2, to propagate from 
the disturbance (from the output end of the line where the switch has closed) 
back up the line to the now open-circuited charging end of the line, where it 
is then fully reflected back towards the load end of the line. Upon returning 
to the load, the voltage is zeroed. This phenomenon occurs because of transit 
time isolation—i.e., the minimal time required for information to propagate 
from one end of the line to the other is limited by the speed of light in the 
medium, and the speed of light in the medium is the propagation velocity of 
the electromagnetic wave that is launched when the output switch is closed. 
That is, the charging end of the line knows nothing about the switch closing 
until the backwards propagating electromagnetic wave reaches the charging 
end of the line. Thus, the charging end of the line remains at a value of V’o until 
the backwards propagating — Vo /2 wave reaches the charging end. Because of 
the superposition principle in fundamental electricity and magnetism, voltages 
add linearly. Thus, on the first pass, the backwards propagating — Vo/2 wave 
consumes half of the line's initial +V0. Then, after reflecting off of the open- 
circuited charging end of the line, the now forward propagating — Vo /2 wave 
consumes the line's remaining +Vo/2, which reduces the line's voltage to 
zero just behind the wavefront. For cases where R yC Zo, longer duration 
discharges (R > Zo) and/or ringing discharges (R < Zo) can occur. For 
more details, see Ref. [62]. (Figure source: Ref. [62].)

impedance of 6.4 f2, while each of the 18 OTL2 outputs has 
an impedance of (6.4/2) fi = 3.2 fi [1], Considering the 36 
parallel Marx-generator/PFL modules (or the 18 parallel OTL2 
outputs), these impedances result in an overall Z facility driver 
impedance of Zz = (6.4/36) fi = (3.2/18) fi = 0.18 fi [1], 

From Fig. 9, we see that the OTL2 outputs feed the 
water convolute. In pulsed power, convolutes make complex 
(“convoluted”) electrical connections, which usually involve 
some complex 3-dimensional geometry to reduce the number 
of parallel current paths in the system. On the Z machine,
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the water convolute makes the “convoluted” connections from 
the eighteen electrically-parallel OTL2 outputs to the four 
electrically-parallel levels of the water-vacuum insulator stack. 
The water convolute also rotates the driving electric fields by 
approximately 90°, from being approximately horizontal in 
the OTL2 tri-plate structures to being approximately vertical 
in the water-vacuum insulator stack [1]. Note that on the Z 
machine, there is also a second convolute, called the “double 
post-hole convolute,” which resides in the vacuum section of 
the machine (see Fig. 10); this convolute is described in more 
detail below.

The water-vacuum insulator stack separates the water- 
insulated section of the machine from the vacuum-insulated 
section of the machine (see Figs. 9 and 10). At this interface, 
the three metal anodes and the two metal cathodes are insu­
lated from each other by four stacks of alternating dielectric 
insulator rings and metal voltage-grading rings (the grading 
rings “float” electrically between the anode and cathode po­
tentials). The water-vacuum insulator stack is connected to 
four electrically parallel, vacuum, self-magnetically insulated 
transmission lines (self-MITLs) [84].

In the vacuum section, the four-level MITL system is 
combined into a single inner-MITL feed by a double post-hole 
convolute (~ 1 ft in size). Vertical anode posts (gray) passing 
through the cathode holes (red) of the convolute combine the 
four anode plates (blue) together into the single top electrode 
of the inner-MITL feed. The cathode “skirt” (which is the 
red cylinder residing just within the radial position of the 
gray anode posts) combines the two cathode plates (red) into 
the single bottom electrode of the inner-MITL feed. Finally, 
the inner-MITL feed connects to the experimental load under 
test (e.g., a z-pinch target or a material sample for a material 
properties experiment).

In Fig. 10, the four power levels of the MITL system are 
indicated by the labels A, B, C, and D. It may seem confusing 
at first that there can be four power levels and only two 
cathode plates (red) and, likewise, that there can be four power 
levels and only three anode plates (blue). However, the key 
to understanding this is to recall that we are dealing with 
surface currents, due to our 100-ns time scales, and the image 
presented in Fig. 10 represents only one azimuthal slice of 
a structure that is azimuthally continuous about the center 
line. Thus, one cathode plate (red) can serve two power levels 
by using the top and bottom surfaces of the cathode plate 
independently. The same goes for the middle anode plate.

The reason that four parallel MITLs and a double post-hole 
convolute are used in the vacuum section, rather than just a 
single MITL and no post-hole convolute, is that the multi­
level arrangement reduces the overall inductance of the vac­
uum section. This can be understood by first considering the 
inductance of a single level, Lsingle. Then, with four of these 
levels in parallel with each other, the equivalent inductance of 
the four-level MITL system is Lequiv = Lsingie/4. This helps 
to maximize the amplitude and shorten the rise time of the 
current pulse delivered to the load.

The use of a post-hole convolute also means that the power 
flow coming from the MITL section will experience a large 
impedance discontinuity at the convolute. The magnetically

insulated electron flow in each of the four MITL levels can be 
lost to the anode posts in the convolute. This represents a shunt 
current loss. This loss occurs because magnetic insulation 
is lost in the convolute. Magnetic insulation is lost in the 
convolute because magnetic nulls (regions where B = 0) exist 
in the A-K gaps of the convolute. The magnetic nulls are the 
result of a topological change in the B field, which is the result 
of combining four parallel current paths into a single current 
path. Because of the loss of flow electrons, it is important 
to keep the electron flow impedance as high as possible to 
keep the electron flow current as low as possible (which 
keeps the current loss in the convolute as low as possible). 
Establishing a better understanding of convolute physics is 
presently a very important area of research at Sandia [85]-[88], 
especially when considering the construction of new machines 
with currents much larger than today’s Z facility [36].

Note that even though we are reviewing the Z facility 
as an example of a Marx-generator/PFL-based architecture, 
much of this discussion will be germane to an LTD-based 
design as well. This includes the use of water insulation for 
greater energy storage and transmission as well as the use of 
a water-vacuum insulator stack, a multi-level MITL system, 
a post-hole convolute, and an inner-MITL final feed. Here 
we also note that the ISCs and PFLs in the Z facility are 
essentially cylindrical capacitors that are discharged into the 
inductive vacuum cavity of the machine. Thus, this system 
is similar to (but not exactly equivalent to) our simple LC 
model discussed in Sec. III. The PFL discharge is different 
from a simple LC discharge because the series inductance 
and the parallel capacitance of the PFL are distributed along 
the physical length of the PFL. This is represented by the LC 
ladder network shown in Fig. 13(b). The distributed LC net­
work leads to the transit-time-isolated discharge characteristics 
presented in Fig. 13. The result is a more “flat-topped” voltage 
pulse than that generated by a simple LC discharge. The 
difference in voltage waveforms corresponds to a difference 
in current waveforms as well. In Marx-generator/PFL-based 
architectures, the current waveform is often well approximated 
by a sine-squared waveform [i.e., I(t) % I0 sin2(wt)], while 
the simple LC discharge produces a sine waveform [i.e., 
I(t) = I0 sin(wt)]. It is important to note that the time to 
peak electrical power [P(t) = V(t) x I(t)] for the sine and 
the sine-squared current pulses into a static inductive load 
are, respectively, 2 Tpeak and § Tpeak, where Tpeak is the time 
to peak current. This means that the time of peak electrical 
power is closer to the time of peak electrical current for the 
sine-squared pulse. Since the time of peak electrical current is 
often the time of peak magnetic pressure, this timing could 
be important for various z-pinch loads (see the discussion 
at the end of Ref. [89], for example). In Sec. V, we will 
see that LTDs are very similar to our simple LC model of 
Sec. III, thus LTDs produce a sine-shaped current waveform 
(unless special LTD pulse shaping techniques are employed; 
see, for example, Fig. 24 and Refs. [30], [35], where Ref. [35] 
in particular discusses how to generate “flat-topped” square- 
wave-like voltage and current pulses from an LTD).

When thinking about all of the various stages and con­
nections in the Z machine, it is helpful to recall what we
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Fig. 14. Power flow through three stages of the Z machine. These stages 
correspond to those shown in Fig. 9. This figure illustrates the principle of 
power amplification through pulse compression in time.

mentioned at the end of the previous section: Voltages are 
combined in series for voltage addition, currents are combined 
in parallel for current addition, both voltages and currents are 
increased together for power amplification, and pulsed-power 
for HEDP applications usually involves energy compression 
in both time and space. For example, in a Marx generator, 
the voltage is amplified from Uq to nU() via a fast parallel-to- 
series reconfiguration. This is a voltage amplification factor 
of n = 60 for the Marx generators on the Z machine. 
Additionally, since the Marx capacitors on the Z machine are 
charged from the power grid on a time scale that is ~ 1 min 
and discharged in an output pulse that is ~ 1 /is, this is an 
example of energy compression in time.

Another example of energy compression in time is the use 
of PFLs. The power amplification due to the PFFs on Z is 
illustrated in Fig. 14. Recalling that the Z machine stores 
% 20 MJ of electrical energy in its fully charged Marx 
generators, we see that this energy is spread out broadly across 
^ 1 /is when the Marx generators discharge. This results in a 
relatively low peak power of only 20 TW. The PFFs, however, 
then reduce the pulse length from ~ 1 /is down to ~ 100 ns, 
while simultaneously conserving much of the total energy in 
the pulse. This pulse compression technique amplifies the peak 
power to roughly 80 TW (more than the power generating 
capacity of the entire world’s power plants combined).

As an example of current amplification, consider the Z 
machine’s 36 parallel current paths (from the 36 parallel Marx- 
generator/PFF modules) as they are combined into a single 
current path at the load. Thus, the overall current amplification 
factor for the machine is roughly 36. These parallel path 
connections occur at the following locations in the machine:
(1) at the OTF1 to OTF2 transition (taking 36 parallel current 
paths down to 18 for a current amplification factor of 2);
(2) at the water convolute (taking 18 parallel current paths 
down to 4 for a current amplification factor of 4.5); and (3) at 
the double post-hole convolute section (taking the 4 parallel 
MITF levels down to a single inner-MITF feed for a current 
amplification factor of 4). Note that this process is also an 
example of energy compression in space. That is, consider 
all of the electrical charge Q stored in the Marx generator 
capacitors around the perimeter of the machine (which is 
33 m in diameter). This stored charge is discharged in an 
electrical current I = dQ/dt ~ 25 MA that is focused towards

the load at the center of the machine (usually a load/target 
with ~ 1 cm scale size). This results in very intense current 
densities J(r,t) (or dQ/dt per m2), very intense magnetic 
field pressures pmag = B‘2/(2/i0), and very large energy 
densities £b(t, f) = pmag(u t). And, as mentioned above, the 
process of target implosion and stagnation further compresses 
energy in both time and space.

Here we also note that the trigger timing for each of the 36 
parallel Marx-generator/PFF modules can be controlled nearly 
independently from one another (for example, by changing 
the relative timings of the 36 laser-triggered gas switches). 
Because of this, and because the currents from the 36 modules 
add approximately linearly, the Z facility is capable of deliv­
ering custom-designed pulse shapes to loads. The duration of 
these pulse shapes can be extended out to ~ 1 /is.

In the end, the Z pulsed-power facility delivers ~ 3 MV 
to the vacuum section of the machine, with an overall driver 
impedance of about 0.18 (2. This results in an electrical current 
pulse that rises from 0 to 25 MA in ~ 100 ns (or a shaped 
pulse that can be modulated out to ~ 1 /is; note that the 
voltage and driver impedance change somewhat for longer 
pulse shapes [1]). This current pulse is applied to various 
loads to generate magnetic drive pressures on the order of 
100’s Mbar. The various loads investigated enable research 
efforts in inertial confinement fusion (ICF) [7], [10], [90]- 
[92], pulsed-power physics [27], z-pinch physics [93], [94], 
radiation effects [15], radiation physics [13], [14], laboratory 
astrophysics [95], dynamic material properties [96]-[98], and 
other high-energy-density physics (HEDP) applications [90], 
[99]. The Z accelerator is also very efficient, coupling up­
wards of 15% of its stored % 20 MJ of electrical energy 
to well-matched loads—i.e., delivering roughly 1-3 MJ to 
well matched loads. This is equivalent to a few sticks of 
dynamite going off in the vacuum chamber of the machine 
every experiment. This energy release produces a harsh debris 
environment that must be mitigated for sensitive experimental 
equipment, including sensitive diagnostics.

In addition to the Z facility at Sandia, there are several 
university-scale Marx-generator/PFF-based pulsed-power ma­
chines that are used to study HEDP. Some examples (see 
Fig. 15) include the ~1-MA, 250-ns MAGPIE generator at Im­
perial College, UK [100], [101], the ~1-MA, 100-ns ZEBRA 
generator at the University of Nevada, Reno [102], [103], and 
the ~1-MA, 100-ns COBRA generator at Cornell University 
[104]. Note that MAGPIE uses four Marx generators and four 
coaxial PFFs, ZEBRA uses a single Marx generator and a 
single coaxial PFF, and COBRA uses two Marx generators and 
four coaxial PFFs. The driver impedance of these Marx/PFF- 
driven systems is typically characterized by

Zdriver = (65)Apfls

where Zpa is the characteristic impedance of a single coaxial 
PFF (see Appendix C) and iVpfis is the number of PFFs 
connected in parallel at the load. Thus, the driver impedance 
for MAGPIE is Zmagpie = (5/4)0 = 1.25 0, the driver 
impedance for ZEBRA is Zzebra = (1.9/1) O = 1.9 O, and 
the driver impedance for COBRA is Zcobm = (1.8/4) O =
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Fig. 15. Graphical representations of some of the largest university-scale (~1 MA) Marx-generator/PFL-based facilities used for studying HEDP (these are 
not LTD facilities). Shown are the ^1-MA, 250-ns MAGPIE generator at Imperial College, UK [100], [101], the ~1-MA, 100-ns ZEBRA generator at the 
University of Nevada, Reno [102], [103], and the ^1-MA, 100-ns COBRA generator at Cornell University [104].

0.45 Q. The total pre-shot capacitance of these facilities is 
about 67 //T’ for MAGPIE and about 43 //I: for ZEBRA and 
COBRA. The total pre-shot energy storage for these facilities 
is ~ 100-300 kJ, depending on the charge voltage used (which 
is typically in the range of 70-100 kV).

Before leaving this section, we note that the PEL storage 
and switching complexity in a traditional Marx-driven system 
is needed only to reduce the pulse rise time from ~ 1 //s to 
~ 100 ns. As we will see, the beauty of an LTD-based system 
is that these pulse compression techniques (with their inherent 
energy inefficiencies) are no longer needed. This is because 
the LTD generates a pulse that is already ~ 100 ns right from 
the primary storage capacitors, due to the use of many small 
(and therefore fast) storage capacitors arranged electrically in 
parallel with each other.

V. Introduction to linear transformer drivers 
(LTDs)

The architecture of a single, modern LTD cavity is very 
similar to the illustrations shown in Fig. 1, where many fast 
switches and capacitors are distributed around the perimeter of 
an inductive, cylindrical metal cavity. During our discussion 
of a simple LC model, presented in Sec. Ill, we noted that 
in order to achieve a large-amplitude, fast-rising current pulse 
(to achieve the highest drive pressure at the fastest rate), we 
needed to have a system with low L and large C (large C for 
large charge storage Q). What makes modern LTD cavities 
special is that the switches, capacitors, power feed, and load 
are all packaged together very compactly within the metal 
cavity itself, while simultaneously achieving very low L and 
large C through the use of many parallel channels of small 
and fast capacitors and switches.

An example of the efficient, highly parallel packaging 
within an LTD cavity is presented in Fig. 16. This single-cavity
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MAIZE (LTD)

Fig. 16. (Top) Cross section of the 3-m-diameter MAIZE LTD [29]: (1) 
spark gap switch—40 such switches in the LTD; (2) 40 nF capacitor—80 such 
capacitors in the LTD; (3) iron core—2 cores in the LTD; (4) high voltage 
insulator; (5) coaxial transmission line section; (6) radial transmission line 
section; (7) load region with conical power feed; (8) 1-m-diameter vacuum 
chamber; (9) oil chamber. (Bottom) Photograph of the MAIZE cavity (without 
the lid, center electrodes, load, or vacuum chamber). This photo shows the 40 
power units called “bricks” distributed around the perimeter of the machine. 
Each brick consists of two capacitors (a top and bottom capacitor) and one 
gas-filled spark-gap switch. In this photograph, only the top capacitors can 
be seen (white squares). Additionally, the tops of the spark-gap switches can 
be seen (shiny circles next to the white square capacitors).

LTD system is the Michigan Accelerator for Inductive Z-pinch 
Experiments (MAIZE) at the University of Michigan (UM) 
[29]. The low L and large C is achieved by distributing many 
small and fast capacitors and switches around the perimeter of 
the 3-m-diameter machine. The use of many small capacitors 
(and switches) in parallel keeps the overall L low while 
simultaneously providing a large effective surface area for a 
large overall C. The large C enables a large overall charge 
storage Q = CV. During a discharge, all of the Q in these 
capacitors is rapidly focused towards the load at the center 
of the machine to achieve a high current density J (i.e., high 
dQ/dt per m2).

The small overall inductance on MAIZE is also obtained 
by keeping the volume of the vacuum power feed small. 
That is, both the anode-cathode gap spacing d and the overall 
axial translation from the capacitors to the load Az are kept 
small. The result is a power feed that is primarily radial. 
Note that there is some small Az in the MAIZE power feed 
of Fig. 16 (top), such that the load is lifted just above the 
horizontal plane of the capacitors and switches, but this is 
done solely to provide the diagnostics with an unobstructed 
side-on view of the load during an experiment. Also note that 
if a Az translation such as this must be done, then it is best to

Top capacitor Output gap

rWap

+ K-

Fig. 17. (a) A Sandia brick design capable of storing up to 800 J of electrical 
energy and supplying up to 5 GW of electrical power, (b) An equivalent circuit 
model for a single brick.

locate the translation at a large radius to reduce the associated 
increase in inductance. To understand why this is the case, 
consider Eqs. 11 and 14 and evaluate L(nn) for a constant 
anode-cathode gap spacing d = rout-nn and a constant/given 
Az = h; the inductance will be smaller at larger r-m. For this 
reason, most of the Az translation on MAIZE is done at a 
large radius (i.e., right near the capacitors)—see Fig. 16 (top).

The capacitors and switches distributed around the perimeter 
of an LTD cavity are grouped together in power units called 
“bricks” Each brick consists of two capacitors (a top and 
bottom capacitor) connected electrically in series with each 
other through a gas-filled spark-gap switch.2 The MAIZE 
facility consists of 40 bricks, thus MAIZE has 80 capacitors 
and 40 spark-gap switches (see Fig. 16). LTD bricks (and the 
capacitors and switches that comprise them) continue to be 
developed to this day. For example, Sandia has now developed 
a brick capable of storing up to 800 J of electrical energy and 
supplying up to 5 GW of electrical power [see Fig. 17(a)].

Bricks are also now being used to drive various applications 
directly (i.e., without an LTD cavity). For this reason, bricks 
represent a true LTD spinoff technology. Some examples 
include bricks driving very long coaxial cables, such that the 
bricks are transit-time isolated from the loads. By connecting 
several of these brick-driven cable lines together in parallel at 
the load, precise control over pulse shaping can be achieved. 
These machines are typically referred to as cable pulsers [105]. 
Bricks are also now being used to drive X-pinches for portable

2Note that it is not necessary for bricks to have two capacitors. See 
Refs. [23], [38] for examples of bricks with just a single capacitor.
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and efficient radiography sources [106], [107].
An equivalent circuit model for a brick is presented in 

Fig. 17(b). One of the capacitors in a brick is charged to +Vc 
while the other is charged to — Vc. When the spark-gap switch 
is closed, the capacitor voltages add in series with each other 
so that the output voltage is

N = 2 |V:|. (66)

In some sense, then, the brick can be thought of as a two- 
stage unipolar Marx generator or a single-stage bipolar Marx 
generator (cf. Figs 11 and 12). Also note that since the 
capacitors are in series with each other, the capacitance of 
each brick is

C
Cbrick = , (67)

where Ccap is the capacitance of a single capacitor within the 
brick.

On MAIZE, the capacitors are each 40 nF, which means that 
Cbrick = 20 nF. Since there are 40 bricks in parallel on MAIZE 
(Nbricks = 40), we have C = Nbricks x Cbrick = 800 nF. 
Typically, to minimize damage on MAIZE, the capacitors are 
charged to no more than Vc = ±70 kV, so that |V0| = 2|Vc| < 
140 kV. For a well-matched, low-inductance load on MAIZE, 
we typically have L % 20 nH. Thus, plugging these values into 
our simple LC model from Sec. III, we find Z0 — L/C % 
0.16 fi, /peak = V0/Z0 % 900 kA, and Tpeak = (n/2) VlC % 
200 ns. These results agree reasonably well with experiments 
conducted on MAIZE [29], [108]-[112], especially given the 
simplicity of the LC model. Note that with Vc = ±70 kV 
(|V0| = 2|Vc| = 140 kV), the initial energy stored in the 
MAIZE capacitors is

Estore = ^ CV02 % 8 kJ. (68)

Also note that MAIZE is capable of Vc = ±100 kV, in which 
case Estore % 16 kJ. Additionally, in the near future, we are 
looking to upgrade MAIZE to 80-nF capacitors and higher 
voltage switches. In this case, with Vc = ±100 kV, MAIZE 
would have Z0 % 0.11 fi, /peak % 1.8 MA, Tpeak % 280 ns, 
and Estore % 32 kJ, all from a 3-m-diameter package.

One thing that is not shown in the brick circuit model of 
Fig. 17 is that each brick has its own inductance Lbrick and 
resistance Rbrick. However, all of the bricks in an LTD cavity 
are combined in parallel, thus Lequiv = Lbrick/Nbricks and
Requiv — Rbrick/Nbricks. For MAIZE, Nbricks — 40, Lbrick %
240 nH, and Rbrick % 660 mfi; therefore, Lequiv % 6 nH 
and Requiv % 16.5 mfi [110]. This means that about half 
of the overall % 20-nH LTD cavity inductance on MAIZE 
is from the bricks and the outer regions of the power feed, 
while the remaining half comes from the inner power feed and 
the load. Note that the outer % 10-nH inductance on MAIZE 
is essentially fixed, while the inductance of the inner power 
feed and load can vary significantly from one experimental 
configuration to the next—e.g., from 8 nH to 23 nH for 
some of the configurations tested on MAIZE so far [110]. 
Also note that the L/R time on MAIZE is tl/r — L/R % 
1.2 ^s » Tpeak (meaning the voltage is primarily an inductive 
voltage: V % L/ + /L » /R) while the RC time constant

is trc — RC % 26 ns < Tpeak (meaning the capacitors 
can discharge and recharge fast enough to support resonant 
oscillations). Thus, the effect of R is small and the discharge 
dynamics of the LTD cavity will be dominated by the simple 
LC characteristics described above; that said, R is not zero, 
and thus some damping of the resonant oscillations will 
occur. Finally, we note that the inductance of a single brick 
Lbrick is predominantly due to the switch’s inductance, since 
the switch’s inductance is much larger than the capacitor’s
inductance (i.e., Lbrick — Lswitch + Lcap % Lswitch since 
Lswitch » Lcap).

It is important to understand that the LTD’s rise time 
Tpeak is largely determined by the rise time of the bricks
themselves; Tpeak ^ Tbrick = (n/2)VLbrickCbrick- The
reason for this can be understood as follows. Since the bricks 
are connected electrically in parallel within the LTD cavity, we
have Lequiv — Lbrick/Nbricks and C — NbricksCbrick. Using
Lrest to represent the inductance of everything other than the 
bricks, we have

Tpeak 2 2
VIC — \ (Lrest + Lequiv) C

—2 v (Lrest+Nbjiiks)(NbricksCbrick)

— 2 x/ LrestNbricksCbrick + LbrickCbrick. (69)

If we now neglect Lrest (i.e., if we assume a low-impedance 
load and a low-impedance power feed), then we have

Tpeak
n
2

X/2 LbrickCbrick — Tbrick. (70)

This result states that the LTD’s overall rise time Tpeak 
is largely independent of the number of bricks used, since 
Nbricks cancels out of Eq. 70. That is, as more bricks are 
placed electrically in parallel with each other, the reduction 
in L — Lrest + Lequiv, due to the reduction in Lequiv, 
almost exactly compensates for the increase in C, thus leaving 
Tpeak — (n/2) VZC largely unchanged. The fact that the over­
all rise time Tpeak is largely determined by Tbrick means that 
in order to have a fast rise time, we need to have small values 
of both Lbrick and Cbrick. In practice, a machine designer 
typically controls the rise time of a facility by selecting an 
appropriate value for Cbrick and then compensating for this 
selection by also selecting an appropriate number of bricks 
to be placed electrically in parallel with each other, since 
C — NbricksCbrick. This is done because the values for Cbrick 
and Nbricks are typically easier to control than the value of 
Lbrick % Lswitch. For example, there is a practical minimum 
to how small (and thus how fast) Lbrick % Lswitch can be 
made.

Another important scaling to be aware of is that the 
LTD’s peak current /peak is largely determined by both 
Nbricks and the current of each brick, /brick — Vp/Z^uk —
^0 x/Cbrick/Lbrick, where Zbrick — x/Lbrick/Cbrick. This
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scaling can be seen from

Vo.
-^'lirirks.f 'lirirk

V 'Si I /-lnirkv/-^'lirirks

If we again neglect Lrest, then we have

(71)

Tpeak 17i A'l it irkg. Cbrick
L

— -^'l irirkg. A irirk -
brick

(72)

This scaling is consistent with the fact that multiple current 
channels add linearly when combined in parallel.

Referring to Eqs. 70 and 72, we find that if we want a 
current pulse with both a large amplitude and a short rise time 
(i.e., a large /peak and a short Tpeak), then we need a large 
number of bricks connected electrically in parallel, where each 
brick has a small inductance and a small capacitance. That is, 
we want Abricks to be large for a large /peak, and we want 
Lbrick and Cbrick to be small for a short rpeak. Again we 
note that the small individual brick capacitance (small Cbrick) 
is compensated for by the large number of bricks in parallel 
(large Abricks)- This compensation maintains the large overall 
capacitance needed for a large amplitude current pulse (i.e., a 
large /peak requires a large C = Ai^jck/ brick). If we instead 
want a long rpeak with our large /peak, then the large C = 
(Vbricks Cbrick required for our large /peak can be obtained with 
either a large value of A^-icks or a large value of Cbrick (or 
both). In many cases, a large value of A^-icks can be traded 
for a large value of Cbrick, and vice versa, depending on the 
capacitor sizes available and the overall packaging constraints 
of the LTD.

A defining characteristic of LTD cavities is that their com­
ponents (i.e., their switches, capacitors, power feed, and load) 
are fully enclosed in the cavity’s metal casing. This means that 
electromagnetic fields and other noise sources straying from 
the cavity are minimized. This reduces interference with other 
experimental equipment outside of the casing, even when the 
equipment is in close proximity to the cavity.

In order to fully enclose the pulsed power fields within 
the metal casing, the LTD concept relies on the use of 
ferromagnetic cores with high magnetic permeability p. These 
cores are used to increase the inductance of an alternative 
(undesired/parasitic) current path that is in parallel with the 
primary (desired) current path, which runs to the load. In 
essence, the cores act as ferromagnetic “chokes.” There are 
typically two cores per LTD cavity (see Lig. 18).

To understand the two parallel current paths within an LTD 
cavity, see Tigs. 17 and 18 and consider the geometry of the 
brick’s output electrodes (Lig. 17). To be clear, we are still 
talking about surface currents; however, the output electrodes 
of the bricks occupy only discrete azimuthal locations about 
the centerline of the LTD (i.e., the discrete number of bricks 
means that the metal of the bricks’ output electrodes is not 
azimuthally continuous about the centerline of the cavity). 
This means that the surface currents flowing out of the brick’s 
capacitors can flow onto either the top or bottom surfaces of 
the brick’s upper and lower output electrodes. Lor example,

Fig. 18. (a) An axisymmetric cross section including 2 bricks (left and
right), ferromagnetic cores, and other components housed inside an LTD 
casing. (Figure adapted from source in Ref. [32].) (b) A 3D model of a brick, 
ferromagnetic cores, and other components housed within an LTD cavity. 
(Figure adapted from source in Ref. [36].) These graphics illustrate the two 
possible surface current paths within an LTD cavity. They also illustrate how 
the high-/.! ferromagnetic cores increase the inductance (impedance) of the 
undesired/parasitic surface current path (red arrows) and force the current 
to take the desired lower inductance surface current path through the load 
(green arrows). This arrangement with high-/.! cores is necessary if one wants 
to completely enclose all of the pulsed power fields within the LTD's metal 
casing while minimizing the overall volume of the casing. Note that in (a) 
(and in Fig. 17), before the switch is closed, the top of the switch is charged 
to -|ycharge|, the bottom of the switch is charged to + |Vcharge|, and both 
of the brick's output electrodes are at DC ground potential (grounded through 
the LTD's metal casing for the long time scales associated with charging). 
When the switch is closed, the potential difference across the switch drops 
rapidly to zero, pushing the brick's top output electrode to +|ycharge| and 
the brick's bottom output electrode to — |Vchargel- The resulting direction of 
the positive surface current flow during the discharge is as indicated by the 
red and green arrows in (a) and (b).

current can flow out of the top capacitor onto the top surface of 
the brick’s upper electrode. This surface current can then take 
the undesired/parasitic path that encircles the brick and returns 
to the bottom capacitor by flowing onto the bottom surface of 
the brick’s bottom electrode. This parasitic path is along the 
inner surface of the LTD’s metal casing, including the inner 
surface of the LTD’s outer wall, which is at a machine radius 
that is larger than the radial location of the bricks. Lor the 
desired current path through the load, the current would flow 
out of the top capacitor onto the bottom surface of the brick’s 
top electrode, and it would return to the bottom capacitor by 
flowing onto the top surface of the brick’s bottom electrode. 
Lor both paths, the circuit is completed through the closed 
spark-gap switch.

If the high-// cores were not used, and the volume encircled 
by the parasitic current path was filled with vacuum, then we 
would have p = //,,. In this case, the parasitic current path 
could have an inductance that is comparable to that of the load, 
which would then divert much of the overall machine current 
away from the load. The fact that the parasitic path could have
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a low inductance, when filled with vacuum, can be understood 
by referring to Eqs. 11 and 14 and again considering the case 
of L(r-m) for a constant anode-cathode gap spacing d = rout - 
r;n and for a given/constant axial extent h = Az; we would 
again find that the inductance is reduced as / ;„ is increased. 
However, we can raise the inductance of this parasitic large- 
radius current path simply by filling the volume of this path 
with a ferromagnetic material that has n > To see this, 
we can again refer to Eqs. 11 and 14, only this time we let 
p-o p /Jo­

in practice, the ferromagnetic cores are often premagnetized 
prior to an LTD pulse. That is, prior to an LTD pulse, a 
separate and independent premagnetization generator is used 
to drive the Be field within the cores to run in a direction 
that is antiparallel to the direction of the Be field generated 
by the LTD itself during the LTD discharge. This is done 
so that, during the LTD pulse, the LTD’s driving Bs field 
must do work to reverse the direction of the fields in the 
ferromagnetic cores. Essentially, premagnetization maximizes 
H and thus maximizes the inductance of the parasitic current 
path prior to the LTD pulse. To understand why this maximizes 
p, recall that ferromagnetic materials exhibit hysteresis in their 
B = ill I curves, where B is the magnetic flux density, and II 
is the magnetizing magnetic field intensity [62]. Additionally, 
since we are dealing with pulsed currents, there is a time-lag 
effect. In this case, p can be treated as a complex quantity, 
with a real part and an imaginary part (or, equivalently, the 
complex p relates a complex B to a complex II through its 
magnitude and phase information). During the LTD pulse, the 
Be held generated by the LTD begins to reverse the held 
within the premagnetized cores. As the Be held within the 
cores begins to align with the driving Be held generated by the 
LTD pulse, the value of p in the cores begins to fall along the 
trajectory specihed by the core material’s complex hysteresis 
curve. Once the Be helds within the cores have fully aligned 
with the Be held generated by the LTD pulse, the cores are 
said to have saturated. At saturation, p is minimized, and thus 
saturation should be avoided. In fact, if p falls too rapidly 
relative to the LTD’s pulse duration, then the isolation from 
the parasitic current path can be lost during the LTD pulse, 
and much of the LTD’s total current can then be diverted into 
the parasitic path, rather than to the load. Thus, it is important 
to design an LTD with enough core material for the desired 
LTD pulse length and amplitude, so that this “core saturation” 
condition can be avoided. It is also important to note that 
associated with the cores are resistive-like energy losses due 
to the hysteresis curve and Eddy currents [33]; these losses 
can be modeled using a resistor element Rcoie(t) in the circuit 
modeling of an LTD (see, for example, Refs. [32], [33], [110]).

The low L and high C of an LTD cavity means that a 
single LTD cavity is a low-impedance driver, since Zcavity = 
V^cavity/Ccavity (Eq. 30). However, another advantage of 
the LTD packaging is that it enables several cavities to be 
stacked on top of one another to form an LTD module (see 
Lig. 19). Stacking multiple cavities together in series increases 
the impedance and output voltage of the overall driver while 
leaving the current nominally unchanged. The module output 
voltage increases linearly with the number of cavities used

Fig. 19. (a) A schematic representation of two LTD cavities stacked on top
of one another to form a 2-cavity LTD module. (Figure adapted from source 
in Ref. [32].) This axisymmetric cross-sectional representation illustrates how 
the desired load current channel (green arrows) flows relative to the undesired, 
parasitic current channels (red arrows), (b) A 10-cavity LTD module design 
by Sandia National Laboratories. Here one can see the output gaps from each 
cavity stacked on top of one another, forming the anode path, which surrounds 
the central cathode stalk. Stacking the output gaps in series like this increases 
the voltage of the overall driver (think of batteries being stacked on top of one 
another with the ± polarities all aligned). Additionally, and again because of 
the series configuration, the inductances of the cavities add together, while 
the effective capacitance of the module is reduced. Thus, the characteristic 
impedance of the module is proportional to the number of cavities in the 
module. (Figure source: Ref. [36].)

because the cavity output gaps are stacked on top of one 
another—think of batteries being stacked on top of one another 
with the ± polarities all aligned—this is essentially the same 
operating principle as that of an inductive voltage adder (IVA) 
[113]3:

^module = -M3aviti.es ' Miavity- (73)

The module inductance also increases linearly with the number 
of cavities used. To understand this, consider the increase in 
overall cavity volume as more cavities are stacked on top of 
one another. All of this volume must be filled with magnetic 
flux, and this volume increases linearly with the number of

3Note that one of the primary differences between an IVA and an LTD is 
that the prime-power generation for an IVA is generated external to the IVA 
cavity, often requiring Marx generators and pulse forming lines, whereas an 
LTD's prime-power is generated within the LTD cavity itself.
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identical cavities used in the module. Thus, the overall module 
inductance is

Lmodule — Ncavities ' Lcavity • (74)

Conversely, the series arrangement means that the equivalent 
capacitance of the module is reduced in proportion to the 
number of identical cavities used:

Cmodule Ccavity/Ncavities • (75)

Therefore, the characteristic impedance of the module is 
proportional to the number of identical cavities used:

Zmodule
Lmodule
Cmodule

cavities "
I Lcavity 
Ccavity

— N ■Zc.cavities ' Zcavity (76)

Since both the voltage and the impedance increase together 
with the number of cavities, the peak current remains un­
changed from that of a single LTD cavity:

module —
^module
Zmodule

cavities ' ^cavity
— /cavity • (77)

Ncavities * Zcavity
Interestingly, while the impedance increases with the number 
of cavities, the rise time to peak current remains unchanged 
from that of a single LTD cavity:

Tmodule — "\/LmoduleCmodule — Lcavity Ccavity

— Tcavity • (78)

Since the nominal /module — /cavity and Tmodule — Tcavity,
and since for HEDP applications we are usually seeking large 
peak currents with short rise times, one may wonder: What 
is the advantage of stacking multiple cavities together? The 
answer has to do with something called machine “stiffness.” 
If a high-impedance load is used on a low-impedance (or 
“soft”) driver like a single-cavity LTD, then the resulting 
current pulse could be significantly distorted from the nominal 
current obtained when using a well-matched (low impedance) 
load. That is, for a soft, low-impedance, single-cavity LTD 
driving a high-impedance (high-inductance) load, we could
have Lload Lcavity and Zload Zcavity, so that

Lsystem — 
Zsystem —

Then, with Vsystem ~ 
would end up with

Lcavity + Lload ~ Lload 
Zcavity + Zload ~ Zload •

^cavity and Csystem —

(79)
(80)

Ccavity, we

/system — 

Tsystem ~

Vssystem Vccavity
^ /(cavity

Zsystem Zload

2 sjLloadCcavity ^ Tcavity •

(81)

(82)

However, if we stack multiple LTD cavities together in series,
so that Lmodule Lload and Zmodule Zload, then we could
instead have

Lsystem
Zsystem

Lmodule + Lload 
Zmodule + Zload

Lmodule
Zmodule-

(83)
(84)

Now, with V,ystem - ^module and Csystem
would have

/system —
^system ^ Vmodule T
Zsystem

~ y Tmodule •
Zmodule

^system ~ 2 LmoduleCmodule — Tmodule

^ Cmodule, we

/cavity (85)

Tcavity • (86)

Therefore, when driving a high-impedance (high-inductance) 
load, we can sustain the nominal current pulse of an LTD 
module, which is equivalent to the nominal current pulse of a 
single LTD cavity, by increasing the number of cavities stacked 
together in the module.

By making the current pulse more robust and independent 
of the load impedance, we are increasing the “stiffness” of the 
generator. The machine stiffness can be particularly impor­
tant in applications involving z-pinch implosions, where the 
impedance (inductance) of the z-pinch load is often initially 
very low but then increases rapidly as the z-pinch plasma tube 
implodes to small radius. The impedance (inductance) of the 
load increases rapidly because the current flows at the radius 
of the imploding plasma tube r(t), and the resulting load 
inductance is given by Eqs. 11 and/or 14 with rin ^ r(t). As 
mentioned in Sec. III (see Fig. 7), this rapid increase in load 
impedance results in an “inductive dip” in the current pulse. 
A stiffer driver will have a smaller inductive dip than a softer 
driver. A smaller inductive dip is generally considered “good,” 
since more current is usually desired for driving the load 
harder. However, a stiffer driver comes at the expense of more 
cavities. Thus, design tradeoffs must be made between pinch 
performance and machine cost. In some cases, the magnetic 
pressure at stagnation might not be very important, thus fewer 
cavities per module could be used. One of the nice things 
about LTD technology is the flexibility in choosing (designing) 
a suitable driver impedance for the particular application.4

Combining Eqs. 70, 78, and 86, we find that

^system ~ Tmodule — Tcavity ~ Tbrick- v87)

Thus, the rise time of the overall LTD system is largely 
determined by the rise time of the individual bricks them­
selves. This is particularly true for small load impedances (i.e.,
Zload ^ Zcavity < Zmodule ~ Zsystem). This is an important
point to keep in mind when designing an LTD system. It is 
difficult to significantly alter the inductance of a single brick 
(where Lbrick ~ Lswitch), thus a machine designer’s ability to 
control the rise time of a facility comes primarily from the 
designer’s choice of capacitor size. The selection of smaller 
capacitors results in shorter rise times. The selection of smaller 
capacitors also means that a larger number of capacitors (and 
thus bricks) must be used in parallel to maintain the large
overaU Ccavity — NbricksCbrick (or C — nCi in Eq. 9) needed
for producing large amplitude current pulses (see also the

4Note that if a generator is stiffer than necessary for a particular application, 
then some of the excess inductively stored magnetic energy can be recovered 
using an adapter device called a load-current multiplier (LCM) [114]. This 
device acts as an impedance transformer to better match the driver impedance 
to the load impedance. For example, an LCM was used to nearly double the 
current (from 0.9 MA to 1.7 MA) into planar wire-array loads and planar foil 
loads on the relatively stiff ZEBRA generator at the University of Nevada, 
Reno [115]. See Ref. [114] for more details on the LCM device.
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Fig. 21. 2D LSP simulation results illustrating an electromagnetic pulse 
propagating down an impedance-matched LTD module with very little back 
reflections. (Figure source: Refs. [116], [117].)

Fig. 20. Illustrations of impedance matching within a module, (a.b) 
Equivalent circuits for an 8-cavity module, (c) Schematic illustrating the 
current flow in a 3-cavity module, (d) A 60-cavity module with a center 
conductor (red cathode stalk) that decreases in radius from left to right. This 
increases the characteristic impedance of the coaxial transmission line in a 
way that matches the growing cumulative impedance of the module for a 
forward propagating wave that travels from left to right through the module. 
The result is a purely forward-going, amplified voltage pulse at the output end 
of the module: Unodule ~ Wavities • Kavity- (Figure source: Refs. [27], 
[116].)

discussion surrounding Eq. 72). Note once again, however, 
that by using many small capacitors (bricks) in parallel, 
we are also reducing the overall system inductance, since a 
single cavity inductance scales as Lcav[ty ~ Lbrick/Abricks ~ 
Lgwitch/^bricks- This leads to the rise time scaling result 
shown in Eq 87, since t,,lVi i v — \JU-.vii>■ avii>■ L.ai-■!< 
(see also the discussion surrounding Eqs. 69 and 70).

The electromagnetic wave that propagates through an LTD 
module has a finite speed of propagation. For this reason, the 
triggering of the individual cavities should be controlled such 
that each successive cavity is triggered t\ after the preceding 
cavity, where n is the 1 -way transit time of the wave passing 
by a given cavity. In this way, the voltage is amplified as the 
electromagnetic wave propagates through the module. Also, in 
order to achieve very little back reflection, the characteristic 
impedance of the module should be continuously and smoothly 
increased to match the increasing impedance of the module (as 
seen by the wave) as the wave propagates down the module. 
This is illustrated by the equivalent circuit models and module 
graphics presented in Fig. 20. Full electromagnetic simulations 
have shown that indeed a forward going wave propagates 
through an impedance-matched module with very little back

reflection and very high efficiency (7/ % 70%; see Fig. 21) 
[116], [117]. For detailed explanations on how impedance 
matching works in these systems, see Sec. B1 in Ref. [113] 
and the Appendix in Ref. [118].

In an alternative arrangement, a post-hole convolute can be 
used to connect the cavities together within a multi-cavity LTD 
module. With a post-hole convolute, the cavities are connected 
in parallel rather than in series, thus the cavity currents are 
added together rather than the cavity voltages. A post-hole 
convolute is implemented in the HADES LTD design at the 
University of Rochester (see Fig. 22) [119].

Another way to connect LTDs together in parallel, and 
thus amplify the driver current, is to connect the outputs 
of multiple LTD modules together in parallel [26]. This is 
one of the design principles behind the recently proposed Z- 
300 and Z-800 drivers (see Fig. 23) [36]. Like the present 
Z machine, these designs still employ a multi-level MILL 
vacuum section, where various levels are again connected via 
a post-hole convolute. In Z-300 and Z-800, there are actually 
six MILL levels connected via a triple post-hole convolute. 
Also note that these super accelerator architectures employ 
thousands of LTD cavities, thus LTD reproducibility and 
reliability are key to the success of such designs. Fortunately, 
LTDs can be designed to be reproducible and reliable, which 
has been demonstrated experimentally, as shown in Fig. 24(a) 
[32]. Additionally, through various triggering sequences of the 
individual bricks within a cavity, the individual cavities within 
a module, or the individual modules within an accelerator, 
custom pulse shapes can be generated, as shown in Fig. 24(b) 
[30]. Also, by replacing some number of the main bricks 
in a cavity with faster bricks, square-wave-like “flat-topped”
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Fig. 22. The HADES LTD design being developed at the University of 
Rochester. This six-cavity LTD design combines both series voltage addition 
and parallel current addition to drive 1 MA in 150 ns into a 20-nH inductive 
load in an ultra-compact footprint. The cavities are grouped together into 
an upper module of three cavities and a lower module of three cavities. 
The three cavities within each module are connected together in series so 
that Umoduie « 3Ucavity « 61 Charge I. The upper and lower three-cavity 
modules are then combined in parallel through the use of a post-hole convolute 
near the load region so that I\oad « 2/moduie. (Figure source: Ref. [119].)

LTD-based
architectures

(Linear Transformer Driver)

Z300:
■ 48 MA, 320 TW delivered
■ 48 MJ stored
■ 30-80 MJ simulated fusion yield
■ 35 m in diameter (size of Z today)
■ 2970 LTD cavities

Z800:
■ 60 MA, 890 TW 

delivered
■ 130 MJ stored
■ 0.2-1 GJ simulated 

fusion yield
■ 52 m in diameter
■ 5400 LTD cavities

Conceptual High 
Fusion Yield Machines

Fig. 23. The conceptual Z-300 and Z-800 super accelerator designs 
from Ref. [36]. Multiple cavities are stacked in series to achieve voltage 
amplification within modules, and multiple modules are combined in parallel 
to achieve current amplification within the overall super accelerator. (Figure 
source: Ref. [36].)

pulses can be generated from a single LTD cavity, as shown 
in Fig. 24(c,d) [35]. The flat-topped pulses are obtained by 
setting Tbrick = 3 • r^.ick = (3tt/2) ^L(,rickqVck, where 
Tbrick is the rise time of the main bricks, and rErick, Lfhrick, 
and CErick are the rise time, inductance, and capacitance of 
the faster bricks. The faster bricks provide the third harmonic 
in a Fourier series representation of the desired square wave. 
Note that the pulse-shaping techniques described in Refs. [30], 
[35] are in addition to the pulse-shaping technique mentioned 
previously and described in Ref. [105], where bricks are used 
directly to drive long, transit-time isolated coaxial cables.

In closing this section, we contrast an LTD-based system 
with a Marx-based system. We begin by contrasting a single 
LTD cavity with a single Marx generator. Essentially, the 
difference is that a single LTD cavity is a low-impedance

3
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Fig. 24. Some qualities of LTD technology include: (a) reproducibility 
and reliability (Figure source: Ref. [32]) and (b,c,d) versatility in generating 
custom pulse shapes (Figure source for (b): Ref. [30]; Figure source for (c,d): 
Ref. [35]).

driver, while a single Marx generator is a high-impedance 
driver. This is due to the parallel capacitor (and switch) 
configuration during an LTD discharge versus the series ca­
pacitor (and switch) configuration during a Marx discharge. 
For this discussion, we will consider an LTD “brick” as we 
have throughout this tutorial (i.e., as two capacitors and a 
switch). To be consistent with this brick (and bipolar charging) 
arrangement, we will select the bipolar Marx configuration 
(Fig. 12) for our comparison. From Fig. 12, we see that 
each “stage” consists of two capacitors and a switch. Thus, 
each individual power unit (or “brick”) in an LTD cavity is 
equivalent to each individual power unit (or “stage”) in a 
Marx generator (as long as the same capacitors and switches 
are used for both architectures, which we will assume for 
our discussion here). Now, a single LTD cavity is many 
individual power units arranged in parallel during a discharge. 
Thus, a single LTD cavity is a low-impedance driver with
-^cavity — (1 /Nbricks ) yj -^brick / Cfirick — (l/A^units )-^unit-

By contrast, a single Marx generator is many individual 
power units arranged in series during a discharge. Thus, a 
single Marx generator is a high-impedance (and stiff) driver 
with ^marx — -^stagesA/^stage/^Atage — Admits ^unit• Note, 
however, that the driver impedance (and voltage) of an LTD- 
based system can be increased by stacking many LTD cavities 
together in series to form an LTD module, while the driver 
impedance of a Marx-based system can be decreased (and 
the current increased) by connecting several Marx generator 
outputs together in parallel (e.g., the 36 Marx generators in 
parallel on the Z facility). Thus, the driver impedance of 
an LTD-based system can be made equivalent to the driver 
impedance of a Marx-based system. For example, if the 
number of LTD cavities stacked in series (A^avities) is set 
such that iVcavities = ATbricks, where A^ricks is the number of 
bricks per cavity, and if the number of Marx generators used
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in parallel (Armarx,||) is set such that Armarx,|| = Nstages, where 
Arstages is the number of stages per Marx generator, then we
Will have Zmodule = = -^brick = -^st.age = -^unit-

Note that, regardless of the configuration used (e.g., series 
versus parallel and/or Marx versus LTD), the rise time of the 
overall facility is largely set by the rise time of the individual 
power units for the same reasons that we discussed previously 
(i.e., Tpeak = xy VLC = 2" V/-1 mi 1 f )mi 1 = 7™unit,). Thus, as 
in our discussions surrounding Eqs. 69, 70, 72, and 87, a 
machine designer’s ability to control the rise time of a given 
facility (either an LTD-based facility or a Marx-based facility) 
comes primarily from the designer’s choice of capacitor size. 
The selection of smaller capacitors results in shorter rise times 
(and vice versa). Furthermore, the selection of parallel (series) 
configurations sets the driver impedance and voltage to lower 
(higher) values and the current to higher (lower) values. The 
total energy stored is set by the charge voltage and the total 
number of capacitors used in the facility.

Comparing Figs. 11 and 20, we see that, from an equivalent 
circuit standpoint, an FTD module could appear as being 
very similar to a Marx generator. Traditionally, though, the 
Marx generators used for HEDP applications are comprised 
of capacitors with very large individual capacitance values 
(e.g., compare the 2.6-pF capacitors used in the Marx gen­
erators on the Z facility with the 40-nF capacitors used in 
the MAIZE LTD cavity). The result is that traditional Marx 
generators have longer rise times than modem (fast) LTDs, 
and thus traditional Marx-driven systems usually require pulse 
compression (PFLs). Additionally, the LTD’s prime power 
is generated from within the LTD cavity itself, and because 
modem LTDs use small capacitors and small switches, many 
such capacitors and switches can be packaged very efficiently 
within the LTD cavity itself. The result is that a modem LTD 
module can be more compact and efficient than traditional 
Marx-driven systems. For example, the cavity architecture 
of a traditional inductive voltage adder (IVA) [113] is very 
similar to the cavity architecture of an LTD (both systems use 
ferromagnetic cores, for example). However, an LTD module 
is generally more compact and efficient than an IVA, because 
IVA cavities are driven by Marx generators that are external to 
the cavity, thus requiring large external oil tanks for the Marx 
generators and large external water-lines (PFLs) for pulse 
compression [18]. As another example of the compactness 
and efficiency of an LTD-based system, consider the use of 
LTD modules in super accelerators like the conceptual Z- 
300 and Z-800 designs (see Fig. 23). These designs have 
no need for pulse compression, since the current pulse rise 
time is ~ 100 ns right from the LTD bricks. By contrast, the 
current pulse rise time from the Marx generators on today’s 
Z facility is ~ 1 /<s. By comparing Figs. 23 and 9, we 
see that the complexity associated with pulse compression on 
today’s Z facility could be replaced by a more efficient LTD- 
based module, with impedance matching employed throughout 
the system. Notably, the diameter of the Z-300 design is 
approximately equal to the diameter of today’s Z facility, but 
Z-300 would be expected to deliver nearly 50 MA of current 
to a MagLIF load (which is roughly twice that of today’s Z 
facility). Further note, however, that one of the big challenges

Fig. 25. An LTD spinoff technology called an Impedance-matched Marx 
Generator (IMG) [118]. (a) A full coaxial 10-stage IMG [118]. (b) A 10-stage, 
single-brick-per-stage IMG [118]. IMGs save cost and weight by removing 
the parasitic current path at each stage and therefore removing the need for 
heavy, expensive ferromagnetic cores (compare with Figs. 18 and 19). (Figure 
source: Ref. [118].)

in building and operating a large LTD-based system like Z-300 
or Z-800 is that these super accelerators will require thousands 
of LTD cavities working together (see Fig. 23), where each 
cavity houses ~ 20 bricks (i.e., 20 switches and 40 capacitors).

Recently, the development of an LTD spinoff technology 
called an Impedance-matched Marx Generator (IMG) has 
further blurred the lines between an LTD module and a 
Marx generator [118] (see Fig. 25). Like an LTD module, 
the IMG’s prime power is generated within its own cavity. 
Additionally, because small capacitors are used in both IMGs 
and LTDs, the IMG is a fast generator like the modem LTD. 
Unlike an LTD module, however, the IMG is not comprised 
of individual cavities stacked together. This eliminates the 
parasitic current path around the casing of each individual 
cavity. By eliminating the parasitic current paths at each stage, 
the IMG has no need for ferromagnetic cores, saving cost and 
weight. A particularly compact implementation of the IMG 
that could be very useful for high-impedance applications, 
such as high-power microwave sources [120] and flash x-ray 
radiography sources [17], is the single-brick-per-stage design 
shown in Fig. 25(b) [118].

VI. LTD-DRIVEN HEDP RESEARCH FROM AROUND THE 
WORLD

The LTD concept was pioneered in 1995-1997 at the High 
Current Electronics Institute (HCEI), in Tomsk, Russia, by
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Boris M. Kovalchuk et al. [23]. LTDs have since been called 
“the greatest advance in prime-power generation since the 
invention of the Marx generator in 1924” [116]. The original 
concept [23] used bricks with only one capacitor and only 
two bricks per cavity. The use of only two bricks in parallel 
(./Vbricks = 2) meant that very large capacitors (Ccap = 
Cbrick = 4 //I ) had to be used to obtain the large overall 
LTD capacitance (C = A^ricksCbricks) required for a large 
overall peak current (7peak)- Additionally, these large bricks 
had a relatively large inductance (Lbrick). Taken together, the 
large L ^ I.|itick/Ainicks and the large CJ — A'lirirkU 'inicks 
resulted in a current pulse with a relatively long rise time: 
Upeak — U" \/L(d csv — yjZ/brickfebrick ^ 1 (IS. An example 
of this longer rise-time LTD technology is the 5-MA, 700-ns 
Sphinx machine at the Centre d’Etudes de Gramat in Gramat, 
France [121] (note that this machine is presently being de­
commissioned after many years of productive z-pinch research 
[122]). Subsequently, the use of many bricks per cavity (large 
Abricks), where each brick has a small inductance (Lbrick) and 
a small capacitance (Cbrick = Ccap/2 = 20 nF), was proposed 
for the development of fast rise-time FTDs (rpeak ~ 100 ns) 
[24]—[26] (see the 40 bricks in the MAIZE FTD in Fig. 16, 
for example). Perhaps the first sub-microsecond FTD tested 
by HCEI is the IMRI-5 facility [24]. This facility remains in 
use to this day and has accumulated nearly two decades worth 
of research on gas-puff z-pinches for x-ray production [123]— 
[125]. This long track record provides a good example of the 
robustness of an FTD facility. HCEI continues to develop FTD 
technology, including the development of air-insulated (rather 
than oil insulated) FTD cavities [38]. Air insulted FTDs are 
not as powerful or compact as oil insulated FTDs, but they 
are much easier to service and maintain.

In the mid 2000’s, a collaboration was developed between 
HCEI, Sandia National Faboratories, and the University of 
Michigan (UM) to bring FTD technology to the United States. 
In 2006-2007, a module of five 1-MA, 100-ns FTD cavities 
was tested at HCEI with resistive and electron-beam diode 
loads [28]. In July of 2007, one of these HCEI cavities was 
shipped to UM, becoming the MAIZE facility and the first 
1-MA, 100-ns FTD in the United States [29]. In 2008, 10 
more 1-MA, 100-ns FTDs cavities were shipped to Sandia, 
becoming part of the Mykonos facility [32] (see Fig. 26). 
Sandia continues to develop FTD technology to this day, 
including the development of low-loss ferromagnetic cores; 
low-inductance spark-gap switches [126], [127]; multi-cavity 
FTD modules [32], [36] (see Mykonos facility in Fig. 26); and 
FTD spin-off technologies like FTD brick-driven cable pulsers 
[105] and impedance-matched Marx generators (IMGs) [118].

As mentioned above, the 3-m-diameter MAIZE facility 
delivers nominal electromagnetic pulses of order 1 MA, 
100 ns, 100 kV, 10 kJ, and 0.1 TW (see Fig. 16). Note 
that since MAIZE is a single low-impedance FTD cavity 
(ZmaiZe = 0.16 <>; see Sec. V), the current pulse waveform is 
often significantly affected by the load impedance. This should 
be contrasted with other MA-class university drivers, such as 
MAGPIE [100], [101], ZEBRA [102], [103], and COBRA 
[104], which are stiffer generators and thus less affected by 
load impedance (see discussions regarding Eq. 65 and Fig. 15).

Fig. 26. Photographs of the multi-cavity, 1-MA Mykonos LTD facility 
at Sandia National Laboratories, (a) An assembled five-cavity LTD module. 
(b,c) Five cavities being assembled/disassembled into a 5-cavity LTD module. 
(Figure source: Ref. [32].)

The HEDP research program on MAIZE presently includes:
(1) the study of implosion instabilities in thin-walled liners 
(cylindrical foils) [128]—[130], which are relevant to MagFIF;
(2) the development of diagnostic instruments and techniques 
that can be transferred to Z and NIF; (3) a collaboration with 
the University of Nevada, Reno to study wire-array z-pinches 
for x-ray source development [109], [110]; (4) the study of 
power flow within FTDs and the coupling of FTDs to HED 
matter in general; (5) the study of magnetized plasma flows 
for laboratory astrophysics; and (6) an effort to create and 
study pulsed fusion neutron sources (e.g., deuterium gas-puff 
z-pinches and/or dense plasma focuses) as well as pulsed x-ray 
sources (e.g., gas-puff z-pinches with noble gases).

In addition to MAIZE (Fig. 16), the University of Michigan 
is presently building a second FTD facility. This second 
facility, called BFUE (Bestowed FTD from the Ursa-minor 
Experiment), will consist of four 1.25-m-diameter cavities (see 
Fig. 27). Fike MAIZE, these four cavities were originally 
fabricated in Russia, at HCEI. Most recently, these four 
cavities were part of the 21-cavity Ursa Minor facility at 
Sandia National Faboratories (see Fig. 28) [18], [34], [131], 
[132]. Ursa Minor consisted of both HCEI cavities and Sandia- 
built cavities. The facility is now being repurposed to serve 
new missions.

The four cavities on BFUE will be assembled such that 
experiments can be driven with 1, 2, 3, or 4 cavities stacked 
together. This will enable researchers to directly investigate the 
effects of driver impedance (machine stiffness) on pinch per­
formance. A multi-cavity module also enables cavity coupling
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Fig. 27. The early days of the BLUE pulsed-power facility at the University 
of Michigan. These four LTD cavities were previously part of the 21-cavity 
Ursa Minor facility at Sandia National Laboratories [18], [34], [131], [132]. 
They arrived at Michigan on August 21, 2017. This technology transfer is 
part of Sandia’s Stevenson-Wydler Gift Program. (Pictured from left to right: 
Ryan McBride, Nick Jordan, Steven Exelby, and Mark Perreault.)

Fig. 29. Photograph of the 500-kA, 500-ns LTD at the Weizmann Institute 
of Science in Israel.

Fig. 28. Photograph of 20 stacked cavities of the 21-cavity Ursa Minor 
facility at Sandia National Laboratories. Four of these cavities are now being 
assembled into a variable cavity LTD module (1, 2, 3, or 4 cavities) called 
BLUE at the University of Michigan. (Figure source: Ref. [18].)

issues to be investigated. Having multi-cavity LTD modules 
located at universities is important for student training and 
fundamental research, especially since future accelerators like 
Z-300 and Z-800 will require thousands of LTD cavities 
working together [36] (see Fig. 23).

Another LTD that has been operating for some time now is 
the 500-kA, 500-ns LTD at the Weizmann Institute of Science 
in Israel. This LTD is used primarily for gas-puff z-pinch 
experiments and spectroscopy development. See Fig. 29 and 
Refs. [133], [134],

The University of California, San Diego (UCSD), has a 
250-kA, 150-ns LTD called GenASIS [135] (see Fig. 30). 
This LTD is used for liner/foil experiments [136] and for 
X-pinch experiments [137]. In addition to GenASIS, UCSD 
is assembling a second LTD facility, called LTD-III (see 
Fig. 31). LTD-III consists of a 20-brick cavity that produces 
~1 MA with a rise time of 200 ns into a low inductance 
load. The cavity was extensively tested at Sandia National 
Laboratories [138] and is now being assembled at UCSD to 
perform metallic liner and gas-puff z-pinch experiments.

A recent collaboration between the University of New 
Mexico (UNM) and the Naval Research Laboratory (NRL) 
has led to the development of the 200-kA, 60-ns, air-insulated 
Lobo LTD at UNM (see Fig. 32). This dry-brick/dry-LTD was
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Fig. 30. Photograph of the 250-kA, 150-ns GenASIS LTD at the University 
of California, San Diego. (Figure source: Ref. [135].)
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Fig. 31. Photograph of the ~1-MA, 200-ns LTD-III generator [138], which 
is now being assembled at the University of California, San Diego.

Fig. 32. Photograph of the 200-kA, 60-ns Lobo LTD at the University of 
New Mexico in Albuquerque.

originally developed for NRL by Dr. Rick Spielman and others 
at Raytheon-Ktech in Albuquerque, NM. Initial characteriza­
tions have been completed with multiple loads (<1 f2, 3 f2, 
10 f2). The HEDP research program on Lobo includes: (1) 
X-pinch studies for radiography; (2) dense plasma focus and 
gas-puff z-pinch development; and (3) time and space resolved 
spectroscopy, interferometry, and x-ray imaging.

The somewhat larger 2-MA, 500-ns Mach LTD is presently 
being used at Imperial College in London, UK (see Lig. 33). 
This LTD is air and plastic insulated, and thus it requires 
no oil or noxious gases. Its load region accepts multiple 
attachment heads so that experiments can be conducted in 
air, gas, liquid, or vacuum. Mach is presently being used 
to study both isentropic and shock compression of materials. 
Additionally, dense plasma focus development is underway.

As an example of an LTD spinoff technology, a novel two- 
brick X-pinch radiography driver has been developed at Idaho 
State University (see Lig. 34) [139]. An X-pinch is formed 
when two or more line wires are crossed in the shape of an 
“X” and an intense current pulse is driven through the wires

Fig. 33. Photograph of the 2-MA, 500-ns Mach LTD at Imperial College in 
London, UK.

Fig. 34. Photograph and schematic of the two-brick X-pinch pulser at Idaho 
State University.

[140], [141]. At the location where the wires cross (at the 
“X” point), the current density and magnetic pressure are very 
large. This drives an implosion from a region that is small in 
both axial and radial extent. As the implosion stagnates and/or 
“pinches,” an intense ~ 1-ns burst of x-rays is emitted. This 
enables point-projection radiography. The two-brick X-pinch 
pulser idea is potentially very useful because of its smallness 
and portability. Lor example, this two-brick pulser can be 
positioned to radiograph other HEDP experiments.

In Lig. 22, the 1-MA, 150-ns HADES LTD design from 
the University of Rochester is presented [119]. The HADES 
facility is presently under construction. The HADES design 
consists of a small, modular, and portable multi-cavity LTD 
module, which incorporates both series and parallel electrical 
connections to achieve 1 MA in 150 ns into a 20-nH inductive
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load, all in a very small footprint. Because of its series connec­
tions, HADES will approach the stiffness of the COBRA fa­
cility at Cornell (to within about 50%), where COBRA uses a 
Marx-generator/pulse-forming-line architecture to drive 1 MA 
in 100 ns into a 25-nH inductive load [104]. This is important 
to point out because there is a general misconception that 
LTDs are always “soft” drivers relative to Marx-generator/PFL 
designs; however, we again emphasize that the “stiffness” of 
an LTD is largely determined by the number of cavities stacked 
together in series.

The research program on HADES will involve the study of 
matter at extremes (e.g., both HED matter as well as “warm 
dense matted’). Because of its compact footprint, HADES 
could be more easily installed at modern particle-accelerator- 
based light sources like the Linac Coherent Light Source 
(LCLS) at the SLAC National Accelerator Laboratory. By 
locating HADES at LCLS, precise x-ray probes could be used 
to interrogate the states of matter created by HADES.

For the lefthand side of Eq. 89, we invoke Stokes’ theorem 
and cylindrical symmetry to get

I (V x B) • dA = ® B • dl = Bg ® dl = Eg • 2nr, (91)
J A JC JC

where C is the path along the circle enclosing area A. Equating 
Eqs. 90 and 91 and solving for Bg gives the magnetic field 
throughout the vacuum regions illustrated in Figs. 1 and 2:

Bg (r) = poIenclosed(r) = W^. (92)
2nr 2nr

As mentioned in Sec. II of this paper, the requirements for 
this result to be valid are that the system be cylindrically sym­
metric and that the current I be the total current enclosed by a 
circle of radius r. This result does not require an infinitely thin, 
infinitely long, current carrying wire. Pulsed-power drivers for 
HEDP applications are usually very cylindrically symmetric 
systems, so these relationships are important to remember.

VII. Concluding Remarks

Appendix B
Two alternative methods for deriving Eq. 7

It is an exciting time to be involved with pulsed-power- 
driven HEDP research. The field is growing, with new LTD- 
based facilities appearing all over the world. Both LTD- 
based facilities and Marx-generator/PFL-based facilities are 
enabling experiments in z-pinch physics, nuclear fusion, mate­
rial properties, radiation science, laboratory astrophysics, and 
more. Additionally, there is a strong possibility that the next 
super accelerator in the United States (i.e., Z-next) will be 
based on an LTD architecture (e.g., the Z-300 and Z-800 
designs). Hopefully, the tools provided in this tutorial will 
help researchers parse the literature and begin calculating and 
evaluating their own new pulsed-power designs for HEDP 
applications.

Appendix A
A MORE FORMAL DERIVATION OF EQUATION 3

From Maxwell’s equations, we begin with Ampere’s law 
without the displacement current term

V x B = pqJ. (88)

Dotting both sides with a differential area element dA and 
integrating both sides over the total area A, we have

f (V x B) • dA = f poJ • dA (89)
AA

Now, invoking the cylindrical symmetry illustrated in Figs. 1 
and 2, we can set the arbitrary area A to be the area enclosed 
by a circle with radius r in the vacuum region surrounding 
the central metal stalk in Figs. 1 and 2. This way, all of the 
current I = Jsz • 2nr flows through the surface area A in a 
direction that is normal to A, and thus the righthand side of 
Eq. 89 becomes

I p0J • dA — p0Ienclosed(r) — p0I-
A

(90)

A. Method 1
Here we consider the ideal interface shown in Fig. 35 

between a perfectly conducting metal to the left of the interface 
and a perfect vacuum to the right of the interface. A uniform 
current density J (in A/m2) flows within an infinitesimal skin 
depth 5x of the metal’s surface. The surface current density 
is then Js = J • 5x (in A/m). Since we have assumed that 
the magnetic field was initially zero, the magnetic boundary 
condition for a perfect conductor (cf. Fig. 2 and Eqs. 4 and 5) 
states that

A B = Bq = po Js, (93)

where B0 is the value of the magnetic field at the vacuum- 
metal interface. To first order, the magnetic field goes linearly 
from zero (within the metal’s bulk) to B0 (at the vacuum-metal 
interface) within the infinitesimal skin depth Sx; thus, we can 
write

B(x) = Bq • (for 0 < x < Sx). (94)
Sx

To find the total magnetic force (i.e., the total Lorentz force) 
acting on the interface, we must integrate the J x B force 
density over the entire volume of the interface:

yW y L y dz
F = / J • B(x) dxdydz

JO JO JO

WL • J • Bq • —— 
Sx

A J - Bq •

x dx

2- Sx 0
1

A • - • JSx • B0 
2 0

A — - Js Bi
2 0,

0
2x

(95)

(96)

(97)

(98)

(99)

where A = WL is the total surface area of the interface. 
This result states that the total magnetic force acting on the 
interface (i.e., the J x B force density integrated over the
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B (%),/(%) Infinitesimal skin depth Sx

Perfect conductor in slab geometry AB — Bq — Mo/,

Vacuum region

x = 0 x = Sx

Fig. 35. A perfectly conducting metal slab in planar geometry with a current 
density J(x) running uniformly within an infinitesimal skin depth 5x. The 
current density vector J (x) and the magnetic held vector B(x) are tangential 
to the interface surface and perpendicular to one another; i.e., J(x) _L B(x).

entire volume of the interface) is exactly 1/2 of the product 
JsBqA—we emphasize this point because the factor of 1/2 
can be surprising (i.e., the force is not simply JSB0A, as one 
might expect). The next step is to divide the total magnetic 
force F by the total surface area A to get the magnetic force 
per unit area, which is the magnetic pressure

Pmag = -^ = 2JsBo- (100)

Using the boundary condition above (Eq. 93), we finally get

B2
Pmag — (101)

B. Method 2

Here we begin with the boundary condition above (Eq. 93) 
to write

A B = po Js = fJLo(JSx). (102)

Fetting (AB/Sx) -A (dB/dx), we have

to-h*3 (103)

= ^JB (104)

t (y=jb (105)

Vpmag = | J X B , (106)

where

B2Pmag _ w (107)

Appendix C
Transmission line theory for understanding

PULSE FORMING LINES (PFLS)
From Eqs. 11 and 59, we can write the distributed induc­

tance and capacitance per unit length for a coaxial transmission 
line as:

6o - 2?r

(108)

(109)

From standard transmission line theory [62], the propagation 
velocity of a transverse electromagnetic (TEM) wave through 
a transmission line is

1 _ 1 c

,prop ~7E~7^~ vuu' (110)

This is simply the speed of light through a medium with a 
magnetic permeability p = p0pr and a dielectric permittivity 
e = e0er, where pr is the relative magnetic permeability 
(relative to vacuum), er is the relative permittivity (relative to 
vacuum), and c = 3 x 108 m/s is the speed of light in vacuum. 
For some of the most commonly used insulating materials 
(e.g., water), p ^ p0 (i.e., pr « 1). This means that the one­
way transit time of a transmission line is given by

ti =------ = A/pe « ^ (111)
'f’prop c

where £ is the physical length of the transmission line. Thus, 
for a desired PFF output pulse length = 2(cf Fig. 13), 
we can use a shorter line length £ if we use a larger er. For 
room temperature water, we have er ~ 80.

From standard transmission line theory [62], the character­
istic impedance of a transmission line is Z0 = yjLjC. Thus, 
for a coaxial PFF, we have

where L and C are again given by Eqs. 11 and 59, and rout and 
rin are the outer and inner radii of the coaxial PFF electrodes. 
Thus, we can obtain a lower impedance PFF if we use a 
material with a larger er (e.g., water). We can also control 
the impedance by varying the ratio rollt/nn.
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