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ABSTRACT

We explore the multiphase structure of the circumgalactic medium (CGM) probed by synthetic
spectra through a cosmological zoom-in galaxy formation simulation. We employ a Bayesian
method for modelling a combination of absorption lines to derive physical properties of ab-
sorbers with a formal treatment of detections, including saturated systems, and non-detections
in a uniform manner. We find that in the lines of sight (LOS) passing through localized density
structures, absorption lines of low, intermediate, and high ions are present in the spectrum
and overlap in velocity space. Low, intermediate, and high ions can be combined to derive
the mass-weighted properties of a density-varying peak, although the ions are not cospatial
within the structure. By contrast, LOS that go through the hot halo only exhibit detectable
H1 and high ions. In such LOS, the absorption lines are typically broad due to the complex
velocity fields across the entire halo. We show that the derived gas density, temperature, and
metallicity match closely the corresponding H1 mass-weighted averages along the LOS. We
also show that when the data quality allows, our Bayesian technique allows one to recover the
underlying physical properties of LOS by incorporating both detections and non-detections.
It is especially useful to include non-detections, of species such as N v or Ne v, when the
number of detections of strong absorbers, such as H1 and O vi, is smaller than the number of
model parameters (density, temperature, and metallicity).

Key words: galaxies: haloes —quasars: absorption lines.

1 INTRODUCTION

Because of the low surface brightness of the circumgalactic medium
(CGM), nearly all of the observational studies (with few exceptions,
e.g. Cantalupo et al. 2014; Martin et al. 2014) rely on analyses of
absorption spectra from background light sources (e.g. quasars).
We derive various empirical constraints from mapping the CGM
using background quasars absorption spectroscopy. For example,
the abundance of cold/warm absorbers exponentially drops off with
increasing distance away from the host galaxies (Nielsen, Churchill
& Kacprzak 2013; Bordoloi et al. 2014; Liang & Chen 2014;
Borthakur et al. 2016). From the spatial profiles and ionization mod-
elling of absorption lines, some researchers derive the total mass
and metallicity of the cold phase of the CGM (Lehner et al. 2013;
Werk et al. 2014; Stern et al. 2016; Wotta et al. 2016; Prochaska
et al. 2017).

At the same time, a large set of simulation studies is compared
with the constraints of the CGM properties from observations to im-
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prove our theoretical understanding. These include the CGM mass
budget in different phases (Suresh et al. 2015), the sensitivity of
column density profiles and covering fraction of ions with mod-
els of star formation and feedback processes (Shen et al. 2012;
Stinson et al. 2012; Hummels et al. 2013; Faucher-Giguere et al.
2015; Liang, Kravtsov & Agertz 2016), and also the metallicity
distribution in the CGM (Hafen et al. 2016).

Just as observers model absorption lines for column density and
subsequent ionization analysis for the absorbing gas, simulators
should create synthetic absorption spectra to make comparisons
more direct (e.g. Oppenheimer & Davé 2006; Bird et al. 2015;
Churchill et al. 2015; Hummels, Smith & Silvia 2016). In addition,
there is likely more information than we currently extract from the
observed spectra. Analysing synthetic spectra generated from sim-
ulated gaseous haloes with known properties may reveal fruitful
insights into how well this inversion process works. Therefore, we
develop a pipeline that realistically ‘observes’ the CGM of simu-
lated galaxies by generating synthetic absorption spectra through
random lines of sight (LOS). We study the multiphase structure of
the CGM with ionization modelling by combing knowledge about
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underlying properties from our simulations and the absorption fea-
tures from the resulting synthetic spectra.

It is worthwhile to note that the spatial resolution of halo gas in
the typical cosmological state-of-the-art zoom-in simulations of the
kind we use here is far from resolving the parsec scales that may be
characteristic of at least some absorbers. There are theoretical argu-
ments that CGM may be subject to thermal instabilities, which can
result in multiphase medium with small-scale structure unresolved
in such simulations (e.g. Fall & Rees 1985; Begelman & Fabian
1990; McCourt et al. 2018). Simulations of small-scale regions fo-
cusing on disruption of macroscopic cold/warm regions in a hot
halo also show the emergence of very small-scale structures in gas
distribution (e.g. Schneider & Robertson 2017; Liang & Remming
2018; McCourt et al. 2018). At the same time, some of the current
galaxy formation simulations come close to reproducing column
density profiles and covering fractions of some of the ionic species
(Stinson et al. 2012; Ford et al. 2016; Liang et al. 2016; Oppen-
heimer et al. 2016, 2017). For example, one of our simulations with
boosted feedback (Eg, = SEsN), the ALL_EFB_EO01_5ESN run (Agertz
& Kravtsov 2015, 2016), reproduces the observed column density
profiles of all low and intermediate ions, but it marginally under-
produces O vi abundance. The relative contribution of small-scale
(~pc) features to the overall column densities of various absorbers
is still under debate. However, given the fact that simulations are
producing column densities close to observations, it is reasonable
to employ them in tests of the kind presented in this paper.

In this paper, we focus on the spatial distribution and physi-
cal properties, such as temperature, density, and metallicity of the
CGM gas in our simulations and how well these can be derived
from modelling their signatures in the absorption spectrum. We go
beyond what is usually done by developing a Bayesian approach
using full probability distribution of column densities of ions. This
allows us to treat detections and non-detections in a uniform man-
ner. The paper is organized as follows. In Section 2, we describe
the simulations and the methodology of generating synthetic ab-
sorption spectra. We discuss the multiphase structure, the origins
of absorbers such as cold/warm ‘clouds’ and hot halo gas as seen
from synthetic spectra and our simulations. In addition, we explore
the effects of various ionization models on the abundances of com-
monly observed ions. In Section 3, we describe a new methodology
for deriving physical properties of absorbers, assuming ionization
mechanism is known, that include proper treatment of upper and
lower limits of column densities. Finally, we discuss and summarize
our findings in Section 4.

2 SIMULATIONS AND SYNTHETIC
ABSORPTION SPECTRUM

2.1 Simulations, star formation, and feedback models

In this study we use ‘zoom-in’ simulation of ~L, galaxy presented
in Agertz & Kravtsov (2015, 2016). The simulation was run with
the adaptive mesh refinement (aAMR) code rRAMSEs (Teyssier 2002)
in the A cold dark matter (ACDM) cosmology with 2, = 0.73,
Qn = 0.27, Q, = 0.045, 6y = 0.8, and Hy = 70 kms™! Mpc_l
(Komatsu et al. 2009). The mass of the dark matter particle in the
high-resolution ‘zoom-in’ region is mpy = 3.2 x 10° Mg, while
the peak spatial resolution in the high-density interstellar medium
(ISM) regions is Ax ~ 75pc. The CGM we analyse here is re-
binned from the amr grid at 683 pc resolution everywhere in the
halo, typical of current generation state-of-the-art simulations since
refinement criteria focus on the densest regime. At z = 0, the galaxy
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has a stellar mass of M, &~ 2 x 10'" M and is forming stars with
arate 2M@ yr-! in a dark matter halo My, ~ 102 Mg (Ryir &
260 kpc).

The specific simulation we use in this study is one of the res-
imulations of galaxies started from the same initial conditions, but
varying parameters and implementations of star formation and stel-
lar feedback, details of which are presented in Agertz & Kravtsov
(2015, 2016). In Liang et al. (2016), we have compared the CGM
around galaxies in these different resimulations to available obser-
vations of low-, intermediate-, and high-ionization absorbers and
showed that one simulation, labelled ALL_erB_EOO1_SESN, has inci-
dence and covering fractions of absorbers closest to observations.
We, therefore, choose this simulation (at z = 0) as the basis for tests
presented in this study.

The star formation in this simulation was parametrized as

. Pe
pe = fir, €, (D
Ii

where the star formation rate p, depends on the molecular hydrogen
fraction fy, (computed using model by Krumholz, McKee & Tum-
linson 2009), the local gas density p, and corresponding free-fall
time #, and finally the star formation efficiency per free-fall time
€. In the simulation we use here e = 0.01 was adopted.

The simulation implements feedback recipe that accounts for ra-
diation pressure, stellar winds, and energy and momentum injection
by supernovae. In the simulation we use in this study, each super-
nova is assumed to release 5 x 10°! erg of energy, a value that is set
higher than the traditionally adopted values to increase the effects of
feedback. In addition, a dual-energy scheme is used in which a frac-
tion of the energy released by supernovae is stored and evolved as
a separate variable to model the unresolved turbulence and thermal
pressure of hot gas generated by supernovae. This energy density,
Ep,, introduces a new form of pressure, Py, = (y — 1)Ep, and is
evolved with its own equation similar to that of the internal energy,
but with a dissipation time scale (#4;s) of 10 Myr:

0 En

~—(Ep)+ V- (Etbvgas) =—PpV- Voas — —— - 2
ot Ldis
The dissipation time-scale is chosen to match values similar to a
few sound crossing times of typical giant molecular clouds (GMCs).
Such additional energy variable regulates star formation by control-
ling the pressure within the ISM and thickness of star-forming disc
(see Agertz et al. 2013, for details).

2.2 Synthetic absorption spectra of the simulated CGM

The synthetic spectra are computed with our custom code that con-
verts physical properties of absorbing gas (such as density, temper-
ature, and metallicity) into absorption lines, as described below.

First, we compute the number densities of ions from random LOS
through the simulations. Briefly, the number density of an element
X (e.g. C, N, O) at state j is computed as

ny;(ny, T, Z) = fx,(T, ny) fx(Z)ny, (€)]

where fx(Z) = nx/nyg is the fraction of the element X rela-
tive to hydrogen assuming solar pattern. The ionization fraction,
fo (T,ny)=n X; /nx, is computed with both photoionization and
collisional ionization using the cLouby code (Ferland et al. 2013).
We assume that each simulation cell i represents an isothermal cloud
with temperature 7" and constant hydrogen density ny.

The integrated normalized spectrum flux at wavelength location
A is thus computed assuming optically thin photoionization from
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the Haardt & Madau (2012) ultraviolet background (UVB) as

F) = [ Jexpl-n)], “)

where i is the index running through computational cells along a
given LOS and the optical depth 7, of each cell i is given by

Tte?
Ti(AMN;, bi, 2i) = Ni — fose ®(A1bi, 2i). (5)

mec
Here N; is the column density of the corresponding ion Ny, = ny dl
computing using ion number density in each cell and its size d/, b;
is the Voigt width parameter set by the temperature and velocity
distribution of gas along LOS, and z is the redshift of the cell relative
to the assumed systemic redshift of the galaxy, which includes both
the peculiar gas motion and the Hubble flow contribution, vy = H.r,
where H, is the Hubble constant at the systemic redshift z. Also,
e, me, ¢, and fos. are the relevant constants for the ion: the electron
charge, electron mass, speed of light, and oscillator strength of the
transition between energy levels of the atom, respectively. Finally,
D(1|b;, z;) is the Voigt profile, which we computed using the real
part of the Faddeeva function using the worz function of the scipy
package.!

Fig. 1 shows an example of a random LOS going through our
simulated galaxy in the ALL_EFB_EOO1_5EsSN run. The density map
shows an aerial view of the LOS that goes through some inflow-
ing materials close to the star-forming regions. The LOS records
the one-dimensional information shown quantitatively in the left-
hand panel of Fig. 1, covering a wide range of density, tempera-
ture, metallicities, and projected velocities. The corresponding ionic
abundance and absorption spectra are shown in Figs 2 and 3. These
indicate the multiphase nature of the gas along this LOS. With the
tools to generate synthetic spectra for any ions and at any viewing
angle of the simulated CGM, one can then systematically study both
the cold and hot gas in the gaseous haloes, which we will discuss in
the following sections.

2.3 Multiphase gas viewed from simulations and synthetic
spectra

Absorption spectroscopy routinely shows that the CGM is multi-
phase and dynamic; the evidence for multiphase gas is found in
a wide range of galaxies (e.g. Hennawi et al. 2006; Steidel et al.
2010; Tumlinson et al. 2011; Bordoloi et al. 2014; Liang & Chen
2014; Prochaska, Lau & Hennawi 2014; Werk et al. 2014; Johnson,
Chen & Mulchaey 2015; Borthakur et al. 2016; Lau, Prochaska &
Hennawi 2016; Heckman et al. 2017). Multiphase gas is generi-
cally expected where cold/warm absorbing gas is moving through
a hot halo. In our simulations, the cold/warm gas in the hot halo
corresponds to outflows of the ISM gas driven by supernovae feed-
back and, partly, accretion of gas from the intergalactic medium
(IGM). In this section, we show how the underlying physical prop-
erties of multiphase gas manifest in spectroscopic observations by
generating synthetic spectra through LOS in the simulated CGM.
In Fig. 2, we show the physical properties of two types of LOS
in our simulations. The left-hand panel shows an LOS that goes
through a dense absorber with large gradients in density and tem-
perature. It is this large range of density and temperature in a local-
ized region that simultaneously give rise to an abundance of low,

Thttps://docs.scipy.org/doc/scipy/reference/generated/scipy.special.wof z.
htmlhttp://ab-initio.mit.edu/wiki/index.php/Faddeeva_Package

intermediate, and high ions. Naturally, these ions are not cospatial.
The low ions (H1and Mg 1) are produced in the densest core of the
absorber, whereas the intermediate and high ions (C1v, Nv, Ovi,
and Ne vin) are spatially extended in the boundaries where the den-
sity is low and the temperature is high. By contrast, the right-hand
panel of Fig. 2 shows an LOS that goes through the hot halo itself
with characteristic temperature 7;, & 10 K for an L,-like galaxy.
For this type of LOS, the physical condition leads to highly ionized
gas where the abundance of O vi and Ne vi is orders of magnitude
higher than low ions.

Using the formalism outlined in Section 2.2, Fig. 3 shows the
corresponding synthetic spectra for the two LOS in velocity space
centred at the systemic redshift of the galaxy. The left-hand panel
shows simultaneously the absorption lines from low to high ions,
indicating the existence of multiphase gas discussed above. Note
that the absorption lines are split into multiple velocity compo-
nents (roughly three) due to the velocity shear across the absorber.
The number of absorption components depends on both the spatial
resolution to resolve individual absorbers and velocity/spectral res-
olution for their motion. The alignment of the strongest absorption
component between the low and high ions depends on how quickly
the velocity varies across the size of the absorber. The alignment
of Ovr with low ions seen in observations (e.g. Werk et al. 2016)
suggests that the velocity field does not vary significantly over a
range of sub-kiloparsec based on cloud size estimates. These are
inferred from the required low density assuming photoionization
modelling in Stern et al. (2016).

The right-hand panel of Fig. 3 shows the corresponding absorp-
tion spectrum of the hot halo gas. In this particular LOS, we see
detectable broad O vi and H1 lines, but not Ne vin lines. In this type
of LOS, the absorption profile is typically very broad due to the large
variation of the velocity field across the entire halo (~250 kpc), al-
though rare exceptions do exist in some particular viewing angles.
In addition, the dominant ionization state of oxygen is O vi at Ty,
~ 1073 K. Our simulations suggest the observed LOS with similar
characteristics (i.e. broad O vi and no low ions) are likely probing
the hot halo gas of galaxies with Ty;; ~ 1033 K (Savage, Lehner &
Narayanan 2011; Werk et al. 2016).

Although the integrated column density for Ne vin within the
virial radius is 210" cm™2 (see fig. 15 in Liang et al. 2016), the
optical depth is spread out in velocity space that makes it difficult to
detect observationally because it can be easily hidden in the noise
and in the uncertainty of continuum placement. In Section 3, we
present a Bayesian Voigt profile routine that includes utilities such
as a continuum model to account for this uncertainty of continuum
placement. We also describe a method of constraining physical
properties of the hot halo with a limited number of detections and
poor constraints based on the Bayesian approach.

2.4 Relative contribution of photoionization and collisional
ionization

In Figs 2 and 3, the abundance of ions and their spectral features are
computed using an ionization equilibrium model that assumes col-
lisional ionization and photoionization in the optically thin regime.
The relative contribution of these ionization processes for different
ions in observed absorption systems is not yet completely under-
stood. It is thus interesting to explore the relative contribution of
photoionization to collisional ionization using our simulations. The
interesting questions include, for example, the degree to which the
abundance of low ions in the core of absorbers can be boosted in
the optically thick regime.
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Figure 1. Example of a spectrum along a line of sight (LOS) sampling the properties of the CGM around the simulated galaxy. The LOS (white line) through
the density (colour map) and velocity (vector) field are shown in the right-hand panel, while the left-hand panels show the one-dimensional profiles of the
density, temperature, metallicity, and velocity (relative to the galaxy systemic velocity) of the gas the LOS passes through.

To correctly compute the incident ionizing flux, one must in prin-
ciple perform radiative transfer calculation. Although no radiative
transfer was carried out in the simulation, we compute the optical
depth approximately in post-processing using a local approxima-
tion for the attenuation of the ionizing photons calibrated by Rah-
mati et al. (2013). Specifically, we use equation (6) to parametrize
the ratio of the attenuated photoionization rate (I'ppe) to the to-
tal background rate (I'yyp) as a function of the local density of a

computational cell:
n 1.64
1+( = )
MY ssh

n —0.84
10.02 {1 + = } ,
NH,ssh

228
[phot

Sove(nn) = =098
Tuvs

Q)

where ny n 1S a free parameter calibrated for effects of self-
shielding, which depends on the UVB. For our choice of baseline
UVB model (Haardt & Madau 2012) and our analysis of the simula-
tion snapshot at z = 0, we have adopted ny g, = 5.1 x 107 cm™3
(table 2 in Rahmati et al. 2013). We then run a grid of cLoupy
(Ferland et al. 2013) models with varying ratio (fyvs), density, and
temperature in order to compute the modified ion fraction (e.g.
fui = fui(nu, T, fuve)). For a given simulation cell with ny and
T, the ionization fraction is uniquely determined since fyyg is also
a function of ny.

Figs 4 and 5 show the resulting spectra and the overall abun-
dance of ions from three ionization models with varying degree

of contribution from photoionization: optically thin (fyyg = 1),
taking into account CGM self-absorption (fyvs = fuvs(nu)), and
no photoionization (fyyg = 0). Fig. 5 shows that taking into ac-
count attenuation of the background by self-absorption of the
CGM does not affect the median column density profiles of ions
substantially, as the profiles for fyyg = 1 and fyve = fuvs(nu)
at larger radii are nearly identical. This is because the covering
fraction of dense and cold gas is small. At small radii (*/Ry;; <
0.2R,;;) and high densities, accounting for self-absorption boosts
the column densities of low ions by a factor of a few to 10 (see
the O1, Fen, Mg, and Cu panels in Fig 4). This difference is
smaller than the scatter of the profiles for different LOS for this
object.

The O v1 profile is not sensitive to the CGM self-absorption cor-
rections because in our simulations O vi absorbing gas mostly arises
in hotter and less dense collisionally ionized gas. This is reflected
in the relative insensitivity of the O vi column density profile to the
presence of UVB radiation. Hi, C1v, and Mg ion column den-
sities, however, are very different for the fiyyg = 0 case at r/Ry;;
2 0.2Ry;; and thus show significant contribution from photoion-
ization at these radii. Photoionization is significant for low ions
for these large radii due to their low ionization potential and the
decrease in optically thick gas with increasing radius. This also il-
lustrates that photoionization shapes the exponential form of the
column density profiles in Fig. 5, as discussed in Liang et al.
(2016).
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Figure 2. One-dimensional profiles of column density, temperature, and velocity as a function of distance from the point of closest approach (minimum
distance) to the galaxy for two types of lines of sight (LOS). Note that the top plots of both panels show column density contributed by each pixel i at the
location dS;, i.e. N; = n;dS;. The total column density is integrated along the LOS, N = >_N;. For clarity, various lines representing different ions have been
artificially shifted by the value shown in the legends. The left-hand column shows the multiphase structure of the absorbing gas in the LOS shown in Fig. 1.
This LOS passes through a density peak with a large gradient in gas density and temperature. High ions (e.g. Nv, O vi, O vii, and Ne vin) preferentially reside
on the boundary of the density peak, while low ions reside in the core where the temperature is low (~10* K). The right-hand panel shows the LOS that passes
through the hot and diffuse coronal halo gas near the virial temperature of the halo (~10°- K) without any dense gas. The abundance of low ions is therefore
small. The temperature and velocity profiles (middle and lower columns) determine the line width of absorbers in the absorption spectra shown in Fig. 3.

3 A BAYESIAN APPROACH FOR EXTRACTING
PHYSICAL PROPERTIES OF THE CGM

Physical properties of the CGM in galaxy formation simulations
are sensitive to models of star formation and feedback (e.g. Hum-
mels et al. 2013; Faucher-Giguere et al. 2015; Suresh et al. 2015;
Liang et al. 2016). For example, Liang et al. (2016) show that
metallicity of halo gas can change by a factor of 30 with a varia-
tion of star formation and feedback parameters. An advantage of
combining synthetic spectrum generation tools with insights from
the simulations is to make mock observations and directly com-
pare quantities that are derived from them with the actual properties
of the gas in the simulations. This can test the techniques used in
observations, as well as make comparisons with simulations more
meaningful.

Without proper treatment of upper limits, observational analy-
ses are often plagued by a limited number of detections of ions
to constrain physical properties of the absorbing gas. Lower lim-
its similarly prohibit precise constraints of metallicity, which usu-
ally occur in saturated Ly line in the absence of Lyman series
due to limited wavelength coverage. In this section, we present a

Bayesian framework for deriving physical properties of the absorb-
ing gas, specifically focusing on systems with poor constraints of
column densities. Both saturated and undetected absorption lines
make modelling the underlying physical properties very uncertain
since they require some modelling of the probability distribution of
the lower/upper limits themselves.

Recently, a number of studies explored ways to maximize the
utility of non-detections in observational analyses (e.g. Crighton
et al. 2015; Fumagalli, O’Meara & Prochaska 2016) by modelling
the corresponding posterior probability distribution function (PDF).
In particular, the PDF is assumed to be flat for column density
below the upper limit and is joined by a one-sided Gaussian with
constant standard deviation above the limit. However, the actual
shape of the posterior distribution is determined by the non-linear
function through which parameters enter into a model of observables
and, partly, through assumption about prior distributions. The latter
may have a significant effect on the posterior distribution when the
constraining power of the data is weak, which is exactly the regime
of ‘non-detections’. As is well known, and as our results below
illustrate, the posterior distribution in this regime can have a wide
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Figure 3. The synthetic spectra generated from the two LOS shown in Fig. 2. Left-hand panel: the LOS that passes through the density peak exhibits strong
absorption lines of low ions, as well as high ions (e.g. O vi), reflecting the multiphase structure of the gas along this LOS. Note that a single density peak along
this LOS generates three (or four) absorption components due to the strong velocity gradients. However, the low and high ions are approximately kinematically
aligned per absorption component. However, the large column density of H1and oscillator strength of Ly« lead to a blending of all three absorption components,
making the determination of physical parameters difficult, although such blending does not always occur. Higher order Lyman series lines are needed to separate
the absorption components. Right-hand panel: the LOS that passes through the diffuse hot halo exhibits only H1 and O vi absorption since low ions cannot
survive in the physical condition near the virial temperature of the halo (~1053 K). We also find detectable O vir lines (Arest = 21.6 A) in both cases in our

simulations with log N ~ 14 cm™2.

range of shapes, that are generally not consistent with the standard
assumptions.

In our approach, we take advantage of knowing the underlying
properties of the gas in the simulation and ability to generate syn-
thetic spectra to illustrate how a Bayesian approach can be used
to avoid making assumptions about the posterior distributions by
directly constructing them from the data or making explicit and
more justifiable assumptions through the priors based on plausible
physical conditions at hand. In addition, a Bayesian approach al-
lows a uniform treatment of both undetected and detected (including
lower limits) absorption lines. In particular, the PDFs of detections
need not be Gaussian since the degree of saturation will simply be
reflected in the shape of the posterior PDF.

Our pipeline starts with extraction of column densities of various
ions using absorption lines in the spectrum and then uses the derived
column density PDFs to constrain the density, temperature, and
metallicity of the absorbing gas. In both steps, we use the Bayesian
approach, combined with Markov chain Monte Carlo (MCMC)
sampling as we outline below.

3.1 Bayesian Voigt profile fitting

We introduce a Bayesian approach to Voigt profile fitting in this
section. We refer readers to our companion paper (Liang & Kravtsov
2017) where we describe in details the implementation and other
useful utilities (e.g. continuum model) in a PYTHON package, BAYESVP.
The package is publicly available online.?

Zhttps://github.com/cameronliang/bayesvp
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Briefly, the posterior distribution for fitting a Voigt profile (0 =
{N, b, z}) to the spectrum (flux and its uncertainties; F) can be
written as

mvp(0|F) = Lyp(F10)pve(0), @)

where 7yp(@| F) is the product of the likelihood Lyp(F|6) with the
prior of the parameters pyp(@). The total likelihood is the product of
all likelihoods given the individual (uncorrelated) velocity intervals
of the spectrum:

Lve(F10) = [ [ t:(Fi10). ®)

The likelihood for flux F; at a spectral pixel i, £(F;|0), represents the
distribution of the fluctuations about the continuum, which can be
measured in a spectral region free of absorption lines. For simplicity,
it is usually assumed to be Gaussian (or Poisson distributed in
photon limited cases). As an example, if ¢ is a Gaussian, the form
is

G(F10) = ——; ©
(o

i

[ (F;(0)—Fz)2]
exp | —————| .

20’i2

Here, we emphasize that the posterior wyp(f) does not make any
distinctions among detections, lower limits, and upper limits. By
definition and design, the probability wyp for a combination of
{N, b, z} is simply constrained by the spectral data. The posterior
form is determined on the fly and is not assumed. As mentioned
above, we derive model parameters from MCMC chains using pub-
licly available MCMC sampler Emcie® (Goodman & Weare 2010;

3https://github.com/dfm/emcee

MNRAS 479, 1822-1835 (2018)


https://github.com/cameronliang/bayesvp
https://github.com/dfm/emcee

1828  C. J. Liang, A. V. Kravtsov, and O. Agertz

L4 Hnots (011302 log N = 12.50] CI11334

og

log]\ = 14 33

| Sil11190 | NV1238

| Silll1206 | OVI1031  log N = 14.35
L L log N = 14.38
log N =14.24

| SiIV1393

[Optically thick fyyg = f(ng)
TOptically thin fyyp = 1 1
MNoUVBfyyg =0 b

—100-50 0 50 100
dv [km/s]

—100 50 0 50 100
dv [km/s]

~100-50 0
dv [km/s]

—-100-50 0 50 100 —100-50 O 50 100
dv [km/s] dv [km/s]

50 100

Figure 4. The same LOS as the left-hand panel in Fig. 3, but with variations of ionization models. This shows how ionization models affect the total column
densities of low, intermediate, and high ions and their spectral features. The blue spectrum is computed using an ionization model with photoionization turned
off (i.e. collisional ionization only). The green spectrum assumes the gas is optically thin with 100 per cent of the UVB contribution. Lastly, the black curve
takes into account self-absorption of the CGM gas using an approximation for the fraction fyyp that reaches the gas as a function of the local density from
Rahmati et al. (2013). Comparing the model with collisional ionization only (fyvg = 0), the optically thin photoionization model (fyyg = 1) extinguishes
a large fraction of low ions (e.g. H1, O1, Mg, and Fe; blue to green), which results in the change of shape of the absorption profile. Absorption lines
of Ovi, however, change relatively little (green versus blue profiles), which shows that they are primarily collisionally ionized. Taking into account CGM
self-absorption (black) generally increases the abundance of low ions compared to the optically thin model (green).

ForemanMackey et al. 2013) and komBINE* . Note that the initial-
izations of walkers do not affect the PDF as long as the chains have
converged and the priors encompass the true values of model pa-
rameters. For convergence criteria, we employ the Gelman—Rubin
(GR) indicator (Gelman & Rubin 1992) with GR < 1.005 (see the
implementation details in Liang & Kravtsov 2017). In addition,
we select the known number of Voigt profile components in our
tests for simplicity. Nevertheless, the number of components (i.e.
the best model) can be identified using Bayesian evidence criteria
implemented in our package (Liang & Kravtsov 2017).

We now turn our attention to example fits that bracket cases of
non-detections and detections, including saturated lines. The top
panel of Fig. 6 shows a very weak Cu line buried inside a rela-
tively noisy spectrum and the corresponding marginalized column
density probability distribution given the data. Clearly, column den-
sity greater than 10'* cm~2 would result in absorption larger than
the noise level allows. The posterior sampled by the MCMC chain
disfavours larger values of column density. Therefore, the PDF for
non-detection is flat for values <10'3 cm~2 and drops precipitously
beyond that.

The second and third rows of panels of Fig. 6 show when lines
are detected but the derived column densities are uncertain. Most
notably, the column density PDF of saturated H1 line is bimodal
due to the correlation between the Doppler parameter and the low

“https://github.com/bfarr/kombine

S/N of the spectra. These two modes often are separated by 2 dex in
column densities (~10" and ~10'7 cm~2). Note that it is difficult
for a traditional x> minimization grid search to capture the full de-
generacy and locate both modes since it can be trapped in a 2 local
minimum. This could result in a dramatic under- or overestimate of
gas metallicity by orders of magnitudes if only one of these modes
is adopted. Finally, this bimodality reduces to a single mode with if
S/N of the spectrum is high enough. The bottom two panels show
examples of well-detected absorption lines with Gaussian posteriors
of the column density.

3.2 Bayesian ionization modelling

3.2.1 From the posteriors of column densities to posteriors of
physical properties

Given the posterior distributions of column density of low and
intermediate ions derived for each ion from the spectra, we can use
the Bayesian approach to constrain parameters of a single-phase
ionization model. As an illustration, we apply such analysis for an
ionization model that uses two basic assumptions: (1) the absorbing
gas is ionized by a combination of photoionization and collisional
ionization and is in ionization equilibrium and (2) absorbing gas can
be modelled as a plane-parallel slab described by a single density,
temperature, and metallicity. These assumptions can, of course,
be relaxed in more complicated models, which would, however,
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Figure 5. Column density profiles of Hi, Mg, C1v, and O vi computed for the different treatment of ionization radiation (see legend and caption of Fig. 4).
The comparison of different ionization models shows that photoionization from the UVB extinguishes an abundant of low and intermediate ions at distances
beyond ~0.2R.i; ~ 65kpc. On the other hand, photoionization does not have a strong effect on the column density of O vi, showing that it is primarily
collisionally ionized. The model that takes into account CGM self-absorption generally increases the abundance of low ions.

require more observational constraints in the form of more ion
column density measurements.

For simplicity, we generate a grid of single-phase ionization mod-
els with parameters & = {ny, T, Z/Z, Nu,} using cLoupy (Fer-
land et al. 2013). We assume the gas follows solar pattern. Note that
we include Ny, as a parameter in the model (see also Crighton et al.
2015; Fumagalli et al. 2016), such that N; = N () is the column
density of the kth metal ion. Note also that the thickness of the
plane-parallel slab in the model is not a free parameter, as it is de-
termined by a combination of model parameters, AS = fa.(nﬁ%’
where fy,(ny, T) is the ionization fraction of H1.

The data constraining the model are a set of de-
rived posterior distributions of column densities, D =
{mpeu(N), msin(N), msim(N), ...}. Specifically, mwy(N) is the proba-
bility distribution as a function of column density N for metal ion k
marginalized over the b parameter and redshift z. Recall that these
posterior distributions are extracted using MCMC sampling, as de-
scribed in Section 3.1, and can be of any form depending on how
well absorption lines of a given ion are detected. We note that all
cospatial ionic species can be included in the ionization modelling,

as long as there exists a transition within the wavelength coverage
(and without contamination from systems of other redshifts). Within
the framework described below the combination can also include
detection of varying quality including upper and lower limits. We
assume that the column density constraints for different ions are
independent of each other.

The posterior of the ionization model parameters o, given the
column density probability distributions, can be written as

”ion(alD) = [fion(D‘“)p(a)v (10)
where the prior is simply
pe) = pnw) p(T)p(Z/Zo)mu(Nuy). an

Note that Ny, is constrained using the measured probability distribu-
tion 7y, in the Voigt profile fitting process. We adopt uninformative
priors for log ny, log T, and log Z/Z, such that all values are equally
probable within a given range.
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Figure 6. Each row shows synthetic spectrum (with continuum C(Av) = 1)
around a particular absorption line derived from an LOS through simulation
along with the best-fitting model Voigt profile resulting from our Bayesian
fitting (left-hand panel) and the derived posterior probability distribution
of the column density of the corresponding. The true column densities are
indicated in the right-hand panel by the green vertical dashed lines. We have
selected five representative examples of absorption lines that show different
degrees to which the lines were detected: from a non-detection (top row)
to high signal-to-noise ratio (S/N) detection (two bottom rows). The same
saturated H1 line is repeated three times in the middle panels with varying
S/N (=5, 10, 20) showing that the resulting fit can be non-Gaussian in low
S/N spectra due to the degeneracy between N and b parameter. For the
non-detection/upper limit constraints in C1u A1334, the lack of decrement
in the flux implies that column density of Cn greater than ~10'3 cm=2
is disfavoured by the data. In contrast, the Siiv is well measured with a
narrow Gaussian column density probability distribution function (PDF).
These probability distributions can then be used for ionization modelling
even though C 11 line is not formally ‘detected’ or that the H1line is saturated.

The total likelihood L, is the product of individual likelihood
7 at Ny for k metal ions of a fixed set of parameters a:

LDa) = [ [ m(Ni(e)). (12)
k

In other words, if one measures the column density probabil-
ity distributions of Sim, Sirv, and Fen, Ly, = mpen(N(a)) X
Tsin(N (@) X wsim(N(e)). In practice, we evaluate the probabil-

ity for ;. at a given N, through interpolated version of the MCMC
sampled 7 (N (a)).

3.2.2 Mock observations and experiments

In the following, we conduct three sets of mock observations and
experiments (A, B, and C) to explore the relationship between the
derived physical properties of absorbers and the underlying prop-
erties in the simulations through ionization modelling. Briefly, ex-
periment A tests if we can recover the true properties over an entire
LOS by including the total integrated column density despite the

number of velocity absorption components. Experiment B tests if
one can include higher ionization species with the low ions. Ex-
periment C tests the recoverability of physical properties in poor
column density constraints (i.e. with an abundance of lower limits).

In experiment A, we broadly divide LOS into two types. The first
set of LOS contains low and intermediate ions (i.e. H1, Cu, C,
Cuv, Sin, Sim, Sitv, O1, and Fe ). The second type of LOS probes
the coronal hot gas with a negligible abundance of low metal ions.
We, therefore, include H1 and high ions only (e.g. Nv, Ovi, and
Ne vin). Since it is often difficult to distinguish the spatial informa-
tion along the LOS based on velocity information in real spectra, we
are interested in testing whether the LOS H 1-weighted properties
can be recovered despite the number of velocity/absorption compo-
nents. Therefore, we simply test the recoverability of the physical
properties during the ionization modelling process by assuming the
column densities are well measured with uncertainties of ooy =
0.1 dex for all ions. We do so by directly integrating the number
density in our simulations in this exercise. This implies that we
include all absorption/velocity components in the spectra. Never-
theless, in Fig. 8, we find that the derived values generally follow the
H1 mass-weighted properties along the LOS. Occasionally, catas-
trophic failures occur when there is more than one density peak are
present in the LOS (shown by data points with small error bar but
large deviation from the truth values). This is because the ratio of
the sum of metals and H1is not equivalent to the ratio of metal and
Hr in each density peak. In other words, if these structures over-
lap in velocity space where column density contribution cannot be
separated, single-phase ionization model would fail to capture prop-
erties of both structures. It is also worth pointing out the deviation at
low-temperature regime (near 10* K) in Fig. 8 is due to the prior that
prohibits MCMC walkers to explore temperature lower than 10* K
The posterior distribution is therefore asymmetric; the median is
artificially offset despite having the most probable temperature at
10* K. This can systematic shift can be fixed by including cLoupy
models below 10* K and relaxing the priors.

It is common to only include ions that are cospatial to extract
properties using a single-phase model. This is because a single-
phase model predicts sensible properties only if ions arise from the
same density and temperature. For experiment B, in contrast, we test
explicitly what properties one would derive if we include column
densities of ions that are not cospatial. Note that we only consider
isolated peaks in contrast to the discussion of multiple peaks above.
We do so by extracting small spatial segments (typically few kpc
across) of LOS containing a single structure with varying density
and temperature (such as the density peak in the left-hand panel of
Fig. 2). For each density structure, we perform a series of ionization
fit by cumulatively including column densities of ions with increas-
ing ionization energy, therefore, tracing more and more diffuse gas
at the interface of the dense absorber and the halo. For example, we
first include four low ions with Ej,, < 16.345eV (i.e. H1, O1, Mg11,
and Sin). Next, we add the ion with higher ionization potential (C 1t
with Ej,, = 24.383¢eV) to test how the derived properties change,
and so on up to O vi with Ej,, = 138.11 eV. Somewhat surprisingly,
Fig. 9 shows that by including ions with increasing Ej,, the derived
properties all converge to the H1 mass-weighted properties over the
density structure similar to experiment A. An example of a corner
plot that includes both low and high ions are shown in Fig. 10,
where the recovered parameters are consistent with the underlying
LOS values. Given that the derived properties are H 1 mass-weighted
along a peak, the derived values slowly change depending on the
ions included in the analysis. In other words, including low ions
only in the modelling will give density, temperature, and metallic-
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Figure 7. These four corner plots show the joint posterior distributions corresponding to absorption lines in Fig. 6. The top left-hand panel shows the posteriors
of the non-detected C 11 line. The joint probability distributions show noisy fluctuation without a preferred location in the parameter space. The marginalized
probability of column density drops precipitously for log N/lem™2 > 12, where high column density is strongly disfavoured by the data. The other three panels
show the posteriors of the saturated H1line with corresponding S/N of 5, 10, and 20. The elongated shape in the joint probability shows the degeneracy between
b and N in a saturated regime. As expected, the constraints improve as S/N of the spectra increases. The corner plots are made using publicly available code

CORNER.PY (Foreman-Mackey 2016).

ity closest to the highest density region. Including additional high
ions will drive the derived density lower since high ions occur in
the outskirts of the structure where density is lower.

Note that our finding here is in contrast to our usual expectation
where O vi should not be included in the ionization modelling (e.g.
Churchill et al. 2015). It is conceivable that what we show here can
break down in higher resolution simulations where the morphology
can be much more complex. It is also important to note that we use
the same underlying ionization model that produces the ions abun-

dances in the inverting process. In reality, we might not have full
knowledge of the ionization process in observed ionic abundances
that can jeopardize the retrieval of absorbers physical properties.
Other sources in addition to the UVB may provide additional ion-
izing photons that change the relative abundance of ions (e.g. the
highly ionized gas O vi discussed in Werk et al. 2016).

Finally, we design experiment C to illustrate the uniform treat-
ment of detections and non-detections. To avoid possible confusion
from experiments A and B, we generate an idealized single-phase
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Figure 8. Comparison between derived properties and the ‘true’ Hi1 mass-weighted averages of each quantity along corresponding LOS in simulations.
Experiment A (green points) represents values derived using the integrated column density along the entire LOS, which may include absorption from multiple
absorbers. The column densities in experiment A have uncertainties of 0.1 dex. Generally, the derived values are close to the H1-weighted properties along the
LOS. Experiment B (not shown) shows similar results as A . The grey bands show the typical intrinsic scatter along these LOS. The pink points in experiment
C show how well one can retrieve the physical properties of absorbers when column densities constraints are poor (see the upper limit constraint of C1 in
Fig 6 for an example). The pink error bars show the ranges that enclose 68 per cent and the grey error bars enclose 99 per cent of probability of the posterior
distributions. Naturally, the constraints of the derived parameters are poorer due to the lack of constraining power from upper limits probability distribution
function (PDF). Nevertheless, this demonstrates a bias-free, formally correct way to retrieve physical properties of the CGM when there is limited information

available.

model with a random combination of density, temperature, metal-
licity, and velocity dispersion. A noise-free synthetic spectrum can
then be created to represent such isothermal clouds. We then add
noise to the synthetic spectra to the level (S/N = 20) that weak lines
are not detectable in the traditional sense (i.e. by eye). The primary
motivation for doing so is to test the utilities of upper limits. This
is because detections in observed spectra can be scarce. It is espe-
cially useful to include proper treatment of upper limits when the
number of detections is less than the ionization model parameters.
Fig. 8 shows ionization modelling results for 30 LOS with varying
quality of column density constraints. In some cases where there is
a mix of detections and non-detections, the posteriors are similar to
that shown in Fig. 11 when constraints are poor and are similar to
Fig. 10 when constraints are good.

The corner plot of Fig. 11 shows the posterior distributions of
density, temperature, and metallicity of the hot halo gas. Here,
we use ‘detected’ ions (H1, Ovi, and Nv) and one upper limits
constraint (Nevin) as input for a four-parameter model. Despite
the poor constraint in Ne vir column density, the temperature and
metallicity of the gas are recovered. Although constraint on the
density is poor, this test shows that one can formally recover the
true parameters to the degree that the data allow. The large error
bars of the derived properties from these coronal LOS illustrate that
the absorption spectrum, in this case, has little constraining power.
Explicit priors can also be set to limit the any unphysical values
of model parameters based on our understanding of the absorbing
gas physical condition (e.g. unphysically large density for O vi-
producing gas).

4 CONCLUSIONS

We explored the multiphase structure of the CGM probed by syn-
thetic spectra through a cosmological zoom-in galaxy formation
simulation. We use simulations to produce synthetic absorption
spectra containing lines of different ionic species. In addition, we
present a Bayesian method for modelling a combination of absorp-

tion lines to derive physical properties of absorbers regardless of
the S/N or whether a particular line is actually detected. In other
words, the method treats detections (including lower limits) and
non-detections (upper limits) in a uniform manner. Our main find-
ings can be summarized as follows.

(1) We show that in our simulations low ions (e.g. H1 and Mg 1)
arise from the densest and coldest regions of absorbers, while inter-
mediate and high ions arise in the interface regions between cold
gas and hot halo, as shown in Fig. 2 (see also Churchill et al. 2015).

(2) In the LOS passing through the cold gas, absorption lines of
low, intermediate, and high ions are present in the spectrum and
overlap in velocity space. This is because the velocity across a
typical absorber does not vary significantly over sub-kpc scale in
our simulations. In LOS that passing the hot halo, only H1 and high
ions are present with significant column densities. In particular,
we find detectable O vi and O vn at log N ~ 13-14cm™2 in our
simulations. In such LOS, the absorption lines are typically broad
due to the complex velocity fields across the entire halo (Figs 2
and 3; see also Savage et al. 2011; Werk et al. 2016).

(3) We find that attenuation of the UVB flux by neutral hydrogen
in the CGM increases the abundance of low ions by a factor of a few
to an order of magnitude. This difference, however, is smaller than
LOS to LOS scatters. A comparison between photoionization and
collisional ionization models shows that low and intermediate ions
in our simulations are mostly photoionized, while high ions (e.g.
O 1) are primarily collisionally ionized. In addition, photoioniza-
tion from the UVB becomes more important at the outskirts of the
halo (>0.25R,;;) for low ions due to the decreasing covering fraction
of dense gas. The decreasing density and constant UVB together are
responsible for shaping the exponential form of the column density
profiles of low ions (Figs 4 and 5).

(4) We present a Bayesian method for Voigt profile fitting that
treats detections and non-detections (upper and lower limits) in
a uniform manner and produces posterior of column densities, b-
parameters, and redshifts, reflecting the quality of the absorption
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Figure 9. Experiment B: comparison of how well ionization modelling can
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ions with increasing ionization energy. Each line connected by colour points
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ionization modelling includes ions up to the specified Ejon. For example,
points at Ejo, = 16.345 eV means H1 (Ejo, =13.598eV), O1(13.618), Mg
(15.035), and Sin (16.345) are included in the ionization modelling. The
typical error bars are larger with a low number of ions (not shown), and all
derived properties are roughly consistent with the input values. Surprisingly,
the derived physical properties approach the H1 mass-weighted values by
including higher ions.

Observing the simulated CGM 1833

logny [em™] = —3.257°7 0!

1
'
I
|
'
1
|
'
|
A

logT [K] = 4.2370%

loeT [K]
Y T T, T

logZ [Z.] = —0.1177»

logZ [Z.)

Ny [em™®] = 15.337007

°

log Ny [em

N 5 B TN DY D O
B I R
VA

logny; [em ™) logT [K] logZ [Z,] log Ny [em™?]

Figure 10. An example of posterior probability distribution functions
(PDFs) of the parameters in experiment B, in which all low to high ions
with Ejon < 140eV (up to O vi, with log No V,/cm’2 = 14.06) are included.
As shown, the derived properties are fairly consistent with the underlying
Hi-weighted values.

lines. We also use Bayesian approach to derive density, temperature,
and metallicity of absorbers from using these posteriors.

(5) We show that the derived properties match closely the cor-
responding H1 mass-weighted averages along the LOS. While this
works well for an isolated structure with internal varying density, it
also implies that single-phase model would fail catastrophically in
multiple density peaks, especially if they overlap in velocity space
such that their column density contribution are not well separated.
Finally, we also show that constraints on H1 and O v1 together with
upper limits on Ne vt or N v can in principle provide constraints
on the properties of the hot halo (Figs 6-11).

The methods developed in this study can be used to make com-
parisons between simulations and observations more realistic using
synthetic spectra. The results of our analysis indicate density, tem-
perature, and metallicity of the CGM absorbing gas can be reliably
recovered in a Bayesian ionization modelling presented here.
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Figure 11. MCMC sampled posterior distributions of best-fitting parameters of an ionization model (including photoionization and collisional ionization)
derived from constraints of column density in the form of non-Gaussian probability distributions including ‘non-detected” metal lines. In this example, column
density constraints come from H1, O vi, Nv, and Ne vii, where Ne viin is a ‘non-detection’ similar to C 11 constraints in Fig. 6. The corresponding input mock
spectrum and derived column density probability distribution function (PDF) are shown top right. Although with the poor column density constraints with
Ne v, this figure shows one can formally recover the true parameters (shown by blue crosses) in this mock observation to the degree that the data allow. If N v
becomes an upper limit when S/N of the spectrum is poorer, the corresponding constraints of temperature and metallicity will be poorer. Explicit priors can
also be set to limit the wide range of allowed density based on our physical understanding of O vi-producing gas. Note that the probability distribution of H1
column density from Voigt profile fit acts as a prior for the ionization modelling. In other words, the posterior of H1 shown here is a resampled version of the
posterior sampled from Voigt profile fitting.
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