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Abstract—Modern applications for DSP systems are increas-
ingly constrained by tight area and power requirements. There-
fore, it is imperative to analyze effective strategies that work
within these requirements. This paper studies the impact of finite
word-length arithmetic on the signal to quantization noise ratio
(SQNR), power and area for a real-valued serial FFT implemen-
tation. An experiment is set up using a hardware description
language (HDL) to empirically determine the tradeoffs associated
with the following parameters: (i) the input word-length, (ii) the
word-length of the rotation coefficients, and (iii) length of the
FFT on performance (SQNR), power and area. The results of this
paper can be used to make design decisions by careful selection
of word-length to achieve a reduction in area and power for an
acceptable loss in SQNR.

Index Terms—FFT, real-valued FFT, serial commutator, area,
power, SQNR

I. INTRODUCTION

The fast Fourier transform (FFT) is one of the fundamental
operations in digital signal processing. It is widely used in
applications such as OFDM, spectral analysis and in extracting
features for classification. Many biomedical signals such as
electroencephalogram (EEG), magnetoencephalogram (MEG)
and functional magnetic resonance imaging (fMRI) are real.
Applications where these signals are used include seizure
prediction and detection using EEG [1]–[4], schizophrenia
identification from MEG [5] and classification of mental disor-
ders from fMRI [6]. In recent years, there has been significant
interest in developing optimized solutions for implementations
targeting real-valued signals [7]–[11]. The development of
these architectures in more advanced technologies has been
driven by tighter constraints on the area and power require-
ments of the system. This has led to an interest in reducing
the number of computations in the system or in improving the
utilization of hardware functional units.

Analysis of scaling and roundoff noise is an important
consideration in digital signal processing systems [12]. Prior
work on understanding SQNR in FFT primarily has focused
on analyzing the quantization noise and propagation of the
noise through the system [13]–[16]. These quantization noises
are introduced due to finite precision during implementation.
In finite word-length implementations, the error is introduced
due to truncation at the outputs of the adders and multi-
pliers to maintain a constant word-length. Although prior
publications compute SQNR for an algorithm, they do not
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Fig. 1. Flow graph 16-point real-valued FFT from [23].

provide accurate SQNR measurements corresponding to the
hardware implementation. Also, they propose methodologies
for improvement of the SQNR of the design without providing
the cost of these improvements in terms of area and power.
Despite focusing on results that are obtained from actual
implementations, the approaches in [17]–[21] do not present
a holistic view of the entire system allowing the designer to
make an informed choice based on all parameters provided
to them. These implementations have only explored a very
small region of the design space that is limited to the range
of the specific application targeted, i.e., how the word-length
would affect the SQNR of the design, without investigating the
cost of these improvements. Upto date the only work that has
taken this into consideration is [22]. Moreover, the applications
considered in these papers are not based on real-valued FFTs.

In this paper, we bridge the above gap by presenting finite
word-length tradeoff analysis associated with SQNR, area and
power for a specific real-valued FFT architecture. The results
we provide are more representative of real-world applications
as the architecture is designed, synthesized and simulated in
hardware to obtain accurate measurements over a larger design
space. The real-valued serial FFT architecture is designed
based on the architecture in [23], which achieves full hardware
utilization and requires lower area. The hardware model is
designed to be synthesizable and accounts for the added over-
heads for the control logic and pipelines to ensure that it meets
the timing requirements. We present exhaustive simulation
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Fig. 2. Architecture of 16-point real-valued FFT from [23]. The numbers inside the squares boxes represent delay elements.

results for all parameters by synthesizing the designs to obtain
the area and power consumption values. These results can
be used to make informed choices while implementing real-
valued serial FFT designs and explore the tradeoffs for a
specific application.

This paper is organized as follows. Section II presents the
real-valued FFT, its architecture, analysis and implementation.
Section III presents the experimental results for SQNR, area
and power consumption. In Section IV we summarize the main
conclusions.

II. REAL-VALUED FFT ARCHITECTURE

A. Advantages of real-valued FFT

The real-valued FFT eliminates redundant operations by
using the property that the spectrum of the signal is conjugate
symmetric, i.e., X[n−k] = X∗[k] [24]. This can be observed
in Fig. 1 where the redundant calculations are highlighted in a
standard decimation in frequency (DIF) data-flow graph. As a
consequence of these eliminations in the radix-2 architecture,
we can achieve a canonic form of the flow graph, where at
each stage the number of signals remains constant.

B. Qualitative analysis

This subsection describes the effects of the following param-
eters: (i) the word-length of the data, WD, (ii) the word-length
of the coefficient for twiddle factor multiplication, WC , and
(iii) the FFT length, N .

Most FFT implementations use fixed-point precision for the
input data and intermediate datapaths. Noise is introduced due
to the quantization of the intermediate outputs due to fixed
word-length constraints. Therefore, for a proper examination
of the SQNR of the system, we must determine all the sources
of quantization noise from the architecture. First, the single
addition operation in a butterfly module results in the growth
of the word-length by one bit; however, to maintain constant
word-length we truncate the last bit that introduces noise into
the system. Second, the multiplication of the data (WD) and
the coefficient (WC) in the rotator results in output word-
length of WD + WC − 1. This must be truncated as well to
keep the word-length of the datapath fixed. Two consequences
arise due to this. First, a change in WC results in quantization
noise being introduced in the rotator. Second, WD determines
the overall SQNR of the system as it affects all modules, and
limits the potential benefits obtained by other means.

Based on the implemetation in [23], we see that the number
of adders and multipliers increases by a factor log2(N);
however, the architecture requires N+9 log2(N)−19 memory

units. This shows that in longer FFTs the memory units
contribute significantly to the area and power of the system.
Analyzing the effects of WC , we see that it is limited to
the storage of the coefficients and the width of the multiplier
outputs. The multipliers in the design in subsequent datapaths
truncate the multiplier output to the width of WD. Also, an
increase in the Wc results in an increase in area to store the
coefficients for rotation.

C. Implementation
In this paper, we implemented the design based on the

architecture presented in [23], making use of the butterfly
module, data permutation circuits, and the rotator module as
shown in Fig. 2. The architecture allows for the insertion
of pipeline stages, as shown in Fig. 2, to support the target
frequency of 500 MHz using a 45 nm technology node. Each
stage’s control logic is implemented in a parametrized form
and in higher stages form the critical path of the design.
Therefore, these are also carefully pipelined along with the
adders and multipliers to ensure that the design meets the
required specification. The work in [15] suggests word-length
growth as a method to increase the SQNR of the system;
however, in this paper, we focus on a fixed word-length
throughout the entire design. We are required to scale the
output of the design as the truncation in the butterfly module
results in the output being scaled up by a factor of 2 at each
stage. Thus an input which was defined in the fixed-point
notation, −1 ≤ x < 1, can represent any number in the range
of −N ≤ X < N . However, since the maximum value that
an FFT can take is N we require to scale down the input by
a factor of 2 after each stage to prevent overflow.

III. EXPERIMENTAL ANALYSIS

This section describes the experimental methodology as
well as how the three main parameters under consideration:
word-length of the data, WD, the word-length of the coef-
ficient, WC , and FFT length, N , impact the characteristics
of the design. Several designs are analyzed with respect to
area, power and SQNR, by varying these individually and in
combinations.

A. Methodology
The experiments were conducted on a SystemVerilog based

synthesizable RTL, parametrized by the word-length of the
data, the word-length of the coefficient and the length of the
FFT. The design was synthesized using a 45 nm technology
node at 1.1 V and 500 MHz. These were chosen to give
a good reference setup to compare the different parameters
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Fig. 3. Variation of SQNR (dB) with the word-length of coefficient WC and the word-length of the data,WD , over different FFT lengths. (a) FFT length,
N = 256. (b) FFT length, N = 512. (c) FFT length, N = 1024. The dashed lines represent desired operating points for specified SQNR that minimize area
and power consumption.
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Fig. 4. Variation of area (mm2) with word-length of coefficient, WC and word-length of the data,WD , over different FFT lengths. (a) FFT length, N = 256.
(b) FFT length, N = 512. (c) FFT length, N = 1024. The dashed lines represent desired operating points for an area constraint that maximize SQNR.

while ensuring that the timing is met at this frequency. For the
evaluation of SQNR, we use a sum of sinusoids as the input
and calculate the SQNR. WD and WC are varied by steps of
one bit until 32 bits. The size of the FFT, N , is chosen as
256, 512 or 1024.

The points marked by symbols in the graphs and tables
correspond to designs that satisfy the SQNR requirement of:
◦ = 90 dB, + = 100 dB, ∗ = 110 dB and � = 120 dB.

B. Analysis of SQNR

This experiment evaluates the effect of varying the parame-
ters WD, WC and N on the SQNR of the system. The SQNR
is calculated as

SQNR(dB) = 10 log10

( ||XI ||2
||XI −Xq||2

)
(1)

Where XI and Xq , respectively, represent the output of an
FFT without quantization and the output of the current design
with quantization. In Fig. 3 we compare the effects of WD and
WC on SQNR across different length FFTs. We observe that
WD is more of a limiting factor when it comes to the overall
SQNR of the system. WC can be set 4 to 6 bits less than
WD depending on N to achieve a good SQNR with less area
and power consumption. The best operating points for a given
SQNR are shown in dashed lines in Fig. 3. The designs at these
operating points minimize the area and power consumption for
a specified SQNR. Note that similar observations on operating
points for specified SQNR were made for complex FFTs [22].
The choice of N for a design is ideally application-specific and
this choice has minimal impact on the SQNR of the system.

TABLE I
EFFECTS OF THE WORD-LENGTH OF THE DATA WD AND THE

WORD-LENGTH OF THE COEFFICIENT WC ON SQNR (DB) FOR SELECTED

CONFIGURATIONS

WD
WC

10 12 14 16 24 32
N = 256

16 76.56 80.36 80.53 80.88 80.82 80.82
18 79.86 ◦ 88.69 91.96 92.19 92.46 92.46
20 80.15 91.55 + 100.76 104.75 105.78 105.78
22 80.16 91.82 103.66 ∗ 113.56 � 119.12 119.07
24 80.15 91.83 103.73 115.48 125.58 125.70
32 80.15 91.82 103.73 115.65 127.42 127.42

N = 512
18 82.51 ◦ 89.67 91.79 91.88 91.91 92.01
20 83.15 94.30 + 102.22 104.59 106.01 105.80
22 83.18 94.79 106.10 ∗ 114.52 117.13 117.12
24 83.19 94.82 106.67 117.46 � 123.80 123.78
32 83.19 94.82 106.73 118.73 125.78 125.78

N = 1024
20 86.05 97.05 + 103.06 105.10 105.42 105.43
22 86.13 98.11 ∗ 108.64 115.18 117.09 117.13
24 86.14 98.22 109.75 � 120.28 125.96 126.06
32 86.14 98.24 109.91 121.75 130.37 130.38

Table I presents the SQNR values for different values of WD,
WC and N .

C. Analysis of Area

This experiment evaluates the effect of varying the param-
eters WD, WC and N on the area of the system. The design
was synthesized in a single technology node and can be used
as a reference to study these parameters.
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Fig. 5. Variation of power (mW) with word-length of coefficient WC and word-length of the data,WD , over different FFT lengths. (a) FFT length, N = 256.
(b) FFT length, N = 512. (c) FFT length, N = 1024. The dashed lines represent desired operating points for a power constraint that maximize SQNR.

TABLE II
EFFECTS OF THE WORD-LENGTH OF THE DATA WD AND THE

WORD-LENGTH OF THE COEFFICIENT WC ON AREA (mm2), FOR

SELECTED CONFIGURATIONS

WD
WC

10 12 14 16 24 32
N = 256

16 0.073 0.076 0.080 0.084 0.096 0.108
18 0.086 ◦ 0.090 0.093 0.097 0.114 0.128
20 0.096 0.100 + 0.104 0.109 0.126 0.143
22 0.107 0.111 0.115 ∗ 0.120 � 0.139 0.156
24 0.116 0.121 0.126 0.130 0.150 0.170
32 0.156 0.161 0.169 0.174 0.204 0.230

N = 512
18 0.140 ◦ 0.146 0.151 0.157 0.176 0.197
20 0.156 0.163 + 0.166 0.172 0.194 0.215
22 0.172 0.178 0.183 ∗ 0.190 0.212 0.235
24 0.188 0.194 0.201 0.207 � 0.230 0.255
32 0.254 0.261 0.270 0.277 0.310 0.352

N = 1024
20 0.269 0.276 + 0.283 0.290 0.321 0.347
22 0.296 0.304 ∗ 0.312 0.319 0.349 0.376
24 0.322 0.331 0.341 � 0.350 0.376 0.408
32 0.433 0.442 0.453 0.462 0.504 0.549

Fig. 4 compares the effects of WD and WC on area. As
seen from the figure, WD and WC have a similar impact
on the area of the system. The choice of N matters here, as
different values of N vary the ratio of contribution between
WD and WC to the area of the design. As we increase N , the
contribution of WD increases as we require larger circuits for
data reordering. Also, an increase in N results in an increase
in contribution from WC as more coefficients need to be
stored. For a specified area constraint, a point corresponding
to a lower WD and higher WC is a desirable choice for
achieving higher SQNR. The best operating points for an area-
constrained design are shown in dashed lines in Fig. 4. Note
that, for higher values of WD, WC is fixed at 24 bits for
area-constrained designs. Table II presents the area in mm2

for different values of WD, WC and N .

D. Analysis of Power
This experiment evaluates the effect of varying the parame-

ters WD, WC and N on the power consumption of the system.
Fig. 5 and Table III illustrate the tradeoff of power con-

sumption in mW with respect to WD, WC and N . For a
power-constrained design, a point corresponding to a lower
WD and higher WC is a desirable choice for achieving higher

TABLE III
EFFECTS OF THE WORD-LENGTH OF THE DATA WD AND THE

WORD-LENGTH OF THE COEFFICIENT WC ON POWER CONSUMPTION

(mW ), FOR SELECTED CONFIGURATIONS

WD
WC

10 12 14 16 24 32
N = 256

16 63.11 63.77 64.54 65.60 68.17 71.79
18 72.65 ◦ 73.60 74.33 75.78 79.32 84.04
20 81.09 82.08 + 82.98 84.45 88.98 93.43
22 89.63 90.52 91.44 ∗ 93.08 � 97.99 102.68
24 97.93 99.11 100.19 102.05 107.46 112.57
32 131.82 133.27 134.64 136.77 143.76 149.77

N = 512
18 128.12 ◦ 129.22 130.21 131.91 136.14 141.76
20 142.82 144.23 + 145.04 146.72 152.06 157.36
22 157.65 159.00 160.06 ∗ 161.92 167.57 173.23
24 172.46 173.99 175.32 177.34 � 183.68 189.96
32 232.59 234.45 236.00 238.42 246.20 254.46

N = 1024
20 263.22 264.53 + 265.89 267.93 274.23 280.98
22 290.74 292.12 ∗ 293.59 295.70 302.28 308.85
24 318.10 319.85 321.53 � 323.94 331.17 338.24
32 428.45 430.76 432.62 435.31 444.66 453.55

SQNR. The best operating points are shown by the dashed
lines in Fig. 5. Note that for power-constrained designs, WC

is fixed at 24 bits for the range of WD considered in this paper.

IV. CONCLUSION

This paper has quantified the impact of variation in word-
lengths and FFT length on the SQNR, power, and area. This
study is important especially in advanced complex designs
that are constrained by low power consumption and low area
requirements. Therefore we provide design choices on the
selection of word-length for a given specification (area, power,
and SQNR).

Future work on trade-off analysis of SQNR, area and
power can be directed towards use of fixed-width multipliers
based on approximations using statistical corrections [25],
[26]. These designs can reduce area and power consumption
without degrading SQNR. Similar empirical analysis can also
be carried out for parallel real FFTs [7]–[9]. Analysis of effect
of finite word-length on Welch power spectral density [27] for
real-valued signals is also of interest.
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