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ABSTRACT

On line analytical processing (OLAP) is an essential element
of decision-support systems. However, OLAP queries can
be biased and lead to perplexing and incorrect insights. In
this demo, we present HypDB, the first system to detect, ex-
plain and resolve bias in OLAP queries. Our demonstration,
shows several examples of OLAP queries from real world
datasets that are biased and could lead to statistical anoma-
lies such as Simpson’s paradox. Then, we demonstrate step-
by-step how HypDB: (1) detects whether an OLAP query is
biased, (2) explains the root causes of the bias and reveals
illuminating insights about the domain and the data collec-
tion process and (3) eliminates the bias via query rewriting
and generates decision-support insights.
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1. INTRODUCTION

On line analytical processing (OLAP) is an essential ele-
ment of decision-support systems. OLAP tools enable the
capability for complex calculations, analyses, and sophisti-
cated data modeling; this aims to provide the insights and
understanding needed for improved decision making. De-
spite the huge progress OLAP research has made in recent
years, the question of whether these tools are truly suit-
able for decision making remains unanswered [3, 2]. The
following example shows how insights obtained from OLAP
queries can lead to incorrect business decisions.

Example 1.1. Suppose a company wants to choose be-
tween the business travel programs offered by two carriers,
American Airlines (AA) and United Airlines (UA). The
company operates at four airports: Rochester (ROC), Mon-
trose (MTJ), McAllen Miller (MFE) and Colorado Springs
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(COS) and wants to choose the carrier with the lowest rate
of delay at these airports. To make this decision, the com-
pany’s data analyst uses FlightData [7], she runs the group-
by query shown in Fig. 1 to compare the performance of the
carriers. Based on the analysis at the top of Fig. 1, she rec-
ommends choosing AA because it has a lower average flight
delay. Surprisingly this is a poor decision. AA has, in fact,
a higher average delay than UA at each of the four airports
Fig. 1(a). This trend reversal, is known as Simpson’s para-
dox, occurs as a result of confounding influences. The Air-
port has a confounding influence on the distribution of the
carriers and departure delays because its distribution differs
for AA and for UA (Fig. 1 (b) and (c)): AA has many more
flights from airports that have relatively few delays, like COS
and MFE, while UA has more flights from ROC, which has
relatively many delays. Thus AA seems to have an overall
lower delay only because it has many flights from airports
that in general have few delays. At the heart of the issue is
an incorrect interpretation of the query; While the analyst’s
goal is to compare the causal effect of the carriers on delay,
the OLAP query measures only their association.

In this demonstration, we propose HypDB, the first sys-
tem to detect, explain, and resolve bias in OLAP queries.
HypDB systematically performs the type of analysis ex-
emplified in Fig. 1. It interprets OLAP queries as queries
about testing causal hypotheses, those most often required
for making business decision. The gold standard for test-
ing causal hypothesis is a randomized experiment or an A/B
test, called as such because the treatments are assigned to
subjects randomly. In contrast, business data is observa-
tional, defined as data recorded passively and subject to
selection bias. Built upon observational studies in statistics
[8, 6], HypDB detects bias in an OLAP query by automat-
ically inferring confounding or covariate variables. It, then
resolves the bias by rewriting the query into an unbiased
query that correctly performs the hypothesis test that the
analyst intended. Finally, it generates ranked explanations
for the bias, to explain its finding. An important application
of HypDB, which we demonstrate on adult census data [5]
and Berkeley data [1], is to detect unfairness and disparate
impact [11].

2062








