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Abstract

Recent advancements in Internet of Things and Machine Learning have opened the possibility of deploying
sensors at a large scale to monitor the environment and to model and predict thermal comfort at an
individual level. There has been a growing interest to use physiological information obtained from wearable
devices or thermal imaging to improve individual thermal comfort prediction. In this study, we compared
the accuracies of using environmental sensing with an air temperature sensor, physiological sensing with a
wrist-worn device to monitor wrist skin temperature or thermal camera to monitor facial skin temperatures
for predicting individual thermal sensation and satisfaction. The experiment was conducted in a controlled
environment without any radiant heat sources or local comfort devices; solely the air temperature was
changed. For the conditions studied, our results indicate that using data from an environmental sensor for
predicting thermal comfort results in a higher accuracy compared to using physiological sensors (either
wearable device or thermal camera) alone. Combining data from both environmental and physiological
sensors leads to about 3% to 4% higher accuracy than using environmental sensors only. Slight
improvement in accuracy from the physiological sensors might not be sufficient to justify the privacy
concerns and additional costs of using physiological sensors at a large scale for predicting thermal comfort
in environments without radiant heat sources or local comfort devices. Future studies under different
environmental conditions with a larger population are needed to better understand the tradeoffs between
different sensing methods for predicting thermal comfort at an individual level.

Keywords: Thermal comfort models; Physiological measurements; Infrared thermography;
Personalized comfort; Skin temperature

1 Introduction

Ensuring satisfactory indoor environments is the primary goal of Heating, Ventilation and Air Conditioning
(HVAC) systems. However, current practice of operating HVAC systems using a “one size fits all”
approach fails to satisfy most of the occupants in existing buildings [1]. Current standards such as ASHRAE
55 [2] and ISO 7730 [3] rely on the Predicted Mean Vote and Predicted Percent Dissatisfied (PMV/PPD)
model for air conditioned buildings and the adaptive comfort model for naturally ventilated buildings to
establish acceptable indoor thermal conditions. Although the standards specify the requirement of satisfying
at least 80% of the occupants in a building, a large scale study that surveyed occupants in commercial
buildings across North America showed that only 38% of the occupants were satisfied with their indoor
thermal environment [1]. HVAC systems are responsible for about 50% of building energy consumption in
the U.S. and European countries [4]. Despite their large energy consumption share, HVAC systems fail to
meet the primary purpose of ensuring satisfactory indoor environments for building occupants. The low
rate of occupant satisfaction arises due to the individual differences in thermal preferences among occupants



and the inability of current HVAC systems to meet individual preferences due to lack of personalized
conditioning and control [1,5].

Thermal comfort is defined in ASHRAE 55 as the condition of mind that expresses satisfaction with the
thermal environment and is assessed by subjective evaluation [2]. The PMV and adaptive comfort models
are based on averaged responses from a large population and are unable to accommodate the differences in
estimating thermal comfort responses of individuals. A recent study using the ASHRAE Global Thermal
Comfort Database II, the largest database of thermal comfort observations to date, demonstrated that the
PMYV model was only 34% accurate in predicting actual thermal sensations of building occupants [6]. In
order to overcome the limitations of the PMV and adaptive comfort models, several researchers developed
methods to model and predict thermal sensation, preference or satisfaction at an individual level [7-12].
Such models typically rely on different sensors to monitor environmental parameters, such as air
temperature, humidity, mean radiant temperature or physiological parameters, such as skin temperature to
build individual comfort models using different Machine Learning (ML) techniques. The goal of such
methods is to use individual comfort predictions from the models to control HVAC systems or other
Personal Comfort Systems (PCS) to improve occupant comfort and satisfaction with indoor thermal
environments [7].

With the recent advancements in Internet of Things (IoT), collecting physiological data using different
wearable and/or non-wearable devices is becoming prevalent. This has led to an increase in studies focused
on predicting thermal sensations from physiological parameters, such as heart rate, blood pressure, skin
temperature from different locations on human body, such as wrists, face, back, legs monitored using
wearable devices [13—17]. Recent studies have also considered monitoring skin temperature using non-
intrusive methods, such as infrared thermal imaging [11,18-20]. Using skin temperature to predict thermal
comfort typically results in higher accuracy of thermal comfort prediction compared to other methods,
however, such devices are more expensive compared to environmental sensors. Moreover, privacy concerns
surrounding the use of physiological data may limit user acceptability. In this study, we evaluate the
accuracy tradeoffs between using a wrist-worn wearable device, a thermal camera or an ambient air
temperature sensor to predict individual thermal comfort.

The rest of the paper is organized as follows. In section 2, we review the literature to summarize the progress
towards personalized thermal comfort prediction and control. We discuss our methodology in section 3,
followed by the results presented in section 4. We discuss the limitations and practical implications of our
results in section 5 and conclude the paper in section 6.

2 Literature Review

Early research on modeling of thermal comfort involves the seminal work of P.O. Fanger in 1970 when he
developed the PMV/PPD models based on heat balance of the human body [21]. The model relies on
measurement of four environmental parameters: air temperature, radiant temperature, air speed and relative
humidity; and two personal parameters: clothing insulation and metabolic activity [21]. The PMV/PPD
model is adopted by international guidelines, such as ASHRAE 55 [2] and ISO 7730 [3] and is still the
official model to evaluate thermal comfort in buildings. The PMV/PPD model ignores the behavioral,
psychological and physiological (other than metabolic rate) factors that influence thermal comfort. A major
development in the field of thermal comfort was the introduction of the adaptive model of comfort in 1998
by de Dear and Brager [22]. The adaptive model considers different physiological (acclimatization),
psychological (changing thermal expectations) and behavioral (e.g., operating windows, fans) opportunities
that occupants have in order to adapt themselves to maintain thermal comfort. ASHRAE 55 includes the



adaptive model [22] as a method to determine acceptable thermal conditions for naturally ventilated
buildings. Further details of the PMV/PPD and adaptive models can be found in [21-25].

The major limitation of both the PMV/PPD and adaptive models is the “one size fits all” approach because
they were developed based on the average response from a large population. Due to the inability of these
methods to accommodate for individual differences in thermal comfort requirements, researchers have
recently focused their efforts on modeling thermal comfort at an individual level [7]. Earlier efforts in
personal comfort models relied primarily on the sensor data from monitoring environmental parameters,
such as air temperature and humidity, and utilized different ML methods to map sensor measurements to
comfort feedback collected from the participants. For example, Feldmeier and Paradiso utilized a wrist
worn device to monitor air temperature and humidity around the occupant and used a linear discriminant
method to separate hot and cold sensations [26]. Daum and Haldi utilized air temperature to model personal
comfort profiles using logistic regression [8]. Zhao et. al. used recursive least square estimation to tune
parameters of a nonlinear heat balance equation for each individual to build personalized models [27]. Other
approaches include the use of fuzzy-logic models [28], Bayesian network [9], C-Support Vector
Classification [29] and random forest classification [30] for predicting thermal comfort at an individual
level.

Human body maintains its core temperature within a narrow range around 36°C to 38°C using the natural
process of thermoregulation [31]. The primary mechanisms of thermoregulation involve vasodilation,
vasoconstriction, sweating and shivering. Cold environments can result in shivering to increase heat
generation and hot environments can result in sweating, which increases heat loss via sweat evaporation.
In cold environments, the skin blood vessels constrict (vasoconstriction), which reduces skin blood flow
resulting in decreased skin temperature and reduced heat loss. In hot environments, skin blood vessels dilate
(vasodilation), which increases skin blood flow resulting in higher skin temperature and increased heat loss
[31]. Extensive climate chamber studies conducted at the Center for Built Environment at Berkeley provide
an insight into how skin temperatures in different body parts change under different thermal environments
and how the changes relate to local and whole body thermal sensations [32-37]. In uniform neutral
environments, the trunk feels close to neutral, the face, hand and arms feel warmer than neutral and the foot
feels cooler than neutral, which is also consistent with the skin temperature distribution of the body [34].
The overall thermal sensation during cool and cold uniform environments is strongly affected by the
sensations in the extremities (arm, hand, leg, foot), and the overall thermal sensation in warm and hot
environments is strongly influenced by the thermal sensation of the face and head region [32]. Under non
uniform conditions, the overall thermal sensation closely follows the sensation in two most uncomfortable
body parts [32,37].

Other climate chamber studies outside of Berkeley have also studied physiological responses under
different environmental conditions. Yao et al. observed that the mean skin temperature decreases gradually
when going from hot to cold sensations and the maximum difference in local skin temperature increases
gradually when going from hot to cold sensations [38]. Sakoi et al. observed that in non-uniform thermal
environments using radiant heaters, the local heat discomfort in the head region was dependent on the local
skin temperature and local heat loss, and local cold discomfort in the foot area was related to local skin
temperature [39]. Choi et. al. monitored skin temperatures from 16 different body sites and found that skin
temperatures from the forehead, arm, back and wrist showed significant correlation with thermal sensations,
with wrist being the most correlated site [15]. In another study, Choi et. al. found that skin temperatures
from the forehead and back of the wrist were highly correlated with thermal satisfaction [13]. Xiong et. al.
studied changes in skin temperatures from seven different sites on a body under transient conditions and
found that back, arm and leg were most related to changes in overall thermal sensation [14]. Although the
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previous studies were performed in climate chambers, they help to improve our understanding of how skin
temperature could be used to predict thermal sensations. Because skin temperature at different locations
change differently under uniform and non-uniform conditions, monitoring skin temperature can provide
more insight into thermal sensation and comfort compared to monitoring environmental parameters only.
Due to the usefulness of skin temperature and advancements in small and convenient sensors, there has
been an increase in studies that utilized physiological measurements for predicting thermal comfort in
recent years.

One of the practical methods of monitoring changes in skin temperature and other physiological data is to
use wearable devices; several studies have explored the feasibility of using such devices. Chaudhuri et. al.
monitored skin temperature from the back of the hand under cold to neutral conditions, and utilized Support
Vector Machine (SVM) and Extreme Learning Machine (ELM) classifiers and achieved 87% accuracy in
predicting thermal sensations [40]. In another study, Chaudhuri et. al. achieved an accuracy of about 93%
by monitoring hand skin temperature, skin conductance, pulse rate, blood oxygen saturation and blood
pressure and using a random forest classifier to classify comfortable and uncomfortably cold conditions
[41]. Liu et. al. achieved the mean accuracy of 75% in predicting thermal preferences using skin temperature
and heart rate, and environmental parameters using a random forest classifier [17]. Sim et. al. monitored
skin temperatures from the wrist and fingertips and used a linear regression model to achieve a RMSE (root
mean square error) of 1.26 on a 9 point thermal sensation scale [42]. Abdallah et. al. used several
environmental and physiological parameters as input to Artificial Neural Networks (ANN) to achieve an
RMSE 0f 0.023 on a 7 point thermal sensation scale for four participants in the study [43]. Ghahramani et.
al. used infrared temperature sensors mounted on an eyeglass frame to monitor changes in skin temperature
from different points on human face and achieved 83% accuracy for detecting uncomfortable conditions
using a hidden Markov model [16].

Wearable devices can be considered intrusive and some occupants may not be willing to wear a device
consistently. To address this issue, several studies have used non-intrusive techniques based on thermal
imaging to extract skin temperatures from different body sites. For example, Pavin et. al. found that
temperatures extracted from the forehead region using a thermal camera were well correlated with thermal
sensations [18]. Burzo et. al. used manually extracted temperature from thermal images, combined with
other physiological measurements to train decision tree classifiers resulting in 74% accuracy in predicting
thermal sensations [20]. Ranjan et. al. used images obtained from a thermal camera to manually extract
temperatures from different regions of the face and hand. The extracted skin temperatures along with
environmental measurements were used to train random forest classifiers to predict thermal preferences,
which resulted in an accuracy of around 95% when separate models for heating and cooling conditions
were built [44]. Cosma et. al. developed a method to automatically extract temperatures from different body
sites using a thermal camera and a Kinect sensor and found that variance of face temperatures correlated
with thermal sensations [19]. Li. et. al. found that temperatures extracted from ears, nose and cheeks using
a thermal camera were most indicative of thermal comfort and achieved an accuracy of 85% using random
forest classifier [11].

In addition to skin temperatures, other physiological parameters, such as electroencephalogram (EEG),
heart rate, heart rate variability and other cardiovascular parameters derived from electrocardiogram (ECG)
have been investigated and might also reflect changes in thermal comfort [30,38,45,46]. However, changes
in skin temperature are used more widely compared to other physiological measurements for thermal
comfort assessment because skin temperature is directly affected by the thermoregulation system and can
be easily monitored in various body locations. In general, older studies relied on monitoring environmental
parameters to model individual thermal comfort, and recent studies relied more on physiological parameters
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for modeling thermal comfort. Skin temperature seems to be the most suitable physiological parameter for
assessing thermal comfort. From a practical standpoint, either using a wearable device (e.g. smartwatches)
to monitor skin temperature from the wrist or using a thermal camera to monitor skin temperatures from
the face might be more appropriate compared to other body sites. Since different researchers relied on
different methods, there is a lack of a well-accepted approach for sensing and modeling of thermal comfort.
Furthermore, the use of different approaches prohibits a direct comparison of different sensing and
modeling methods for thermal comfort prediction. In this study, we evaluate the accuracy of predicting
thermal sensation and thermal satisfaction that can be obtained by monitoring ambient temperature, skin
temperature from the wrist using a wearable device and facial temperatures monitored using an infrared
thermal camera. We attempt to answer the question: “What are the most suitable sensing and machine
learning methods for modeling of thermal sensation and satisfaction at an individual level?”

3  Methodology

The overall methodology used in this study involves a climate-controlled experiment where participants
were exposed to different temperatures while different sensors were used to monitor changes in the air
temperature and skin temperature while thermal sensation and satisfaction votes were collected from the
participants. The collected information was used to train different ML models to predict participant thermal
sensation and satisfaction. We describe the methodology in detail in the following subsections.

3.1 Experiment procedure

The data were collected in a research office at the University of Southern California (USC) in Los Angeles
during the summer months of June 2018 to August 2018. The climate of the location is classified as warm-
summer Mediterranean climate according to the Koppen-Geiger climate classification [47]. The average
outdoor temperature during the study period was 26°C with the average high and low outdoor temperatures
ranging from 21°C to 31°C, respectively. All of the participants were asked to wear pants and t-shirts during
the experiment to keep the clothing levels consistent. The experiment procedure was explained to the
participants and informed consent was obtained before starting the experiment. The study was approved by
the Institutional Review Board (IRB) at USC. Twenty healthy subjects, 12 males and 8 females, participated
in the study. The anthropometric details of the study participants are shown in Table 1.

Table 1: Anthropometric details of study participants

Gender Count Age(years) Height(cm) Weight(kg)

Male 12 239+4.6 178.6+6.8 80.0+13.0
Female 8 295+148 161.6+7.2 64.5+16.5

Overall 20 26.2+10.1 171.8+£10.9 73.8+16.1

Each participant was given an ID number and asked to provide feedback about their thermal sensation and
satisfaction using a web interface shown in Figure 1. The ASHRAE 7-point thermal sensation scale was
used to collect their thermal sensation, and a 7-point satisfaction scale was used to gather thermal
satisfaction every 5 minutes during the study using the interface. Participants were seated during the
experiment and were asked to work normally using their laptop.



Please enter vour participant number

How do you feel about the Thermal Environment?

Cold Cool Slightly Cool Neutral Slightly Warm Warm Hot
-3 -2 -1 0 1 2 3
o

How satisfied are you with your Thermal Environment?

Very Somewhat Slightly Somewhat Very

dissatisfied dissatisfied dissatisfied Neutral Slightly satisfied satisfied Satisfied

-3 -2 -1 0 1 2 3
o

Figure 1: Web interface to collect participants comfort and satisfaction

The experiment was conducted in two separate segments: cold segment and hot segment. The order in
which the participants participated in the two segments was randomized to avoid potential bias resulting
from thermal expectations. For instance, participants may anticipate feeling cold if they know it is a cold
segment. In the cold segment the temperature was gradually decreased from roughly 24°C to 19°C, and in
the hot segment the temperature was gradually increased from roughly 22°C to 29°C. The cold segment
started at temperatures slightly above typical neutral condition (23 °C), and the hot segment started slightly
below typical neutral conditions. This enabled the participants to start at a neutral temperature for both
segments and avoid sudden overshoot in thermal sensations when participants moved from a neutral
environment outside into the study room. Temperatures outside the range of 19°C to 29°C were not
studied as they are unlikely to be experienced in HVAC operated buildings. Each segment lasted between
1 to 1.5 hours and was stopped when the participant voted +3 or -3 for two consecutive times or when 1.5
hours was over. It is important to note that participants were not aware of the early stopping criteria to avoid
potential bias due to participants voting +3 or -3 to finish the experiment early, and participants were simply
told that the experiment duration was over. The reason behind this approach was to gather data relating to
all possible ranges of thermal sensations without causing too much discomfort to the participants and reduce
unnecessary harm to the participants, per the IRB approval. There was least 1-hour gap between the
segments where the room was adjusted to the new starting point and participants were transferred to another
location with a neutral temperature during this period for the participants to re-acclimate to the neutral
environment. The room temperature was changed gradually at the rate of roughly 1°C/10 mins to avoid
sudden changes in the thermal environment during both segments. The minimum air temperature and its
standard deviation for the participants during the experiment was 19.3 + 1°C. The maximum air temperature
and its standard deviation was 28.7 + 0.6 °C. The average duration of the cold segment was 66.4 + 9.2 mins
and average duration of the hot segment was 68.7 £ 15.1 mins. The temperature change rates during the
cold segments was 0.7 £ 0.2 °C/10 mins, and 0.1 = 0.2 °C/10 mins during the hot segments. During the
experiments, 16 participants reported a thermal sensation of either +3 or -3, and 9 participants reported
thermal sensation of both +3 and -3.

In addition to the thermal sensation and satisfaction feedback collected directly from the participants, we
used different sensors to monitor. There sensors were: (1) ambient air temperature, (2) skin temperature
from the wrist using a wearable device and (3) a thermal camera to monitor skin temperature from different
regions of the face. Room air temperature was monitored every second using a DHT22 sensor connected to
an Arduino Uno placed on the desk roughly 0.5m from the participant. The DHT22 sensor has an accuracy
of £0.5°C and resolution of 0.1°C for temperature measurements. Skin temperature was collected every
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second from the wrist using a MLX90614 contact-less infrared temperature sensor placed roughly lem
from the skin which was fitted on a wristband worn by the participant. The MLX90614 sensor has an
accuracy of +0.5°C and resolution of 0.02°C for temperature measurements and was connected to an
Adafruit Feather data logger. A FLIR Lepton thermal imaging camera from Tinkerforge was used to capture
thermal images, and a standard web camera was used to capture RGB images of the participants’ face every
second during the experiment. The cameras were placed roughly 1 meter away from the participants. FLIR
Lepton is a low-cost thermal camera which is capable of taking 80x60-pixel thermal images and has an
accuracy of +5°C and a resolution of 0.1°C for temperature measurements. Although higher resolution
thermal cameras are available, FLIR Lepton was selected due to its low cost and thus its potential to be
deployed at a larger scale. FLIR Lepton was previously validated by Li et. al. [11] against the FLIR T450SC
camera which is capable of capturing 320%240 pixel thermal images with an accuracy of £2°C, and the
authors showed that the FLIR Lepton camera was adequate for monitoring changes in skin temperature.
The FLIR lepton camera is factory calibrated to provide accurate measurements and automatically performs
recalibration when the sensor temperature changes [48], therefore, sensor calibration was not performed in
this study. The experiment setup for this study is shown in Figure 2. The wearable device also had a
Galvanic Skin Response (GSR) sensor, but measurements from the GSR sensor were not used in this study
because the sensor was unreliable.

' Thermal camera- FLIR
| Wearable device with infra red Lepton and RGB camera

| temperature sensor MLX90614 —

-
L

Ambient Temperature
Sensor - DHT22

Figure 2: Experiment setup

3.2 Data Analysis

The data analysis consists broadly of three stages: (1) data cleaning and preprocessing, (2) feature
extraction, and (3) training and evaluation of different ML algorithms to predict thermal sensation and
satisfaction.



3.2.1 Data cleaning and preprocessing

Measurements from the ambient air temperature and wrist skin temperature sensors were first passed
through a Hampel filter to remove outliers in data caused due to disturbances in the sensor connections
[49]. Then a Savitzky-Golay filter was used to smooth the sensor signals and remove some of the noise in
the measurements [50]. The Savitzky-Golay filter is a popular signal smoothing algorithm that fits a low
degree polynomial function to sets of adjacent points in a sliding window using least squares method and
evaluates the resulting polynomial, which removes some noise from the signal without greatly distorting
the sensor signal [50]. The sensor signals before and after the filter process is shown in Figure 3 for a
participant in both cold and hot segments.
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Figure 3: Sensor measurements before and after filtering of a participant’s data

In this study, we extracted temperatures from four Region of Interest (ROI) on the face using thermal
images: forehead, nose, left cheek and right cheek. These ROIs were selected because previous studies
identified them to be important for thermal sensation prediction [11,16,51]. Although studies [11,16] also
identified ears to be important, it is not feasible to obtain continuous measurements from the ears because
ears can get occluded from the images even with small movements or covered by hair for female
participants. Furthermore, the low resolution of the thermal camera makes it difficult to distinguish ears
from the face. Thus, temperature measurements from ears were not used in this study.

For extracting temperatures from the face using the thermal camera, first the RGB image was overlaid on
the thermal image using a 2-D image transformation. A Facial Landmark detection algorithm developed by
Kazemi et. al. [52] was then used to identify different regions of the face, such as eyes, nose, mouth etc. on
the RGB image. Using the location of different landmarks, the locations of different ROI were automatically
identified in the overlaid RGB image based on their relative locations in reference to the landmarks. Then,
the corresponding locations in the thermal image were used to obtain the temperature measurements. Figure
4 shows the thermal image obtained from the thermal camera, the RGB image overlaid on top of the thermal
image along with the detected facial landmarks, and the thermal image with identified ROIs of nose,
forehead, left cheek and right cheek. Since the resolution of the thermal image obtained from FLIR Lepton
camera is not high enough to robustly identify different regions of the face, we utilized the RGB image to
first identify different ROIs and then obtained the corresponding temperature measurements from the
thermal image. The extracted temperature measurements were then filtered using the Hampel filter and
Savitzky-Golay filter similar to other sensor measurements. Figure 3 also shows the measurements from
the forehead of one of the participants before and after the filtering process. Measurements from nose, left
cheek and right cheek are not shown to make Figure 3 more legible but they follow a similar trend to the
forehead temperatures.



It is important to note that the FLIR Lepton camera performs a Flat-Field Correction (FFC) every 3 minutes
or when the camera temperature changes by 3°C to correct for the temporal drift, which accumulates over
time and can result in degraded image quality [48]. The FFC process recalibrates the camera to improve the
image quality but can result in sudden shifts in temperature measurements before and after the FFC process.
One such instance of the FFC correction is shown in Figure 3 for illustration. Although this correction
results in sudden shifts in temperature, the overall trend is preserved. Furthermore, the filtering process
does not remove this artifact since this artifact results from the camera itself.

Figure 4: Steps of temperature extraction from different ROIs in thermal images. From left to
right: thermal image, landmark detection using RGB image overlaid on thermal image, identified
ROIs on thermal image.

3.2.2  Feature extraction

The cleaned sensor measurements were mapped to the corresponding Thermal Sensation Vote (TSV).
Figure 5 shows the cleaned measurements for ambient temperature, wrist skin temperature and forehead
skin temperature along with the corresponding TSVs for one of the participants. Measurements from other
ROIs in the face are similar to the measurements from the forehead and are not shown in Figure 5 to make
the figure more legible. Several features were extracted from each of the six temperature data streams:
ambient, wrist, forehead, nose, right cheek and left cheek temperatures for training different ML algorithms.
For each data stream, 18 features were extracted for each five-minute window before every recorded TSV.
The features relate to four different categories: 1) Direct value of measurements, 2) Derivative of the
measurements, 3) Shape of data streams, and 4) Recent measurements. The features related to direct value
of the measurements include the minimum, maximum, average, standard deviation and median of the
measurements in the five-minute window. Features related to the derivative include the minimum,
maximum, average, standard deviation and median of the first derivative of the data stream. The features
to capture the shapes of the data streams include the coefficients obtained by fitting a first degree (2
coefficients) and second degree (3 coefficients) polynomials to the measurements in the five-minute
window. Features to capture recent measurements include the most recent measurement value, average
value of last 10 seconds, and average of the first derivative for the last 10 seconds. The goal of extracting
these features is to capture the overall values, trends and patterns of changes in the data streams. Features
relating to the value of measurements and the derivative of measurements have also been used in previous
studies [11,41] for predicting thermal comfort. Additional features to capture the shape of the data streams
were added in this study because the features based on direct value and derivative of measurements do not
capture how the data stream changes over time. A total of 108 features were extracted from the sensor data,
18 from air temperature, 18 from wrist temperature, and 72 (18x4) from the 4 ROIs from the thermal
camera, for each corresponding TSV.

Prior to training the classification algorithms, feature selection was performed to remove the features that
were not useful for the classification problem. Removing unnecessary and redundant features can improve
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the performance of classification algorithms both in terms of speed and generalization performance. A
Neighborhood Component based feature selection was used to eliminate unnecessary features prior to
model training [53]. The Neighborhood Component based feature selection is a supervised feature selection
approach, which learns the weights for each feature by maximizing the expected leave-one-out
classification accuracy with a regularization term. The feature selection process also gives insight into
which features are the most useful in predicting thermal comfort and satisfaction.
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Figure 5: Changes in sensor measurements and corresponding thermal sensation votes of a
participant

3.2.3 Model Training and Evaluation

The ASHRAE 7-point thermal sensation scale is the most widely used scale to collect thermal sensations
and thus was used in this study to collect thermal sensations. Previous studies have shown that neutral vote
of 0 does not necessarily correspond to the desired sensation, and thermal acceptability spans a wider range
of thermal sensations than neutral alone [54,55]. Since the primary goal of thermal comfort models is to
distinguish between comfortable and uncomfortable states, the ASHRAE 7-point scale was grouped into
three categories: Cold (TSV € {-3, -2}), Comfortable (TSV € {-1, 0, +1}) and Hot (TSV € {+2, +3}). This
grouping corresponds to the assumption in ASHRAE 55 that occupants are satisfied in the range of -1.5 <
TSV < +1.5 when the scale resolution is 0.5 or less, or -2< TSV<+2 when the scale resolution is limited to
integers [2]. The thermal satisfaction scale was grouped into two categories: Satisfied (Satisfaction € {0,
+1, +2, +3}) and Dissatisfied (Satisfaction € {-1, -2, -3}). ASHRAE 55 suggests this grouping for
determining acceptability of the thermal environment, although a slightly broader view of acceptability by
including satisfaction vote of -1 as acceptable is also permitted [2]. Furthermore, the thermal sensation and
satisfaction votes were combined to create categories that reflect both thermal sensation and satisfaction.
For each type of thermal comfort feedback, several ML algorithms were trained and evaluated for each
participant. Overall, three different types of models were evaluated separately: 1) Comfort prediction
models (cold, comfortable or hot), 2) Satisfaction prediction models (satisfied or dissatisfied) and 3)
Combined Comfort and Satisfaction prediction models (cold and satisfied, cold and dissatisfied,
comfortable and satisfied, comfortable and dissatisfied, hot and satisfied, or hot and dissatisfied).

In order to compare the performance of different ML algorithms for thermal comfort prediction, we trained
several algorithms to build individual comfort models. We evaluated Random Forest, Support Vector
Machine (SVM) with quadratic kernel, K-Nearest Neighbor (KNN) with k=1, Subspace KNN, and
Subspace Linear Discriminant classification algorithms using a 5-fold cross validation for each participant.
In a k fold cross validation, the dataset is randomly partitioned into k subsets and k-1 subsets are used for
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training the model and 1 subset is used for model validation and the process is repeated k times. The
advantage of using a k fold cross validation is that it generally leads to a more generalizable model and
reduces the chances of overfitting the model on the training data. Random Forest, KNN, and SVM methods
have been used for thermal comfort prediction in previous studies [11,26,40,41]. Although previous studies
have also investigated regression models [42,43], we limit our investigation to classification models
because they are more applicable to smaller datasets and are more commonly used in previous studies
[11,16,20,26,40,41,44].

The SVM method evaluates an optimal hyperplane in the feature space that separates different classes and
using a nonlinear kernel such as a quadratic kernel enables the calculation of the separation hyperplane in
a higher dimension, which is capable of creating nonlinear separation boundaries in the feature space. The
KNN algorithm assigns the classification label that is most common among its k-nearest neighbors for a
data point. The other three methods belong to a class of ensemble methods, which combine multiple weak
learners to provide a more robust prediction. The Subspace Discriminant method randomly selects multiple
subsets of available features and evaluates a linear discriminant for each subset (weak learner) and combines
the predictions from each of the weak learner to output the overall prediction. Similar to Subspace
Discriminant, the Subspace KNN method randomly selects multiple subsets to train a weak KNN learner
and combines their predictions to output the overall prediction. Random Forest method trains multiple
decision trees on random subset of features and combines the output of the decision trees to provide a more
robust prediction. The detailed description of the classification algorithms is beyond the scope of this paper
and readers are referred to different ML textbooks for further information [56,57].

After selecting important features among the extracted features from section 3.2.2, each of the algorithms
mentioned above were used to train individual comfort models using a 5-fold cross validation. In other
words, data from each participant was used to train and evaluate the model for the same participant. Because
the goal of the study was to evaluate the accuracies of individual comfort models built from different
sensing methods, the process of training the models was repeated using features from one sensor at a time
and then using features from a combination of different sensors. The accuracy of the models for each
participant was obtained from the 5-fold cross validation for each algorithm and each type of sensor. The
accuracies were grouped by the algorithms and the sensors used; the average and standard deviation of the
accuracy observed among the 20 participants for each algorithm and sensor is reported in section 4.

4 Results

Since the main objective of this study is to evaluate the effectiveness of different sensing methods for
individual thermal comfort prediction, we trained the classification algorithms described in section 3.2.3
using the features extracted from a single data stream and with combinations of multiple data streams. The
first model predicted thermal sensations. For predicting thermal sensations, TSVs, grouped into cold,
comfortable and hot, were used as the labels. The features extracted from different sensors were used as
input to the models. Table 2 shows the average and standard deviation of the prediction accuracy for the
individual models built by each algorithm for predicting thermal comfort sensations. We observe that the
performance of all the classification algorithms are quite similar. SVM with quadratic kernel resulted in a
slightly better performance compared to the other evaluated algorithms when looking at the overall average
accuracy and standard deviation of the models. Regardless of the classification algorithm used, we see that
using ambient temperature alone leads to a higher accuracy (about 81%) compared to using wrist
temperature from the wearable device (about 76%) or face temperatures from the thermal camera (about
75%). When the data from wrist or from thermal camera is combined with data from the ambient
temperature sensor, prediction accuracy improves to about 83%, and when data from all the sensors are
used together, accuracy improves to about 85%.
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Table 2: Prediction accuracies for hot, comfortable and cold sensations

Subspace Random Subspace Quadratic
Sensor Data used KNN Forest Discriminant KNN SVM
Air temperature only 0.79+0.19 0.79+0.19 0.79+0.10 0.80+0.17 0.81+0.15
Wrist temperature only 0.74+0.18 0.76 £0.16 0.72+0.17 0.75+0.18 0.76+£0.16
Thermal camera only 0.76 £0.17 0.76 £0.14 0.73+0.11 0.76 £0.16 0.75+0.12
Wrist and Air temperature  0.82+0.18 0.81+0.19 0.83 £0.09 0.82+0.18 0.83+0.17
Thermal camera and Air
temperature 0.79+£0.20 0.84+0.16 0.84+0.09 0.85+0.10 0.84=+0.15
All Sensors 0.83+0.18 0.84+0.19 0.83+0.10 0.85+0.17 0.85+0.14

Although occupant satisfaction can be approximated from the TSVs using the assumption that occupants
are satisfied if -2< TSV<+2, actual satisfaction may be different. In this study, we also collected satisfaction
votes from participants using a 7-point satisfaction scale and grouped them into two categories: Satisfied
and Dissatisfied as explained in section 3.2.3. We observed that for most of the votes (approx. 81%) align
with the assumption that Cold (TSV < -2) and Hot (TSV > +2) result in dissatisfaction and Neutral or
Comfortable sensation (-2 < TSV < +2) results in satisfaction. However, a significant portion of the votes
(approx. 19%) did not align with the assumption. We observed that sometimes participants are satisfied
under cold or hot sensations or dissatisfied under neutral sensations.

\To overcome the misalignment between thermal sensation and thermal satisfaction, it might be useful to
directly predict thermal satisfaction instead of predicting thermal sensations. Therefore, the second model
predicted thermal satisfaction. We repeated the same model training and evaluation process described in
section 3.2.3, replacing thermal sensations with thermal satisfaction in order to directly predict thermal
satisfaction. For predicting thermal satisfaction, satisfaction votes, which were grouped into satisfied and
dissatisfied, were used as the labels. The features extracted from different sensors were used as input to the
models. Table 3 shows the accuracies of different sensing methods and algorithms to predict satisfied and
dissatisfied conditions. We observe that all the algorithms perform well with accuracies in the range of 85%
to 94% with KNN performing slightly better than other algorithms in terms of accuracy. It is important to
note that since we are only predicting two classes of satisfaction, the accuracies are higher than predicting
3 classes of thermal sensation. Regardless of the algorithm used, we observe that using data from the
ambient sensor results in a slightly better accuracy compared to using data from wearable device or thermal
camera only. Accuracy improves slightly when data from the ambient sensor is added to data from the
wearable device or from the thermal camera.

Table 3 : Prediction accuracies for satisfied and dissatisfied thermal conditions

Subspace Random Subspace Quadratic
Sensor Data used KNN Forest Discriminant KNN SVM
Air temperature only 0.92+£0.08 0.92+0.08 0.89+0.10 0.93+0.08 0.92+0.07
Wrist temperature only 0.87+0.11 0.88+0.11 0.85+0.12 0.87+£0.12 0.88+0.11
Thermal camera only 0.89+£0.10 0.87+0.10 0.87+0.10 0.89+£0.10 0.85=+0.11
Wrist and Air temperature  0.94+0.07 0.94+0.06 0.89+£0.08 0.94+0.07 0.93+0.07
Thermal camera and Air
temperature 091+£0.10 0.92+0.09 0.89+0.08 0.92+£0.11 0.92+0.07
All Sensors 0.92+0.08 094+0.06 091+0.07 0.94+0.07 0.93+0.06
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For controlling the thermal environment, knowing whether the occupant is satisfied or dissatisfied is not
sufficient because the dissatisfaction might result from hot or cold sensation. The third model predicts
thermal sensation and satisfaction.. The thermal sensation includes three classes: cold, comfortable or hot,
and thermal satisfaction includes two classes: satisfied or dissatisfied. The combined comfort and
satisfaction include six classes obtained by creating a class for each possible combination of thermal
sensation and satisfaction, namely: cold and satisfied, cold and dissatisfied, comfortable and satisfied,
comfortable and dissatisfied, hot and satisfied, or hot and dissatisfied. For predicting combined thermal
sensations and satisfaction, the six classes obtained by combining thermal sensation and satisfaction were
used as the labels. The features extracted from different sensors were used as input to the models. We
repeated the model training and evaluation as described in section 3.2.3Table 4 shows the results of
combined prediction of thermal sensation and satisfaction. Since there are six classes to classify, the
prediction accuracy is lower than the accuracy of predicting the thermal sensation or satisfaction, separately.
Regardless of the classification algorithm used, we observe that using data from the ambient temperature
sensor alone results in a higher accuracy than using data from the wearable device or the thermal camera
alone. Similar to previous models, the prediction accuracy improves slightly when information from the
ambient temperature sensor is combined with other sensors.

Table 4: Accuracies for combined thermal sensation and satisfaction prediction

Subspace Random Subspace Quadratic
Sensor Data used KNN Forest Discriminant KNN SVM
Air temperature only 0.70+0.19 0.72+0.21 0.72+0.11 0.71+0.21 0.72+0.14
Wrist temperature only 0.63+0.20 0.66+0.19 0.62+0.16 0.64+0.21 0.67+0.17
Thermal camera only 0.67+0.20 0.68+0.19 0.65+0.13 0.68+0.19 0.68+0.16

Wrist and Air temperature  0.72+0.22  0.75+0.20 0.72+0.12 0.74+0.21 0.75+£0.15
Thermal camera and Air
temperature 0.75+£0.23 0.72+0.20 0.74+0.11 0.75+£0.21 0.75+0.16

All Sensors 0.74+022 0.73+022 0.73+0.12 0.76 £0.22 0.75+0.17

The feature selection using Neighborhood Components described in section 3.2.3 evaluates the weight of
each feature based on its importance for the classification problem. We also ranked the most important
features for each type of classification problem based on their feature weights. Table 5 lists 10 most
important features for predicting thermal sensation, thermal satisfaction or combined sensation and
satisfaction. We observe that features related to the ambient temperature are ranked higher in the list
compared to other sensing methods. We also observe that most of the important features relate to the most
recent measurements (last point and average of last 10 seconds), direct value of the measurements (min,
max, average, median etc.), and some features relate to the shape of the data stream (linB and quadC which
are coefficients of first and second order polynomials). Features related to the gradient of data stream were
relatively less important based on their feature weights. This finding aligns with [11] where gradient based
features were not found very useful for predicting thermal sensations. We also observe that among the
studied locations in the face, nose seems to be more important compared to other locations.

Table 5: Ten most important features for each type of classification problem when using all sensors

Thermal Sensation Thermal Satisfaction Combined Sensation and Satisfaction
prediction prediction prediction
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AmbTemp _lastPoint AmbTemp_lastPoint AmbTemp _lastPoint

AmbTemp_ min AmbTemp_quadC AmbTemp max
AmbTemp max AmbTemp lastl0Avg AmbTemp avg
AmbTemp avg WristTemp_last10Avg AmbTemp_ min
AmbTemp quadC AmbTemp min AmbTemp lastl10Avg
AmbTempr_lastl0Avg AmbTemp_ max AmbTemp_ median
NoseTemp last10Avg AmbTemp linB AmbTemp linB
WristTemp last10Avg NoseTemp_linB AmbTemp_ quadC
AmbTemp linB NoseTemp last10Avg WristTemp median
Rcheek min NoseTemp lastPoint WristTemp lastPoint

Note: 1inB and quadC refer to the coefficients of best-fit polynomials of the form y = Ax + B (linear)
and y = Ax? + Bx + C (quadratic) which capture the shape of the data stream.

5 Discussion

One of the interesting observations of this study is that all of the selected algorithms performed similarly.
Among the studied algorithms, SVM with quadratic kernel performed slightly better than other algorithms.
These algorithms were selected based on their utilization by the prior studies [11,26,40,41] and on their
performance in similar classification problems, so a high accuracy was expected from the algorithms.
Another reason for similar performance is that a feature selection was performed prior to training the
models, which resulted in only useful features being used for training the models.

Interestingly, the general trend was that the data from the ambient temperature sensor alone led to a higher
accuracy for both thermal sensation and satisfaction prediction compared to the physiological data alone,
regardless of the algorithm used for training the models. Furthermore, the features extracted from the
ambient temperature sensor were ranked higher than the features from other sensors as shown in Table 5.
Although the results seem a bit counterintuitive because ambient temperature was a better predictor of
thermal sensation compared to the skin temperature, it is supported by the prediction accuracies shown in
Tables 2-4 and ranking of features shown in Table 5. One of the potential reasons for lower accuracy from
wearable devices or thermal cameras is that these devices are prone to high levels of noise in the data.
Another reason is that the changes in skin temperatures are much smaller compared to the changes in
ambient temperature. Since ambient temperature was the only factor changed during the experiment, and
there were no other heat sources such as solar radiation or local comfort devices, changes in ambient
temperature was a better predictor of thermal comfort. As seen from Figure 3 and Figure 5, there are several
places where there is a sudden change in the sensor measurements of the wearable device as well as the
thermal camera. Sudden movement of the wrist worn device or sudden movement of the face relative to the
thermal camera can lead to a nosier signal. Ambient sensors are less prone to sudden variations in sensor
measurement and thus have less noise in the sensor signals. Furthermore, the low accuracy of thermal
camera, +5 °C compared to 0.5 °C accuracy of other sensors means that the thermal camera may not be
able to monitor minor changes in skin temperature, which could have resulted in a lower accuracy of thermal
comfort prediction using the thermal camera. Additional information, such as clothing surface temperature,
obtained from the thermal camera [58,59] could potentially improve the accuracy of the models built using
thermal camera. However, it was not possible to automatically extract clothing surface temperatures in our
study because very little clothing was visible in the thermal images captured during this study. Future
studies can investigate adding clothing related information from thermal images to improve the accuracy
of individual comfort models.
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Our results indicate that combining both physiological data and environmental data improves the model
accuracy compared to using environmental data alone. However, under the conditions studied, the
improvement in accuracy from using physiological data is fairly small (about 3% to 4%) compared to using
environmental data alone. From a practical perspective, the slight improvement in accuracy might not be
enough to justify the additional cost of deploying wearable devices or thermal cameras to monitor and
predict thermal comfort. The cost of FLIR Lepton is about $250; it is on the cheaper end of thermal cameras
currently available in the market. Smartwatches with skin temperature sensor cost upwards of $100,
whereas ambient air temperature sensors cost upwards of $5. Wearable devices or thermal cameras could
raise privacy concerns among occupants, whereas ambient sensors are less prone to privacy concerns. In
cases where occupants might already wear smartwatches that monitor skin temperature and are willing to
provide access to the data, using the data from those devices to improve thermal comfort prediction might
be useful.

The study involved 20 participants with different ages and body composition as shown in Table 1. Since
the goal of this study was to compare the accuracies of individual comfort models, having a wide range of
age and body composition is beneficial towards the goal of the study because it enabled us to evaluate the
models for participants of different age and body compositions. Although differences in thermal sensations
exist between different genders, gender was not explicitly considered because separate models were built
for each participant. The feature extraction process resulted in a total of 543 sets of features and
corresponding TSVs, which is equivalent to roughly 27 TSVs per participant. The prediction accuracies of
approximately 85% for thermal sensation, which was obtained in this study is comparable to previous
studies that used ambient temperature combined with wrist temperatures, 87% in [40], or facial
temperatures, 83% in [16] and 85% in [11]. The higher accuracy of about 93% observed when predicting
thermal satisfaction results from the fact that it is classifying two classes (satisfied vs dissatisfied). Similar
accuracy of around 95% was observed in a previous study when predicting comfortable vs uncomfortable
sensations when separate models for heating (comfortable vs hot) and cooling (comfortable vs cold)
conditions were used [44].

The range of temperatures investigated in this study are wider than what is typically found in actual offices,
and the temperature was rapidly changed in a relatively short duration which is not common in actual
offices. Long term studies in stable environments are needed to confirm the findings of this study in real
offices. Another limitation of this study is that the experiments were conducted during the summer season
in Los Angeles and the participants wore summer clothing (t-shirt and pants). The results might also differ
in different seasons and clothing insulations. Furthermore, the comfort ranges of people from Los Angeles
might be different from people in other locations due to thermal acclimatization. Future studies are
necessary to investigate the tradeoffs of using different sensing methods under different seasons, climates
and different clothing insulations.

The conditions investigated in this study are specific and broad generalizations cannot be made without
further investigation. The experiment was conducted in a room without a window (i.e. no radiant heat from
the sun) and the only parameter changed in the study was the air temperature. The conditions studied are
similar to what can be found in offices that are not along the building perimeter, or where shading devices
block the direct radiation from the sun. Therefore, the results might not hold for situations where radiant
heat sources or local comfort devices are present. Further studies are necessary to investigate the tradeoffs
of'using physiological sensing to improve thermal comfort models under different environmental conditions
where radiant heat sources or local comfort devices are present.

The dataset in this study is comparable to previous studies in terms of number of participants, and number
of TSVs collected [11,15,19,40,41,60,61]. The study duration and methodology to explore a wide range of
15



temperatures in a relatively short duration is also comparable to previous studies [11,15,19,40,41,60,61].
However, even though the dataset is comparable to previous studies, neither the present study nor the prior
studies in the literature are large enough or long enough to draw broadly generalizable conclusions.
Currently available global comfort databases were created by collaborations at a global scale and contain
data regarding environmental parameters and occupant feedback [62,63]. However, unfortunately, the
existing databases do not contain physiological measurements. A similar concerted effort from a large group
of researchers is needed to create a global dataset with physiological changes under different environmental
conditions to draw generalizable conclusions that will apply under various conditions.

6 Conclusion

Current methods of evaluating thermal comfort in buildings are unable to accommodate individual
differences in thermal sensations and preferences due to their “one size fits all” approach. In order to
overcome the limitations of existing methods, there has been an increasing interest in modeling and
predicting thermal comfort at an individual level to improve the controls of HVAC systems or other local
comfort systems. Individual comfort models typically rely on the data from environmental and/or
physiological sensors and leverage different ML algorithms to predict thermal comfort sensations.
Recently, several studies have utilized data from wearable devices or thermal cameras to monitor skin
temperature from the wrist or facial region for predicting thermal comfort. These previous studies relied on
different sensing methods and different algorithms for modeling thermal comfort, which made it difficult
to directly compare the effectiveness of different sensing and modeling methods. In this study, we presented
a direct comparison of modeling and predicting thermal sensations and thermal satisfaction using different
sensing and modeling methods. We compared ambient air temperature, wrist skin temperature from a
wearable device and facial skin temperature from a thermal camera as different sensing methods using five
different ML algorithms for modeling thermal comfort at an individual level.

Our results indicate that using information from the environmental sensor results in a higher accuracy
compared to using physiological information from the wearable device or the thermal camera only.
Combining data from the environmental sensor with data from the physiological sensor results in 3% to 5%
improvement in prediction of thermal sensation when compared to using data from environmental sensor
only. The prediction accuracies of different ML algorithms evaluated in this study were quite similar and
the trend of environmental data being more useful than physiological data was consistent among the studied
algorithms. The results are also supported by the relative importance of features ranked using Neighborhood
Components Analysis, where features from the environmental sensor were ranked higher than features from
other sensors. The small improvement of 3% to 5% in prediction accuracy might not be sufficient to justify
the additional cost and potential privacy concerns of using physiological data for predicting thermal
comfort. The results may be applicable to environments, which do not have any direct radiant heat sources
or local comfort devices, such as rooms that are not along the building perimeter.

The study involved a controlled experiment with 20 participants where air temperature was gradually
changed, and no other heat sources or local comfort devices were present. More comprehensive studies are
necessary to confirm the findings of this study and to investigate the other conditions such as different
seasons and climate types. Future studies are necessary to compare the effectiveness of different sensing
methods for predicting thermal comfort in environments with radiant heat sources or local comfort devices.
The results of this study suggest that in some conditions, monitoring environmental parameters might be
more useful and practical for predicting thermal comfort compared to monitoring physiological parameters.
It is therefore important to understand the tradeoffs of using different sensing methods under different
conditions if different sensors are to be deployed at large scales. There is a potential to reduce deployment
costs and avoid privacy issues when only environmental parameters are monitored.
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