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Figure 1: Illustration of the experimental conditions for the simple task to turn on a floor lamp (here equipped with an Internet of
Things connected Philips light bulb). Participants interacted with three different types of intelligent virtual agents: (A) Speech only: a
disembodied voice, (B) Speech+Gesture: an embodied AR agent that remained stationary in one place but used upper-body gestures,
or (C) Speech+Gesture+Locomotion: an embodied AR agent that used gestures and naturally walked about the physical space.

ABSTRACT

Intelligent Virtual Agents (IVAs) are becoming part of our every-
day life, thanks to artificial intelligence technology and Internet of
Things devices. For example, users can control their connected home
appliances through natural voice commands to the IVA. However,
most current-state commercial IVAs, such as Amazon Alexa, mainly
focus on voice commands and voice feedback, and lack the ability
to provide non-verbal cues which are an important part of social
interaction. Augmented Reality (AR) has the potential to overcome
this challenge by providing a visual embodiment of the IVA.

In this paper we investigate how visual embodiment and social
behaviors influence the perception of the IVA. We hypothesize that
a user’s confidence in an IVA’s ability to perform tasks is improved
when imbuing the agent with a human body and social behaviors
compared to the agent solely depending on voice feedback. In other
words, an agent’s embodied gesture and locomotion behavior exhibit-
ing awareness of the surrounding real world or exerting influence
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over the environment can improve the perceived social presence
with and confidence in the agent. We present a human-subject study,
in which we evaluated the hypothesis and compared different forms
of IVAs with speech, gesturing, and locomotion behaviors in an
interactive AR scenario. The results show support for the hypothesis
with measures of confidence, trust, and social presence. We discuss
implications for future developments in the field of IVAs.

Keywords: Intelligent virtual agents, digital assistants, social inter-
action, presence, confidence, trust in technology, augmented reality.

Index Terms: H.5.1 [Information Interfaces and Presentation]:
Multimedia Information Systems—Artificial, Augmented, and Vir-
tual Realities; J.4 [Computer Applications]: Social and Behavioral
Sciences—Psychology

1 INTRODUCTION

The phenomenon that people have an inherent tendency to treat
computers or new media as if they are real people has been observed
and researched extensively. Reeves and Nass [33] discussed that
many people interact with computers in a “fundamentally social and
natural” way. In this scope, Intelligent Virtual Agents (IVAs) that are
able to verbally interact with users in a natural way such as Amazon
Alexa, highlight this phenomenon, and have become a social entity
mimicking human intelligence. Along with a strong public interest
in this technology, IVAs have been illustrated in science fiction
media, such as the movie Her (2013)—a story about a man who
falls in love with the disembodied voice of an IVA.
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Most current-state commercial IVAs mainly focus on voice com-
mands and voice feedback, and lack the ability to provide non-verbal
cues, which are an important part of human social interaction. Aug-
mented Reality (AR) has the potential to overcome this challenge
by providing a visual embodiment for the IVA. A human-like vi-
sual representation could enrich the communicative channels that
convey the agent’s status and intentions by presenting gestures and
motions as social behaviors. Riva [35] defined social presence as
“the non-mediated perception of an enacting other (I can recognize
his/ her intentions) within an external world,” and stated that “the
highest level of Social Presence is the identification of intentional
congruence and attunement in other selves (the self and the other
share the same intention).” In this manner, the visual embodiment
and social behaviors of an IVA have much potential to increase the
sense of social presence. For instance, Bente et al. [6] reported that
embodied telepresent communication improved both social presence
and interpersonal trust in remote collaboration settings with a high
level of nonverbal activity. Similarly, we expect that appropriate
social behaviors of an IVA could enhance the user’s sense of rapport
with the IVA, and in turn, the perceived confidence and trust in the
IVA could be improved. Moreover, an AR visual body and behaviors
provide the opportunity to naturally convey the notion that the agent
is aware of the environment, e.g., by walking around obstacles, and
can exert influence over physical objects, e.g., by interacting with
Smart Home connected devices. Kim and Welch [21] illustrated
the importance of physical–virtual interactivity in AR with IVAs,
particularly emphasizing the environmental awareness (sensing) and
influence (affecting) with the surroundings.

In this paper, we investigate how an IVA’s visual embodiment in
AR and social behaviors in the physical environment influence the
perception of the IVA. We present a human-subject study, in which
we tested the hypothesis that visual embodiment and social behaviors
increase the perceived social presence and confidence in an IVA in
terms of awareness of and influence over the physical environment.
Therefore, we designed an interactive scenario and three forms
of IVAs, which differed in whether they had an AR visual body
or were presented as a disembodied voice, as well as their social
behaviors based on their ability to speak, gesture with their body,
and move about the physical space. The results show support for our
hypothesis, and we discuss implications and guidelines for future
developments in the field of IVAs. A large body of literature focused
on human perception of virtual content, including virtual agents, but
most research was conducted in Virtual Reality (VR) environments
and lack the important aspect of physical–virtual interactivity and its
influence in AR. Here we focus on human perception, particularly
trust or confidence in and social presence with IVAs, which are
influenced by the agent’s embodiment and social behavior in AR.

2 RELATED WORK

In this section, we resume previous work on agent appearance and
embodiment, awareness and influence, as well as presence, trust,
and confidence in the field of IVAs.

2.1 Appearance and Embodiment
The psychological implications of the level of embodiment of
IVAs have been studied for decades, with an early qualitative re-
view [13] showing mixed benefits for interfaces that featured em-
bodied agents—sometimes they enhanced an application while oth-
erwise not. A quantitative meta-analysis by Yee et al. [39] demon-
strated that the effect size for adding a face (as opposed to just voice
or text) was larger than the effect of realism (i.e., there was more
gain in influence from having a face than for making that face more
photographically or behaviorally realistic). Dozens of studies have
examined the psychological gain of embodied agents in VR, with
recent work demonstrating the gains in rapport and nonverbal real-
ism [19, 38]. Demeur et al. [14] evaluated the impact of an agent’s
embodiment and emotion over the perceived social believability in

the agent, and found that appropriate emotions conveyed through the
agent’s embodiment, particularly related to the sense of competence
and warmth, could lead to higher believability. Latoschik et al. [22]
investigated the effects of the appearance of avatars, and higher body
ownership when using a visually realistic avatar compared to an
abstract wooden mannequin avatar.

Although there have been many studies with virtual avatars and
agents in VR, few studies examined the implications of agent appear-
ance and embodiment in AR. In VR, the levels of realism of an agent
are typically roughly matched to the rest of the scene, in terms of
polygons, textures, and general scene complexity, since they are all
being rendered by the same system. In AR, the embodied agent has
the disadvantage of being contrasted with the real world, and there
are huge implications for how an agent is utilized and perceived in
this context.

2.2 Awareness and Influence in Context
Dey and Abowd [15] described context as “any information that
can be used to characterize the situation of an entity. An entity is a
person, place, or object that is considered relevant to the interaction
between a user and an application, including the user and applica-
tions themselves.” Blascovich et al. [8] stated that “context” is one
of the parameters that determine how a user evaluates an agent in
their theoretical model, and determines how influential an embodied
agent should be. Maedche et al. [26] particularly highlighted the
importance of context-awareness in intelligent assistant systems,
e.g., virtual assistants like Apple Siri, to support individuals in daily
life. Especially, in AR where the users interact with IVAs in physical
environments, the physical context of the agent and its contextually-
appropriate behaviors (context-awareness and influence) are more
important for the perception of the agent than in VR, given the large
discrepancy between digital humans superimposed on real objects
while sharing the physical environment. Despite its importance,
“context” is a variable that has received little empirical attention
compared to other parameters such as agency (i.e., if a human or
computer is controlling the virtual character) or realism (i.e., how
detailed the textures and movements are) [9].

In VR and robotics, research has shown that agents that are aware
of the user elicit more social presence and better performance than
those that are not. For example, early work by Bailenson et al. [2, 3]
showed that embodied agents who maintained mutual gaze with a
user caused the user to respect the agent’s personal space and also
elicited higher self-report measures of influence. Mutlu et al. [28]
found that participants performed better in recalling a robotic agent’s
story when the agent looked at them more in an engaging storytelling
scenario. While there were some studies examining situationally
aware and influential agents in VR and robotics, examining what
awareness and influence of agents means in AR still remains largely
unexplored beyond the mere use of virtual characters in AR [37].

Only comparatively few studies focused on an agent’s interaction
with the surrounding environment in AR. Chuah et al. [12] discussed
(1) awareness of changes to the environment and (2) ability to in-
fluence the environment with an embodied conversational agent
consisting of a physical mannequin’s legs under a monitor showing
a computer graphics representation of the agent’s upper-body. For
awareness of the environment, Kim et al. [17, 18, 20] demonstrated
that an embodied agent in AR exhibiting awareness of objects in
a physical room (e.g., awareness of wind from a fan or accurate
collision avoidance) elicited higher social presence ratings than an
agent who did not demonstrate awareness. Abilities to influence
the environment encompass physical influence, when an agent is
affecting a physical object, digital influence, when a digital process
such as a video recording is started or stopped, and social influence,
when a person’s emotions, opinions, or behaviors are affected by the
agent [8]. For instance, Lee et al. [23] showed that special-purpose
devices built to enable agents in AR to move physical objects such
as a wobbly table can have positive effects on co-presence.
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O’Hare et al. [31] presented an AR agent framework that virtually
sensed the world and could blur the traditional boundaries between
the virtual and physical domain. Amores et al. [1] built a smart
lamp that was controlled by an AR agent. Nowadays, we can more
easily give IVAs basic abilities to control things in the physical
world without the need to develop special-purpose hardware by
repurposing existing Internet of Things (IoT) devices, e.g., switching
an IoT light bulb on/off, which is just a state change in the connected
device that can be triggered via the network.

We predict that future generations being used to IVAs will be more
trusting and confident that agents can influence the physical world,
but assume that most users today will benefit from such physically-
grounded behaviors. Thus, in this paper, we set a scenario where
IVAs are interacting or at least pretend to interact with the physical
environment, e.g., IVAs having awareness of environmental status
and ability to change the environment, such as controlling a real light
bulb via IoT technology. Given the interactive setup, we explore the
question how the perceived trust and confidence in these abilities
of IVAs can change based on their embodiment and social behavior
with respect to the user and environment.

2.3 Presence, Trust, and Confidence
Different concepts have been introduced to understand and measure
the effectiveness of embodied agents in conveying an illusion of
being real. In particular, Slater [36] introduced the concepts of
place illusion and plausibility illusion which together define the
sense of being co-present together with the agent. According to
Slater [36], the former illusion is largely related to factors such as
agent appearance and embodiment as well as its awareness of the
real world, whereas the latter illusion refers to the sense that “the
scenario being depicted is actually occurring” and that it requires a
“credible scenario and plausible interactions between the participant
and objects and virtual characters in the environment.” Different
measures of social or co-presence with embodied agents or objects
have been proposed over the years [4, 7, 16, 29, 30]. In this paper,
we focus on the user’s self-reported sense of social presence with
the agents using the well-established Temple Presence Inventory
post-experience questionnaire [24].

The perceived trust and confidence in IVAs are often researched
together with the level of social presence because of their potential
correlation. Bente et al. [5, 6] observed an increased interpersonal
trust along with a strong social presence in network-based communi-
cations using embodied virtual representations, while Riegelsberger
et al. [34] showed that an embodied virtual representation still elic-
its a lower level of trust than a video conference setting with real
humans. Pan and Steed [32] also compared three different forms of
communication including embodied virtual interaction with respect
to the perceived trust in advice-seeking situations, and found that
the virtual form was not preferred compared to the other forms, i.e.,
face-to-face and robotic embodied interactions. They suggested
that the physical presence of the robot representation might have
influenced the trust assessments positively. These results emphasize
the importance of the IVA’s social behaviors with respect to the
surrounding physical environment, which we focus on in this paper.

3 EXPERIMENT

In this section we present the experiment which we conducted to
investigate the effects of embodiment and social behaviors on the
perception of IVAs during social interaction.

3.1 Participants
After initial pilot tests, we estimated the effect size of the expected
large effects, and based on a power analysis we made the decision
to recruit 15 participants, which proved sufficient to show signifi-
cant effects in our experiment. We recruited 5 female and 10 male
participants for our experiment (ages between 23 and 66, M = 36.1,
SD = 11.6). The participants were students, assistants, professors,

artists, or technicians from the local university community. All of the
participants had correct or corrected vision; eight participants wore
glasses during the experiment, one participant wore contact lenses.
One of the participants reported a known visual disorder called night
blindness, another participant reported color blindness, and another
one a history of central retinal vein occlusion in one eye. None of
these disorders was considered a reason to exclude them from our
analysis. None of the other participants reported known visual or
vestibular disorders, such as color or night blindness, dyschromatop-
sia, or a displacement of balance. On a 7-point scale from 1=no
to 7=much experience, participants reported a medium experience
with IVAs such as Amazon Alexa or Google Assistant (M = 3.3,
SD = 2.2) and a medium experience with Smart Home or IoT de-
vices (M = 3.1, SD = 1.5).

3.2 Material
Here we describe the details of our IVA implementation and physical
setup in a room-sized experimental space that we prepared for the
experiment.

3.2.1 Intelligent Virtual Agents
In this experiment, a 3D virtual character, which had a female hu-
man appearance, was modeled and animated in Autodesk Maya and
Blender. The character was rigged and designed with animations for
facial expressions, speaking, and body gestures. She had a mostly
neutral, serious, and polite demeanor during the interaction (i.e.,
designed not to be too warm or cold toward the participant). We
then imported the model into the Unity3D graphics engine where
we added a graphical user interface allowing an operator—who was
seated outside the room and observed the participant via live video
and audio streams—to trigger specific body gestures or pre-recorded
phrases with corresponding speaking animations. We pre-recorded
the speech using a text-to-speech service1, which provides a highly
realistic synthetic voice. This human-in-the-loop mechanism (i.e.,
Wizard of Oz paradigm) allowed us to simulate natural communica-
tion between the real humans and the virtual agent without failure
cases caused by the imperfect natural speech recognition, which are
still too common in current-state IVAs. We prepared three forms of
IVAs under this human-in-the-loop framework, but they differed in
embodiment and social behaviors:

(A) IVA S (Speech): was designed not to have any visual feedback
(i.e., no visual body appearance) but only rely on voice com-
munication (see Figure 1-A). The effect was that the IVA S
was perceived as a disembodied voice, similar to a telephone
call with a headset or the movie Her (2013). The IVA S thus
could not rely on embodied human gestures or locomotion to
convey aspects of social interaction.

(B) IVA SG (Speech and Gesturing): was implemented based on
the IVA S, but included visual embodiment with the animated
3D character described above. The IVA SG was inspired by
popular IVAs like Amazon Alexa, which are “embodied” with
the body of a common home appliance, which is placed by
the owner at a position in the room, such as in a corner of
the room or next to a TV screen. In our study, our agent had
a full virtual human body but we kept the spirit of this use
case intact. We designed the IVA SG to remain stationary in
one place, and we used a range of upper-torso gestures as a
form of communication. For instance, when asked to turn off
a floor lamp in the room, she would take out a virtual tablet
(such as commonly used in Smart Home environments), and
pretend to control the lamp while looking at the tablet, see the
light turned off, and put the tablet away again (see Figure 1-B).
While this IVA remains stationary in the environment, it has

1http://www.oddcast.com/home/demos/tts/tts example.php
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the advantage that the user can rely on the fact that the IVA
will always be present in the same place when they need her.

(C) The IVA SGL (Speech, Gesturing, and Locomotion): had
pre-recorded animated behaviors including the ability to walk
around in the experimental room, leave the room through an
open door, come back, and use upper-torso gestures (e.g., hand
and head gestures) as a form of communication. For instance,
when the participant asked her to turn off a floor lamp in the
room, she would walk over to the lamp, touch the light switch
with her hand, see the light turned off, and take a step back
from the lamp (see Figure 1-C).

3.2.2 Physical Setup
As illustrated in Figure 2, we used a physical room-like experiment
space with an area of 3.89 m × 3.89 m and an open ceiling where
tracking and camera equipment were installed. This space comfort-
ably fits common furniture such as a desk, a chair, and two (real
or virtual) people. In this study, we had the following physical
components in the room:

• A chair for the participants to rest on during the experiment;

• A floor lamp with a Philips LED IoT light bulb that could be turned

on/off via WiFi and the Zigbee protocol;

• A sound bar placed near the back wall of the room for the IVA’s voice

output;

• A desk with a small monitor that was used to communicate contextual

information and task instructions to the participants;

• An open door to the right side, which lead out of the room into the

laboratory.

We developed a custom bidirectional interface between the
Unity3D application and the Philips IoT light bulb to control and
manipulate the state of the floor lamp. A model of the physical room
with this furniture was used as an occlusion layer in the Unity3D
engine, such that the embodied agent could walk around in the room
without visual conflicts caused by incorrect occlusion.

Participants wore a Meta 2 head-mounted display (HMD) during
the experiment. The Meta 2 optical see-through display provides
a 90-degree horizontal and 50-degree vertical field of view with a
2,550 by 1,440 pixels resolution and 60 Hz refresh rate. The HMD
offers positional SLAM-based tracking by fusing image features
from the real world, captured with an on-board computer vision cam-
era. However, instead of using this on-board tracking, we decided
to use a NaturalPoint OptiTrack twelve-camera high-quality low-
latency optical infrared tracking system to improve the quality of the
tracking data. Therefore, we attached a six degrees-of-freedom rigid
body target to the Meta 2 HMD and tracked it with sub-millimeter
precision and accuracy.

We considered audio to be an important aspect of the experience,
and thus placed a high-quality sound bar speaker (LG SH4 300W
Sound Bar) near the back wall of the room as the means to provide
speech feedback to the participants.

For rendering and system control, we used an Alienware laptop
with Intel Core i7-7820HK CPU at 2.90 GHz, Nvidia GeForce GTX
1070 graphics card, and 16 GB of RAM.

3.3 Methods
In the experiment, we wanted to give the participants a chance to
directly compare different forms of IVAs and capture how they
were perceived while interacting with them. A within-subject de-
sign is the most effective approach to control for individual expe-
rience/personality factors with IVAs of the participants. Thus, we
decided to use a full-factorial within-subject design for this exper-
iment with three conditions, and the order effects by the repeated

Figure 2: Experimental setup: Participants interacted with
one of the IVA types: (S)peech only, (S)peech+(G)esture, or
(S)peech+(G)esture+(L)ocomotion, across the experiment room. The
embodied IVAs were located on the other side of the room facing
toward the participant. The IVA with the visual embodiment in con-
dition SGL could walk around freely and leave the room, while the
IVA in condition SG remained stationary in one spot. The IVA with
the disembodied voice in condition S did not have a specific spatial
location, but is included in this illustration for completeness sake. A
few pieces of furniture and equipment for the IVA system were present
in the experiment room. The human operator in our Wizard of Oz
experimental design was located (unknown to the participant) on the
opposite side of the back wall of the room.

measures were minimized by our attempt to counterbalance the ex-
perience order as much as possible among the participants. Here we
briefly describe the experimental conditions in which we manipu-
lated the embodiment and social behavior of the IVAs in three levels
(see Figure 3 and detailed descriptions in Section 3.2.1):

S The IVA S with a disembodied voice with social behavior limited to

Speech;

SG The IVA SG with an AR body and social behavior limited to Speech

and Gesturing while remaining at a fixed position in the room;

SGL The IVA SGL with an AR body and social behavior including Speech,

Gesturing, and Locomotion.

3.3.1 General Procedure
Before the experiment, participants gave their informed consent and
were guided into the experimental room (see Figure 2). Once they
entered the room, they were instructed to sit down on the chair on the
far side of the room. They were then informed about the experiment
procedure including how to interact with the agents through voice
commands stated by an instruction screen. Lastly, they donned the
Meta 2 HMD, the experimenter left the room, and the session started.

We performed three sessions with each participant, in which they
interacted with an agent in the three conditions, in randomized order.
During the sessions, participants were engaged in a basic form of
interaction with the agent that was scripted in a fictional pseudo-real
story, which progressed based on the participant’s verbal interaction.

We introduced the three IVAs as prototypes for a “lab assistant”
for future experiments in our lab. During the session, participants
had to ask the agent to complete different tasks within the laboratory
in which this experiment took place.
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Figure 3: Illustration of the experimental conditions for the participant’s request for some privacy: Participants wore a Meta 2 head-mounted
display, which was tracked using twelve NaturalPoint OptiTrack cameras. The intelligent virtual agent was either present as (A) a disembodied
voice, (B) an AR agent that remained stationary in one place, or (C) an AR agent that was walking about the space.

Each session started with the agent introducing themselves (i.e.,
Katie, Sarah, or Christine2) to the participant as their lab assistant
and welcoming them to the laboratory. The participant was guided to
follow the story on the monitor screen, which was used for directions
on how to advance the story.

For instance, the monitor could prompt the participant to instruct
the agent to complete a task in the laboratory such as “Tell her in your
own words that she should turn on the floor lamp.” The participant
would then say something along the lines of “Please turn on the floor
lamp!” As a result, she would confirm that she understood the task,
go ahead to complete it, and report that it has been completed when
it was done. The types of social feedback provided by the agent
during this time were dependent on the experimental condition.

After each task, participants had to rate a specific task-related
item by using a pen and paper questionnaire in front of them. These
questions were used to assess the participant’s confidence in the task
being completed correctly by the agent. This way, we assessed the
participants’ immediate reactions to the tasks in the just experienced
condition. After answering the question, they indicated verbally that
they were ready to continue with the next task. Once they were done
with all tasks in one session, they had to fill out further post-session
questionnaires to rate their overall experience with the agent.

The experiment ended with a demographics post-questionnaire
after the three sessions were completed.

3.3.2 Interaction Scenario
The main story consisted of the following tasks, which revolved
around the participant sending their assistant off to complete dif-
ferent tasks within the laboratory, while they themselves remaining
seated in the experimental room.

The story began with a training task, which was designed to
show the participants that IVAs are capable of a cause-and-effect
relationship. At the beginning of the session, the floor lamp in the
room was turned off. The participant’s task was to ask the agent to
turn on the lamp:

• Participant: “Please turn on the floor lamp!”
Agent: “Sure, will do.” (condition-dependent behavior) “Done.”

In this case, the condition-dependent behavior was as follows: In
the SGL condition, she looked at the lamp, walked over to the lamp,
reached toward the light switch with her hand, flipped the switch,
and the light turned on. In the SG condition, she looked at the
lamp, took out a tablet (such as used in Smart Home environments),

2We named the IVAs, but to avoid unintended side-effects based on

naming, we randomly shuffled the names of the agents with respect to the

condition that was tested first, second, or third for each participant in the

within-subject design.

pretended to interact with it briefly, and the light turned on, after
which she put the tablet away again. In the S condition, after a brief
moment, the light was turned on. As for all tasks, we calibrated the
durations of these behaviors between the conditions, so as not to
introduce any artificial biases.

After the training task, the main tasks started. In the following,
we report the main interaction between the participant and the agent,
which was supplemented by additional information via the monitor
to embed the tasks into the story.

A1 Participant: “Can you check if anyone else is in the lab right now?”
Agent: “Sure, will do.” (condition-dependent behavior) “There were a
few people around.”

A2 Participant: “Can you check if it is quiet enough to perform an experi-
ment?”
Agent: “Okay, let me check.” (condition-dependent behavior) “The
current noise level may be too high for a sensitive experiment.”

A3 Participant: “Is the temperature in the room high enough for the
experiment?”
Agent: “Let me check.” (condition-dependent behavior) “Well, I feel
that the current temperature matches the experiment settings.”

Tasks A1 to A3 were designed as tasks related to the agent’s
awareness of the real world. The awareness tasks specifically in-
cluded the agent’s ability to see (A1), hear (A2), and feel (A3) the
physical environment. Each of them corresponds to a natural human
sense, which can also be realized for IVAs using sensors such as
cameras, microphones, or thermometers.

I1 Participant: “Please close the lab’s main door at the entrance.”
Agent: “Sure, will do.” (condition-dependent behavior) “I closed the
main door.”

I2 Participant: “Please tell someone, that the experiment will end in 10
minutes.”
Agent: “OK.” (condition-dependent behavior) “I told someone out-
side.”

I3 Participant: “Please tell someone, that I am not feeling well right
now.”
Agent: “OK.” (condition-dependent behavior) “I informed someone
about the problem.”

I4 Participant: “Could you please turn off the video and audio recording
in the lab now?”
Agent: “Sure.” (condition-dependent behavior) “Done. I turned off
the recording system.”

Tasks I1 to I4 were related to the agent’s influence. The tasks
specifically included physical influence (I1), social influence (I2),
social critical influence (I3), and digital influence (I4). With ade-
quate output technology such as IoT devices, speakers, screens, or
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custom-built hardware, each of them could theoretically be realized
for IVAs. In our experiment, the responses were pre-defined with no
actual functionality.

S1 Agent: “Would you tell me your medical information / financial status
/ demographical information?”
Participant: “Okay, sure.” or “Well... no, I don’t want to.”

Task S1 was designed to understand the participant’s willingness
to share private data with the agent. In the embodied conditions SGL
and SG, the agent was standing in front of the participant during
this time. We assumed that this embodied social element would
influence participants to be more willing to share private data.

P1 Participant: “I would like to have some time alone. Could you please
give me some privacy?”
Agent: “Sure, no problem. Just shout my name when you need me.”
(condition-dependent behavior)

Task P1 was related to privacy. In condition SGL, the agent left
the room by walking through the door. In condition SG, the agent
remained standing in the room, but she took out headphones and
put them over her ears while closing her eyes. In condition S, only
the verbal confirmation indicated that she would give the participant
some privacy. After a while, participants received the task instruction
to call her back, which ended the session.

The condition-dependent behaviors in the other tasks were based
on a simple method (with small variations for each task). In condi-
tion SGL, after receiving a task that could be completed by walking
over to a physical object and interacting with the object, the agent
would do so, e.g., by walking through the open door on the right
side of the room, thus leaving the room and the participant’s view,
and returning a while later, telling the participant that she completed
the task. In condition SG, she would take out her tablet and interact
with it for a moment before putting it away again and informing
the participant that the task has been completed. In condition S,
she would confirm that she is doing it, and report completion of the
task later. We made sure that the durations of each of these social
behaviors matched between the conditions.

3.3.3 Measures
After completing each task, the participants had to rate their confi-
dence in the agent by using a pen and paper questionnaire in front
of them. We used a 7-point response scale from 1 (not confident at
all) to 7 (very confident).

For the awareness and influence tasks, we used different questions
of the type “How confident are you that the agent was able to ...?”
The specific awareness-related questions asked about the ability to
see the lab (A1), hear sounds in the lab (A2), and feel the temperature
in the lab (A3). The influence-related questions asked about the
ability to close the front door (I1), inform someone in the lab (I2,I3),
and turn off the recording system (I4). We created subscales based
on the three questions for awareness and four questions for influence.

The questions related to the participant’s willingness to share
private data (T1) were phrased as “How comfortable would you
feel sharing your ... with the assistant?” Specifically, we asked
three questions about medical information, financial status, and
demographic information. Again, we created a subscale based on
the individual questions.

The final question related to confidence in the agent respecting
the participant’s privacy (P1) was worded as “How confident are
you that the assistant is not able to hear and see you anymore?”

After completing all tasks with one agent, they had to fill out
additional post-experiment questionnaires. We used the McKnight
Trust Questionnaire [27], which assesses the participants’ trust in
technology, and worked well for our experiment setup after minor
adjustments to the questions. We considered only the questions

related to the subscales reliability, helpfulness, functionality, and
situational normality of this questionnaire due to the appropriateness
for our IVA setup:

• Reliability is about the participants’ belief that the IVA will consis-

tently operate properly.

• Helpfulness measures the belief that the IVA provides adequate and

responsive feedback for the participants.

• Functionality measures the belief that the IVA has the ability and skills

to do what the participant requests it to do.

• Situational Normality is about the participants’ belief that success with

the IVA is likely because they feel comfortable interacting with it.

We further used the Temple Presence Inventory [24], which we
found is a suitable questionnaire that can be used to assess co-
presence and social presence with agents. We slightly modified the
questions to work with our AR scenario. We considered only the
questions related to the subscales social presence, spatial presence,
social richness, and engagement of this questionnaire:

• Social presence is about how much one feels as if the IVA is in the

same space with them, and how well the communication/interaction

happens with the IVA.

• Spatial presence is the sense of presence as transportation, e.g., how

much one feels the IVA comes to the place where they are co-located

or how much one feels that they could reach out and touch the IVA.

• Social richness is the extent to which the IVA is perceived as sociable,

warm, sensitive, personal, or intimate.

• Engagement is about how immersive or exciting the interaction with

the IVA is so that one can be deeply involved in the interaction.

3.3.4 Hypotheses
As we described in Section 1, the enriched communicative channels
via the IVA’s visual embodiment and social behavior could make
the agent’s status and intentions clearer to the participants. Thus,
we think both the participant’s perceived confidence and social pres-
ence with the IVA would increase by the visual embodiment, and
even more with the agent’s embodied social behaviors. In addition,
the visual embodiment (i.e., virtual human appearance) of the IVA
might help the participants to be more vulnerable based on the sense
of rapport built during the interaction with the IVA, as alluded to
by Lucas et al. [25]. Based on this rationale, we formulated the
following hypotheses for the measures:

H1 Participants will exhibit more confidence in the agent’s awareness of

the real world and ability to influence the environment with visual

embodiment and the more forms of social interaction are available to

the agent (SGL > SG > S).

H2 Participants will exhibit more confidence in the agent respecting pri-
vacy with visual embodiment and the more forms of social interaction

are available to the agent (SGL > SG > S).

H3 Participants will be more likely to trust the agent and share private
data if it is embodied (SGL, SG > S).

H4 Participants will feel a stronger social connection and sense of social
presence with the agent with visual embodiment and the more forms

of social interaction are available to the agent (SGL > SG > S).

4 RESULTS

Due to the ordinal data type of the questionnaire responses, we
performed non-parametric Friedman tests for all measures between
conditions based on the averaged rating per participant and sub-
scale. For post-hoc comparison of the conditions we used a pairwise
Wilcoxon signed-rank test with Holm correction for multiple compar-
isons per Friedman test for each measure. Table 1 shows the results
for the subscales in the questionnaires for the three conditions.
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Figure 4: Boxplots of averaged means per participant and subscales of the confidence questions related to awareness, influence, and privacy that
were asked during the experiment. Significant differences of the pairwise comparisons are indicated in the plots.

Table 1: Averaged rating means and standard deviations per condition
and subscale

Subscale MSGL (SDSGL) MSG (SDSG) MS (SDS)

Awareness 5.44 (1.33) 4.60 (1.40) 4.27 (1.38)

Influence 4.58 (1.98) 3.73 (1.92) 3.47 (1.47)

Privacy 5.07 (1.44) 3.27 (1.79) 2.67 (1.99)

Share Private Data 4.40 (1.31) 4.18 (1.65) 3.84 (1.59)

Reliability 5.18 (1.3) 4.23 (1.65) 3.87 (1.29)

Helpfulness 5.15 (1.24) 4.30 (1.30) 4.23 (1.22)

Functionality 5.02 (1.34) 4.38 (1.46) 4.13 (1.44)

Situational Normality 5.08 (1.2) 4.20 (1.40) 3.87 (1.33)

Social Presence 5.38 (1.09) 4.50 (0.96) 3.62 (1.00)

Spatial Presence 4.77 (1.4) 4.00 (1.48) 2.47 (1.09)

Social Richness 4.93 (1.05) 4.27 (0.85) 3.62 (0.97)

Engagement 4.82 (0.93) 4.50 (1.06) 3.61 (1.03)

4.1 Awareness, Influence, and Privacy
Figure 4 shows plots for the subscales awareness, influence, and
privacy. In this figure, we excluded the non-significant subscale of
the participants’ willingness to share private data (see below).

For the participants’ confidence in the agent’s awareness (Tasks
A1-A3) of the environment, we found a significant main effect of the
condition (χ2 = 13.93, p = 0.001). Post-hoc tests revealed that SGL
differed significantly from SG (p < 0.001) and S (p = 0.037), but
we found no significant difference between SG and S (p = 0.255).

The same pattern was true for the participants’ confidence in the
agent’s influence (Tasks I1-I4) over the environment (χ2 = 6.464,
p = 0.039). Again, post-hoc tests revealed that SGL differed signifi-
cantly from SG (p = 0.017) and S (p = 0.011), with no significant
difference between SG and S (p = 0.456).

Also, we found the same pattern for the participants’ confidence
in the agent respecting their privacy (Task P1) in the experiment
(χ2 = 16.113, p < 0.001). Post-hoc tests were again significant
between SGL and each SG (p = 0.003) and S (p = 0.002), but not
between SG and S (p = 0.228).

For the participants’ willingness to share private data (Task S1)
with the agent, we found a significant main effect (χ2 = 7.704,
p = 0.021), but the pair-wise comparison revealed that the sig-
nificant difference was only between the SGL and S conditions
(p = 0.0169). The other pair-wise comparisons did not show any
statistically significant differences, SG and S (p = 0.099), and SGL

and SG (p = 0.551), such that we did not investigate further.

4.2 Trust in Technology

Figure 5(a) shows plots for the Trust in Technology questionnaire
subscales reliability, helpfulness, functionality, and situational nor-
mality. All of the subscales showed similar effects as described in
the following.

For reliability, we found a significant main effect of the condition
(χ2 = 17.509, p < 0.001). Post-hoc tests showed significant differ-
ences between SGL and SG (p = 0.002) and S (p = 0.002) but not
between SG and S (p = 0.23).

Also, for helpfulness, we found a significant main effect of the
condition (χ2 = 10.627, p = 0.005), and post-hoc tests showed
significant differences between SGL and SG (p = 0.005) and S
(p = 0.009) but not between SG and S (p = 0.783).

Moreover, for functionality, we found a significant main effect
of the condition (χ2 = 10.885, p = 0.004), while post-hoc tests
showed significant differences between SGL and SG (p = 0.012)
and S (p = 0.008) but not between SG and S (p = 0.238).

Lastly, for situational normality, we also found a significant main
effect of the condition (χ2 = 16.259, p < 0.001). Post-hoc tests
revealed significant differences between SGL and SG (p = 0.004)
and S (p = 0.003) but not between SG and S (p = 0.37).

4.3 Social Presence

Figure 5(b) shows plots for the Temple Presence Inventory question-
naire subscales social presence, spatial presence, social richness,
and engagement. All of the subscales showed similar effects as
described in the following.

The social presence subscale revealed a significant main effect
of the condition (χ2 = 19.6, p < 0.001). Post-hoc tests showed
significant differences between SGL and SG (p = 0.002) and S
(p = 0.003) as well as between SG and S (p = 0.001).

For spatial presence, we found the same trend with a significant
main effect of the condition (χ2 = 18.679, p < 0.001), and post-hoc
tests showing significant differences between SGL and SG (p =
0.035) and S (p = 0.001) as well as between SG and S (p = 0.002).

Furthermore, the social richness subscale showed a significant
main effect of the condition (χ2 = 17.103, p < 0.001). Post-hoc
tests showed significant differences between SGL and SG (p =
0.002) and S (p = 0.002), and between SG and S (p = 0.025).

Lastly, for engagement, we found a significant main effect of
the condition (χ2 = 17.393, p < 0.001). Post-hoc tests revealed
significant differences between SGL and S (p = 0.002) and between
SG and S (p = 0.008) but not between SGL and SG (p = 0.099).

111



(a) (b)

Figure 5: Boxplots of averaged means per participant and subscales related to the (a) Trust in Technology questionnaire and (b) Temple Presence
Inventory questionnaire. Significant differences of the pairwise comparisons are indicated in the plots.

5 DISCUSSION

The results of our experiment provide interesting insights into the ef-
fects of different forms of IVAs on how users perceive the agents and
their abilities. In this section, we discuss the dimensions separately.

5.1 Awareness and Influence
The results of the experiment indicate partial support for our Hy-
pothesis H1. We found a significantly higher confidence of the
participants in the agent’s awareness of the real world and its ability
to influence the environment in the SGL condition compared to the
other conditions (i.e., SGL > SG, and SGL > S). However, we did
not see evidence that the SG condition elicited a higher confidence
than the S condition.

One possible interpretation of the results is that it was the combi-
nation of the (1) visual embodiment and (2) ability of the embodied
agent to move about the physical space that caused the higher confi-
dence, whereas without either of these, the confidence was signifi-
cantly decreased. Support for this possible interpretation comes from
the fact that awareness and influence are both linked to the physical
world, in which interactions are usually performed by physical enti-
ties. The agent represented as a disembodied voice in condition S as
well as the embodied but stationary agent in condition SG implied a
certain level of being part of the physical world, but to a far lower de-
gree than in the SGL condition, where the agent could walk around
in the physical world. Locomotion and, in particular, walking is
generally considered the most natural and intuitive form of behavior
when performing an action between different spatial locations in
one’s immediate environment. This type of interaction was sup-
ported only by the agent in condition SGL. Our results suggest that
such natural behaviors could be highly important for eliciting a high
sense of confidence in the agent’s awareness and influence.

In condition SGL, the agent’s representation and behavior pro-
vided the most visual social cues to the participants, suggesting that
the task was understood, performed, and completed successfully, in
line with seeing is believing (e.g., [11]). However, it should be noted
that in our interactive scenario, the only case where the participants

received direct feedback of the agent’s task being completed was in
the training task, where they instructed the agent to turn on the lamp,
and they saw that the lamp was turned on; in all other tasks, they
did not get such direct feedback. In general, we do not believe that
we would have found a difference in the participants’ confidence
in the agent’s awareness or influence between the conditions if we
had used tasks where such direct feedback was available. When
performing tasks in the user’s immediate environment, a voice-only
IVA such as Amazon Alexa could be sufficient in terms of the user’s
confidence in the action being completed successfully, since direct
feedback would be constantly available. The user’s confidence then
would be influenced mainly by prior experience indicating that the
agent successfully completed such tasks in the past (or not).

The results can inform the development of future IVAs. As dis-
cussed above, we might not need an embodied virtual agent if the
tasks that the agent has to complete are limited to the user’s imme-
diate environment, which is the case in most of today’s use cases
for digital home assistants such as Amazon Alexa. However, once
tasks come into play where direct feedback is not available, such as
when the agent should perform an action in a different room of one’s
house, we might benefit from having an embodied agent in AR that
has animations for natural locomotion in the physical space. Such an
ability to move about the real world is difficult to achieve for IVAs
that are embodied in the form factor of home appliances, which
emphasizes the benefits of leveraging AR display technologies for
IVAs in the future.

5.2 Privacy

An interesting result of our experiment is related to the user’s sense
of privacy with respect to the IVAs, which is partially supporting
our Hypothesis H2. As for awareness and influence, we could show
SGL > SG and SGL > S, but we found no significant benefit of
condition SG over S.

In the experiment, the embodied agent with locomotion could
perform a behavior that is well known from social interaction among
real people. Namely, when asked to give the participant some privacy,
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the agent in the SGL condition left the room with the implication
that it would walk away, out of visible range and out of earshot of
the participant. While the agent in the SG condition also showed
reasonable behavior, i.e., donning headphones and closing its eyes,
which indicated that it can neither hear nor see the participant, this
elicited less trust in privacy by the participants, to a similar degree
as the disembodied voice in condition S could.

It is fascinating that such basic behavior as the agent walking away
in AR had such a positive effect on the participants’ confidence in
privacy (“out of sight, out of mind”). One could have expected that
the differences between the conditions would diminish considering
that only the visual feedback (i.e., the front end) of the agent differed
between the conditions, but the underlying technical processes (i.e.,
the back end) that captured the participants in our experiment were
the same. Future studies should look into this aspect, which might be
correlated with situational factors, prior experience, and the user’s
demographics, e.g., age, education, or technological understanding.

Moreover, it is interesting that the participants did not feel private
when the agent was still in the room, although it conveyed the notion
that it can neither see nor hear the participant. This condition is
very similar to current-state embodied devices (such as Amazon
Alexa), which may indicate that their sensors are turned off, e.g., by
changing the light pattern on the device, but they remain visibly in
the room, which seems to indicate an important conflict.

5.3 Willingness to Share Private Data and Trust in Tech-
nology

We did not find a significant difference in the willingness of the
participants to share private data with the IVAs, such that our Hy-
pothesis H3 is not supported by the results of our experiment. There
could be many reasons for this lack of an observed effect, such as a
low effect size due to the tasks that were not directly related to the
social behavior of the agents. This aspect should be evaluated with
a more focused study in future work.

The results from the McKnight Trust in Technology post-
experience questionnaire [27] support the notion that participants
felt most comfortable with the embodied agent with locomotion in
condition SGL, whereas the other agents were rated significantly
lower (i.e., SGL > SG and SGL > S), and no significant difference
between SG and S was found. The results support the findings for
awareness, influence, and privacy. Specifically, they suggest that the
agent in condition SGL was perceived as more reliable and helpful,
with more functionality, and generally more comfortable. These
results might be related to a study conducted by Bos et al. [10].
They compared three different communication methods via text-
only, audio-only, and video, and found that a richer medium could
encourage a higher trust in communication. The condition SGL in
our experiment could be perceived as having richer modalities and
feedback, so the participant’s trust level could have been increased.

5.4 Social Presence
The results of the experiment support our Hypothesis H4. We found
significant differences among the IVA conditions in social presence,
spatial presence, and social richness. The post-hoc tests revealed
that the SG condition was rated higher than the S condition, and the
SGL condition was rated even higher than the SG condition (i.e.,
SGL > SG > S).

Given the results, we conclude that the IVA was perceived as
reasonably present in the room, and participants were socially closer
to the agent when the IVA had a human-like visual embodiment. In
addition, we could argue that the IVA’s social behaviors also played
a role in increasing the sense of social presence.

Based on brief discussions with the participants after the experi-
ment, we observed that many of them complained about the IVA’s
behavior to look at the tablet in the SG condition. They reported that
they could not be entirely sure that the agent was actually performing

the task they requested or was doing something else with the tablet,
which could commonly happen in interactions between real humans.
Thus, they had the latent feeling that the agent in the SG condition
was not polite or even ignoring them.

This observation is related to Riva’s [35] definition of social pres-
ence, i.e., understanding another person’s intentions (see Section 1).
The agent’s natural behavior related to walking around and visually
exhibiting intentions and physical activities, such as walking over
to a lamp and turning it on, was perceived as more intimate and
effective as a social signal, which expresses the agent’s compliance
with the participant’s request. In contrast, interacting with a tablet
while standing did not elicit a high sense of social richness. Overall,
our results suggest that visual embodiment with appropriate social
behaviors can improve the sense of social presence with IVAs, and
consequently strengthen the agent’s social influence on the users.

5.5 Limitations
The results of our study suggest interesting effects related to human
social interaction in the presence of current-state or future imple-
mentations of IVAs in AR. However, it is important to note that there
are limitations inherent to our and related studies.

For one, studies involving technologies such as IVAs, IoT, and
AR are subject to preconceived notions, which might stem from
personal experience with commercially available devices and their
various limitations, the way the current state of technology is per-
ceived due to its presentation in the media, or even futuristic visions
of these technologies as presented in science fiction formats such
as the movie Her (2013) or the movie Blade Runner 2049 (2017).
We tried our best to avoid the confounds that we identified as most
important, e.g., by using a human-in-the-loop design instead of rely-
ing on a commercial conversational agent—thus avoiding negative
connotations such as cloud-related data gathering and sharing—but
it is not possible to avoid all of these potential confounds related to
preconceived notions or the fact that some of these realizations will
be perceived as more novel than others. Our laboratory environment
might have influenced the results by setting the participant’s expec-
tation on the IVA as an experimental system. Another limitation
of our results is that they were collected in a controlled laboratory
study, which is not able to assess whether our observed effects would
persist over multiple days or weeks or would adjust based on positive
or negative experiences. Impressions such as helpfulness and trust
are likely built and shaped over time.

6 CONCLUSION

In this paper, we described how we combined intelligent virtual
agents with AR displays, and presented a human-subject study, in
which we investigated the impact of an agent’s visual embodiment
and social behaviors based on speech, gestures, and locomotion on
users’ perception of the agent. We described three forms of agents
and an experimental design based on an interactive scenario.

Our results indicate that imbuing an agent with a visual body in
AR and natural social behaviors could increase the user’s confidence
in the agent’s ability to influence the real world, e.g., being able to
walk over to a lamp and switch it on, as well as confidence in the
agent’s awareness of real-world events and states, such as whether
there is someone else in the room. Interestingly, we also found a
positive effect on the users’ confidence that the agent will respect
one’s privacy when one requests it. In our case, the agent walked out
of the room to give the user some privacy, which closely matches
the natural behavior exhibited by real people in such cases, and led
to a higher confidence in privacy among the users. Moreover, we
found positive effects of visual embodiment as well as locomotion
and gestures on the users’ sense of engagement, social richness, and
social presence with the agent.

Overall, the results guide us to interesting research directions
about the effects of a virtual agent’s embodiment and behavior on
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human perception in AR. In future work, we plan to further investi-
gate the interplay between an agent’s awareness of the real world,
influence over physical objects and events, and resulting benefits
for different application domains. Further interesting directions
for future work include longitudinal studies, comparisons between
abstract and real entities in AR, and investigations of the question
whether a social human agent might increase the user’s forgiveness
in errors made by the computer.
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