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Abstract—Advanced FinFET SRAMs undergo reliability
degradation due to various front-end and back-end wearout
mechanisms. The design of reliable SRAMs benefits from accurate
wearout models that are calibrated by accelerated test. With
respect to testing, the accelerated conditions which can help
separate the dominant wearout mechanisms related to circuit
failure is crucial for model calibration and reliability prediction.
In this paper, the estimation of optimal accelerated test regions for
a 14nm FinFET SRAM under various wearout mechanisms is
presented. The dominant regions for specific mechanisms are
compared and analyzed for effective testing. It is observed that for
our SRAM example circuit only bias temperature instability (BTI)
and middle-of-line time-dependent dielectric breakdown
(MTDDB) have test regions where their failures can be isolated,
while the other mechanisms can’t be extracted individually due to
acceptable regions’ overlap. Meanwhile, the SRAM cell activity
distribution has a small influence on test regions and selectivity.
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L INTRODUCTION

Although device scaling and new emerging technologies,
such as FinFETs, bring about modern circuits with smaller areas
and better performance, severe reliability degradation due to
various wearout mechanisms still needs to be considered
carefully. Static Random Access Memory (SRAM) occupies
most of the area of Systems-on-Chips (SoC). And because
SRAMs are a significant fraction of SoCs and are very dense, it
is especially important and challenging to ensure that SRAMs
achieve reliability targets. Like all circuits, SRAMs suffer from
front-end and back-end degradation, due to Bias Temperature
Instability (BTI) [1] - [4], Hot Carrier Injection (HCI) [5], [6],
Time Dependent Dielectric Breakdown (TDDB) [7] - [14],
Electromigration (EM) [15], and Stress Migration (SM) [16].
TDDB includes front-end-of-line dielectric breakdown
(GTDDB), middle-of-line dielectric breakdown (MTDDB), and
back-end-of line dielectric breakdown (BTDDB). Since HCI can
be detected by changing the operating frequency, it is not
considered here.

This work focuses on the estimation of the optimal
accelerated test region for a 14nm FinFET SRAMs under BTI,
TDDB, EM, and SM. Finding an optimal accelerated test region
enables the extraction of wearout model parameters from circuit
data, rather than from only test structures.

This paper is arranged as follows. Section II summarizes the
wearout models. Section III presents the methodology for
evaluating the FInFET SRAM test regions for each individual
wearout mechanism. Section IV contains the analyses of
detectability/acceptability and selectivity for the wearout
mechanisms. And, this paper concludes in Section V.

II. FRONT-END AND BACK-END WEAROUT MODELS

A. Bias Temperature Instability

BTI relates to the accumulation of interface traps in the
channel. It increases the threshold voltages of the transistors.
Positive bias temperature instability (PBTI) and negative bias
temperature instability (NBTI) occur in nFET and pFET
devices, respectively, when positive and negative gate-to-source
voltages are applied to nFET and pFET devices, respectively.
With the increase of the threshold voltage, the SRAM cell
performance metrics change. The probability distribution of the
time it takes for the performance metrics to degrade beyond a
predefined threshold value is the cell lifetime distribution.

During BTI stress, the change of interface-trap states and
dielectric-fixed charge causes the shift of device threshold
voltages. The reaction-diffusion (R-D) model and
trapping/detrapping (T-D) model have been proposed to explain
the shift in threshold voltage [17], [18]. The R-D model
describes the shift as a power law, i.e., #, where ¢ is time, while
the T-D model describes the shift as log(z). Here the R-D model,
which was validated with experimental measurements on 14nm
FinFET technology, is adopted to calculate the degradation of an
SRAM cell array. The expressions for the threshold voltage shift
of pFET and nFET devices are [19]
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where A, A,, m, np, n,, and y are fitting constants. V5, is the gate
stress voltage. The temperature dependence is modeled with the
Arrhenius relationship, where E, is the activation energy, T is
temperature, and kg is the Boltzmann constant. Unlike the
previous T-D model, the intrinsic stochastic component and duty
cycle dependence has not been determined for the RD FinFET
model used in this work, and therefore, these components are not
included in this study.



B. Time Dependent Dielectric Breakdown

For the TDDB mechanisms, when the electric field is applied
to the dielectric material, progressive degradation of the
dielectric will cause the formation of defects and conductive
paths and will ultimately cause a short in the circuit which might
lead to a functional failure. With the scaling of technology
nodes, thinner dielectric materials lead to serious reliability
issues. Severe leakage currents induced by TDDB cause
performance degradation and the breakdown of circuits,
including SRAMs.

The breakdown of a gate dielectric involves the development
of defect sites (traps). When the trap density increases, a path
from gate to channel starts to conduct a leakage current. When
the leakage current is too large, the device can no longer function
properly. The overall time-to-failure due to GTDDB depends on
activity and temperature. For ultra-thin (less than 5 nm) gate
dielectrics, the characteristic lifetime due to GTDDB can be
modelled with [20],
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where W and L are gate width and length, respectively, #¢ is the
time-to-failure for 63.2% of the sample devices, Serpps is the
Weibull shape parameter, agrpps is the probability of stress, F'is
cumulative-failure percentile at use conditions, 7 is the testing
temperature, V is gate voltage, and a, b, ¢, d and Agrpps are
fitting parameters. The dielectric is under stress if the device is
“on”, i.e. the input is “1” and “0” for nFET and pFET devices,
respectively.

Since the circuit supply voltage doesn’t scale at the same rate
as technology advances, the aggressive shrinking of the insulator
between the conductors leads to a greater electric field in the
dielectric. The characteristic lifetime due to BTDDB/MTDDB
for each dielectric segment with vulnerable length L can be
expressed as [21],
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where @y is the stress probability, Spas is the Weibull shape
parameter, y is the field acceleration factor, kp is Boltzmann’s
constant, E, is the activation energy, T is temperature, and E is
the electric field through the dielectric segment which
corresponds to V/Sgu. V is the supply voltage and Sgns are
supply voltage and the space between conductors. For MTDDB
the conductors are a gate and a contact. Az is a constant which
depends on dielectric material properties. m is 1 for the £ model,

and % for the VE model. Here the VE model is applied for
BTDDB, and the E model is applied for MTDDB. The stress
probability is the probability that the two conductors
surrounding the dielectric are at different voltages. For
MTDDRB, this is the fraction of time when a gate voltage and the
nearby contacts are different, and for GTDDB, this is the
fraction of time when the nearby interconnects are at different
voltages. These stress probabilities depend on the input patterns
of the circuit and/or the application run on the microprocessor.

C. Electromigration

EM describes the process of metal atom migration under the
traction of electric field applied to the interconnect. Along the
direction of conduction, atoms migrate from cathode to anode.
When the stress formed in metal lines exceeds a threshold value,
the interconnect resistance starts to rise, which leads to circuit
failure. It is predicted that EM is getting to be more significant
for more advanced technology nodes involving FinFETs [22],
[23].

The EM relevant mean time to failure (M7TTF) of a metal line
can be evaluated with Black’s equation while considering the
Blech limit [24], [25],
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where 4 and n are fitting constants, j is the density of current
flowing through the metal line, £, is the activation energy, 7 is
temperature, and .z is the Boltzmann constant. £ is the atomic
volume, o is the critical stress for void formation, e is the
electron charge, Z" is the effective charge number, p is the metal
wire electrical resistivity, and L is the length of metal wire
between two vias.

The mean-time-to-failure (MTTF) of each segment is
calculated based on the current density which flows through it.
The current density is extracted from Hspice simulations for
read/write operations together with the activity distribution.
Since the current flowing through each segment is different, the
product of j and L varies greatly within the SRAM array. For the
jL larger than (jL)ci;, the MTTF calculated from j is kept for the
estimation of the overall lifetime, while for the jL smaller than
(FL)erir, the corresponding segment is neglected because it is
considered to be EM immortal.

For the wires which suffer bi-directional current stress, the
effective current density for EM evaluation can be computed
with [26], [27],
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where j*(2) and j(¢) are the time-dependent positive and negative
current density, respectively, R is the EM recovery factor, and 7,
is the overall stress time.

D. Stress Migration

SM, which is introduced by the stress gradient with diffusion
cause by heat, has a lower probability of occurrence for narrower
lines with a fixed via size [28].

The MTTF due to SM is described with [16],
MTTF = AW M(T, — T) Nexp(E,/ksT) ®)

where 4 is a fitting constant, ¥ is the linewidth or plate size, M
is the geometry stress component, 7 is the stress-free
temperature, N is the thermal stress component, E, is the
diffusion activation energy, &z is the Boltzmann constant, and 7'
is the testing temperature.
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Fig. 1. Layout representation of a high-density 6-T SRAM cell with a single
fin for each FinFET (1:1:1).

III. CIRCUIT RELIABILITY ASSESSMENT

In this section, the reliability degradation of a FinFET
SRAM due to each wearout mechanism is analyzed separately.
Many wearout mechanisms are a function of layout. Fig. 1
shows the basic layout of a high-density 6T FInFET SRAM cell.
This layout is built with the NCSU FREEPDKI1S5 library [29].
MOL layers include AIL1, AIL2, and GIL. BEOL layers include
Metall, Metal2, and Metal3. The other layers belong to the
FEOL.

BTI induced lifetime is a function of degradation and is
obtained as the time when performance metrics fall below a
predefined performance criterion. Other mechanisms are
assumed to cause opens (EM, SM) or shorts (TDDB). An open
or short is assumed to cause a performance failure. They are
modeled as time-to-failure distributions. The time-to-failure is
computed for each feature using the models mentioned in the
previous section. The time-to-failure of the SRAM cell is
determined by the combined effects from individual layout
components. In other words, the statistical distributions for
individual components in the layout are combined to determine
the overall lifetime of the full cell and/or circuit.

A. Assessment Methodology for Each Mechanism

With respect to BTI, the SRAM cells’ lifetime distributions
are evaluated based on the degradation of performance metrics,
including the read static noise margin (SNMs), write margin,
read current (IREAD), and minimum retention voltage (Vdd-
min-ret). In order to model the lifetime and failure probability of
an SRAM due to BTI, the lifetime distribution of cells under a
specific stress duty cycle is firstly determined with Monte Carlo
(MC) simulations [9]. In MC simulations, the die-to-die device
channel length wvariation and within-die threshold voltage
variation are considered. To calculate the threshold voltage shift,
the duty cycle is used to obtain equivalent stress time in Egs. 1
and 2. Fig. 2 shows an example of the BTI induced probability
of failure which evolves with time for an SRAM cell with three
different stress probabilities.

The lifetime distribution of a single cell then combines
variation in duty cycle and process parameters. The resulting
lifetime distribution of the cells is best fit with the Log-normal
model. Then the overall expression of the time dependent failure
probability for a full SRAM is a combination of the lifetime
distribution of the cells, and is given by [30],
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Fig. 2. The BTI induced probability of failure as a function of time for an SRAM
cell under three different stress probabilities.
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where Fpi,; is the cumulative failure probabilities due to each
cell at each time point (=1, 2, ..., n), dpi?) is the number of
reliability defects due to each cell at each time point, and F(7) is
the overall probability of failure as a function of time.

The lifetime distributions due to EM are also described as
Log-normal distributions. First, the lifetime distributions of all
features are computed, based on their current density and wire
length. Since the failures due to EM are generally considered to
occur in metal lines close to vias, via and interconnect segments
are paired to calculate the lifetime parameters for layout features
due to EM. Here, for a 32kb SRAM array, 82,513 features in the
metal 3 (M3) layer were calculated. The via/interconnect pairs
in metal 1 (M1) and metal 2 (M2) are neglected due to
immortality because of the small current and the short wire
length. These lifetime distributions are combined with equations
(9) and (10) above.

Lifetime distributions due to TDDB and SM are described
with the Weibull model. For GTDDB, MTDDB, and BTDDB,
the lifetime parameters for each dielectric segment are
computed. In the cell layout, there are 6, 13, and 4 dielectric
segments for GTDDB, MTDDB, and BTDDB, respectively. For
SM, the lifetime parameters are computed for each via. There
are 16 vias in the cell layout. The Weibull characteristic lifetime
of the SRAM lifetime distribution, #sgas due to each
mechanism, is the solution of [31],

1 =YL (Mspam/m)P (11)

where #;, i = 1,...,n are the characteristic lifetimes of all the
underlying components, and f;, i = 1, ..,n are the corresponding
Weibull shape parameters.
Similarly, the overall shape parameter is the solution of
[31],
Bsram = Xie1 BiMsram /1Pt (12)

The time-dependent overall probability of failure is
calculated with

PO =1-en- ()" @y

B. Probability of Failure and Detectability in the Test
Domain

NSRAM

The lifetime of a commercial circuit is long (for example,
>10 yrs). It is not possible to detect the expected time-to-failure



under normal operation conditions. Therefore, accelerated tests
under higher voltage and higher temperature are performed to
obtain and isolate the failures due to various wearout
mechanisms. In this paper, we simulate the impact of accelerated
stress on an SRAM array with 32 kb cells assuming a two week
test time. In order to extract the wearout distribution of the
SRAM, the SRAM is assumed to have failed when at least one
cell has failed for each specific voltage-temperature condition
within the two-week test time. This means that the overall
probability of failure of the SRAM is approximately equal to the
probability of failure of a cell times the number of cells, N.
Therefore, a threshold value for the probability of failure of a
cell of //N is used to indicate SRAM failure. Appropriate test
conditions are the voltage-temperature nodes with a probability
of failure of a cell that is higher than //N. In the two-dimensional
test domain in the voltage and temperature space, the areas
which have a failure probability higher than the threshold value
are defined as the failure detectable region.

Failure rates are a function of the data stored in the cells. The
duty cycle distribution of cells is set as a Gaussian distribution
with a center of 30%, which is shown is Fig. 3(a). Such a
distribution represents typical applications, as illustrated in Fig.
3(b). The SRAM is assumed to be operating at a frequency of
250 MHz.

Figs. 4-9 show the failure probability distribution and
detectable region related to each wearout mechanism. The
detectable regions overlap. Obviously, in the detectable
regions, BTI and GTDDB lead to a much higher failure
probability than the other mechanisms, which means they are
more dominant mechanisms leading to circuit failure. On the
other hand, since MTDDB has the largest detectable region,
despite the relatively low probability of failure, it is easier to
test and distinguish from other wearout mechanisms.
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Fig. 3. (a) The duty-cycle distributions centered at 10%, 30%, and 50%,
respectively. (b) The duty-cycle distributions of SRAM cells in a 2-way 32KB
data cache, while the microprocessor is running different benchmarks [32].

N
n w

Voltage [V]
o
Voltage [V]
»

n
Y

1

40 60 8 100 120 140 O "4 60 80 100 120 140

Temperature [°C] Temperature [°C]
(a) (b)
Fig. 4. (a) The probability of failure distribution for an SRAM cell for BTI, and
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Fig. 7. (a) The probability of failure distribution for an SRAM cell for BTDDB,
and (b) the detectable test domain related to BTDDB.
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Fig. 8. (a) The probability of failure distribution for an SRAM cell for EM, and
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The detectable test domain related to each mechanism
changes as a function of the process corner. Process variation is
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Fig. 10. Boundary shift of the detectable test domain due to process variations
related to (a) MTDDB and (b) EM.

modeled as die-to-die linewidth variation, which applied to both
devices and interconnect. Fig. 10 shows the representative
boundary shift of the detectable test domain related to MTDDB
and EM. The three boundary lines correspond to -10%,
nominal, and +10% process variations, respectively.

IV. ESTIMATION OF OPTIMAL TEST REGIONS

As mentioned in Section III, there are overlaps among the
different detectable test regions. When a failure is detected under
a specific test condition, it might be caused by more than one
mechanism. In this section, the selectivity for individual
mechanisms is used to identify the dominant one. If there is only
one wearout mechanism for a specific test condition, then
wearout parameters for that mechanism can be determined from
circuit failure data without the use of failure analysis. Also, in
this section, the effect of the duty cycle distribution on
selectivity is analyzed. The impact of transition rate is not
considered, since the current due to write operations is much
smaller than that for read operations. Hence, the write currents
do not contribute to EM [15].

A. Selectivity

Selectivity identifies how easily one mechanism can be
isolated from the others during accelerated life test. If selectivity
is high, a reliability engineer knows the cause of failure with
high confidence without further cost consuming testing and
analysis. Here, the selectivity of one mechanism is quantified
with the ratio of the probability of failure induced by it over the
sum of probability of failure induced by all of the wearout
mechanisms, as shown in Eq. 14.

Si(t) = i (14)

N
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where N, is the overall wearout mechanism number.

If the ratio is higher than 96%, a wearout mechanism is
considered to be a dominant wearout mechanism. In Figs. 11 and
12, the ratio for selectivity of BTI and MTDDB are presented.
Figs. 11(a) and 12(a) show the selectivity for the entire voltage-
temperature domain. Figs. 11(b) and 12(b) show the parts of the
voltage-temperature domain where selectivity is above 96% for
BTI and MTDDB, respectively. Although the probability of
failure due to MTDDB is relatively lower, the big size of the
MTDDB detectable region ensures the existence of selectivity in
the regions far away from regions where BTI and GTDDB
dominate. The results for other mechanisms aren’t shown
because there are no regions where they can be isolated within
the voltage-temperature domain.
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B. Effect of the Duty Cycle Distribution

The effect of the duty cycle distribution on selectivity for
BTI and MTDDB is shown in Figs. 13 and 14. The three duty
cycle distributions were compared: centered at 10%, 30%, and
50%, respectively. In light of the comparison, although the shift
in the duty cycle distribution leads to an increase or decrease in
selectivity for both BTI and MTDDB in different regions in the
voltage-temperature domain, the effect of the cell duty cycle
distribution is small and negligible.



V. CONCLUSION

In this paper, the estimation of the optimal accelerated test
regions for FiInFET SRAMs in the presence of various wearout
mechanisms is presented. The detectable region for each
mechanism is determined. It is observed that BTT and MTDDB
have a high probability of failure in their acceptable regions,
while the other mechanisms have a relatively lower probability
of failure. According to the result on selectivity, because of the
existence of acceptable region overlaps, only BTI and MTDDB
have significant test regions where circuit-level failure data can
be isolated for each mechanism without failure analysis. In
addition, the overall duty cycle distribution has a small influence
on the test regions and selectivity.

ACKNOWLEDGEMENT

The authors would like to thank the NSF for support under
Award Number 1700914.

REFERENCES

[11 C.Liu, M. Jin, T. Uemura, J. Kim, J. Kim, U. Jung, H. C. Sagong, G. Kim,
J. Park, S. Shin, and S. Pae, “New insights into 10nm FinFET BTI and its
variation considering the local layout effects,” in Proc. IEEE Int. Rel.
Phys. Symp. (IRPS), 2017, pp. XT2.1-XT2.4.

[2] G. Hellings, A. Subirats, J. Franco, T. Schram, L. -A. Ragnarsson, L.
Witters, P. Roussel, D. Linten, and N. Horiguchi, “Demonstration of
sufficient BTI reliability for a 14-nm finFET 1.8 V I/O technology
featuring a thick ALD SiO2 IL and Ge p-channel,” in Proc. IEEE Int. Rel.
Phys. Symp. (IRPS), 2017, pp. FA-5.1-FA-5.4.

[3] P. Srinivasan, and T. Nigam, “Critical Discussion on Temperature
Dependence of BTI in Planar and FinFET devices,” in Proc. IEEE
Electron Devices Technology and Manufacturing Conference (EDTM),
2017, pp. 33-35.

[4] T. Liu, C.-C. Chen, J. Wu, and L. Milor, “SRAM stability analysis for
different cache configurations due to Bias Temperature Instability and
Hot Carrier Injection,” in /[EEE Int. Conf. on Computer Design (ICCD),
2016, pp. 225-232.

[5] A. Chasin, J. Franco, R. Ritzenthaler, G. Hellings, M. Cho, Y. Sasaki, A.
Subirats, P. Roussel, B. Kaczer, D. Linten, N. Horiguchi, G. Groeseneken,
and A. Thean, “Hot-carrier analysis on nMOS Si FinFETs with solid
source doped junction,” in Proc. IEEE Int. Rel. Phys. Symp. (IRPS), 2016,
pp. 4B-4-1-4B-4-6.

[6] P.Zhang, W. Chen, J. Hu, and W. -Y. Yin, “Electrothermal Effects on
Hot Carrier Injection in n-Type SOI FinFET Under Circuit-Speed Bias,”
IEEE Trans. Electron Dev., vol. 64, no. 9, pp. 3802-3807, Sept. 2017.

[71 C.H.Yang,S. C. Chen, Y. S. Tsai, R. Lu, and Y. -H. Lee, “The Physical
Mechanism Investigation between HK/IL Gate Stack Breakdown and
Time-dependent Oxygen Vacancy Trap Generation in FinFET Devices,”
in Proc. IEEE Int. Rel. Phys. Symp. (IRPS), 2016, pp. 7A-1-1-7A-1-6.

[8] K. X. Yang, T. Z. Liu, R. Zhang, and L. Milor, “A Comparison Study of
Time-Dependent Dielectric Breakdown for Analog and Digital Circuit’s
Optimal Accelerated Test Regions,” in Proc. Design of Circuits &
Integrated Systems (DCIS), 2017.

[91 R. Zhang, T. Z. Liu, K. X. Yang, and L. Milor, “Modeling for SRAM
reliability degradation due to gate oxide breakdown with a compact
current model,” in Proc. Design of Circuits & Integrated Systems (DCIS),
2017.

[10] K. X. Yang, T. Z. Liu, R. Zhang, D. -H. Kim, and L. Milor, “Front-end of
line and middle-of-line time-dependent dielectric breakdown reliability
simulator for logic circuits,” Microelectronics Reliability, vol. 76-77, pp.
81-86, 2017.

[11] R. Zhang, T. Z. Liu, K. X. Yang, and L. Milor, “Analysis of time-
dependent dielectric breakdown induced aging of SRAM cache with

different configurations,” Microelectronics Reliability, vol. 76-77, pp. 87-
91,2017.

[12] K. X. Yang, T. Z. Liu, R. Zhang, and L. Milor, “A lifetime and power
sensitive design optimization framework for a radio frequency circuit,” in
IEEFE Int. Integrated Reliability Workshop (IIRW), 2017.

[13] R.Zhang, T. Z. Liu, K. X. Yang, and L. Milor, “Modeling of the reliability
degradation of a FinFET-based SRAM due to bias temperature instability,
hot carrier injection, and gate oxide breakdown,” in IEEE International
Integrated Reliability Workshop (IIRW), 2017.

[14] K. X. Yang, T. Z. Liu, R. Zhang, and L. Milor, “A lifetime and power
sensitive design optimization framework for a radio frequency circuit,” in
IEEE VLSI Test Symposium (VTS), 2018.

[15] Z.Guan and M. Marek-Sadowska, “Incorporating Process Variations Into
SRAM Electromigration Reliability Assessment Using Atomic Flux
Divergence,” IEEE Trans. Very Large Scale Integr. (VLSI) Syst., vol. 24,
no. 6, pp. 2195-2207, 2016.

[16] H. W. Yao, K.-Y. Yiang, P. Justison, M. Rayasam, O. Aubel, and J.
Poppe, “Stress migration model for Cu interconnect reliability analysis,”
J. Appl. Phys., vol. 110, no. 7, pp. 073504-1-073504-5, 2011.

[17] W. Wang, V. Reddy, A. T. Krishnan, R. Vattikonda, S. Krishnan, and Y.
Cao, “Compact modeling and simulation of circuit relaibility for 65-nm
CMOS technology,” IEEE Trans. Device Mater. Rel., vol. 7, no. 4, pp.
509-517, Dec. 2007.

[18] J. Velamala, K. Sutaria, H. Shimizu, H. Awano, T. Sato, G. Wirth, and Y.
Cao, “Compact modeling of statistical BTI under trapping/detrapping,”
IEEE Trans. Electron Dev., pp. 3645-3654,2013.

[19] JEDEC Solid State Technology Association, Arlington, VA, “Failure
mechanisms and models for semiconductor devices,” JEDEC publication
JEP122G, 2010. [Online]. Available: http://www.jedec.org.

[20] X. Li, J. Qin, and J. B. Bernstein, “Compact modeling of MOSFET
wearout mechanisms for circuit-reliability simulation,” IEEE Trans.
Device Mater. Rel., vol. 8, no. 1, pp. 98-121, 2008.

[21] J.-G. Ahn, M.F. Lu, N. Navale, D. Graves, G. Refai-Ahmed, P.-C. Yeh,
and J. Chang, “Product-level reliability estimator with budget-based
reliability management in 16nm technology,” in Proc. IEEE Int. Rel.
Phys. Symp. (IRPS), 2017, pp. 3A-3.1-3A-3.6.

[22] A. S. Oates, M. H. Lin, “The scaling of electromigration lifetimes,” in
Proc. IEEE Int. Rel. Phys. Symp. (IRPS), 2012, pp. 6B.2.1 — 6B-2.7.

[23] A. S. Oates, “Strategies to ensure electromigration reliability of Cu/low-
k interconnects at 10 nm,” ECS J. Solid State Sci. Technol., vol. 4, no. 1,
pp- N3168-N3176, 2014

[24] J. R. Black, “Electromigration-A Brief Survey and Some Recent Results,”
IEEE Trans. Electron Dev., vol. 16, no. 4, pp. 338-347, 1969.

[25] 1. A. Blech, “Electromigration in thin aluminum films on titanium
nitride,” J. Appl. Phys., vol. 47, no. 4, pp. 1203-1208, 1976.

[26] K.-D. Lee, “Electromigration recovery and short lead effect under
bipolar- and unipolar-pulse current,” in Proc. I[EEE Int. Rel. Phys. Symp.
(IRPS), 2012, pp. 6B.3.1-6B.3.4.

[27] L. M. Ting, J. S. May, W. R. Hunter, and J. W. McPherson, “ac
electromigration characterization and modeling of multilayered
interconnects,” in Proc. IEEE Int. Rel. Phys. Symp. (IRPS), 1993, pp.311-
316.

[28] C. J. Zhai, H. W. Yao, A. P. Marathe, P. R. Besser, R. C. Blish, II,
“Simulation and experiments of stress migration for Cu/low-k BEoL”,
IEEE Trans. Device Mater. Rel., vol. 4, no. 3, pp. 523-529, 2004.

[29] K. Bhanushali, W. R. Davis, “FreePDK15: an open-source predictive
process design kit for 15nm FinFET technology,” Int. Symp. Physical
Design (ISPD), 2015, pp. 165-170.

[30] L. Milor and C. Hong, “Area scaling for backend dielectric breakdown,”
IEEE Trans. Semiconductor Manufacturing, vol. 23, no. 3, pp. 429-441,
Aug. 2010.

[31] M. M. Bashir, C. -C. Chen, L. Milor, D. H. Kim, and S. K. Lim, “Backend
dielectric reliability full chip simulator,” IEEE Trans. Very Large Scale
Integr. (VLSI) Syst., vol. 22, no. 8, pp. 1750-1762, 2014.

[32] Mibench benchmark. Available: http://vhosts.eecs.umich.edu/mibench/,
accessed Jun. 2014.


http://vhosts.eecs.umich.edu/mibench/

	I.  Introduction
	II. Front-end and Back-end Wearout Models
	A. Bias Temperature Instability
	B. Time Dependent Dielectric Breakdown
	C. Electromigration
	D. Stress Migration

	III. Circuit Reliability Assessment
	A. Assessment Methodology for Each Mechanism
	B. Probability of Failure and Detectability in the Test Domain

	IV. Estimation of Optimal Test Regions
	A. Selectivity
	B. Effect of the Duty Cycle Distribution

	V. Conclusion
	Acknowledgement
	References


