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ABSTRACT

Tuning parameter selection is of critical importance for kernel ridge regression. To this date, data driven
tuning method for divide-and-conquer kernel ridge regression (d-KRR) has been lacking in the literature,
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which limits the applicability of d-KRR for large datasets. In this article, by modifying the generalized cross-

validation (GCV) score, we propose a distributed generalized cross-validation (dGCV) as a data-driven tool
for selecting the tuning parameters in d-KRR. Not only the proposed dGCV is computationally scalable for
massive datasets, it is also shown, under mild conditions, to be asymptotically optimal in the sense that
minimizing the dGCV score is equivalent to minimizing the true global conditional empirical loss of the
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averaged function estimator, extending the existing optimality results of GCV to the divide-and-conquer
framework. Supplemental materials for this article are available online.

1. Introduction

Massive data made available in various research areas have
imposed new challenges for data scientists. With a large to
massive sample size, many sophisticated statistical tools are no
longer applicable simply due to formidable computational costs
and/or memory requirements. Even when the computation is
possible on more advanced machines, it is still appealing to
develop accurate statistical procedures at much lower compu-
tational costs. The divide-and-conquer strategy has become
a popular tool for regression models. With carefully designed
algorithms, such a strategy has proven to be effective in linear
models (Chen and Xie 2014; Lu, Cheng, and Liu 2016), partially
linear models (Zhao, Cheng, and Liu 2016), and nonparametric
regression models (Zhang, Duchi, and Wainwright 2015; Lin,
Guo, and Zhou 2017; Shang and Cheng 2017; Guo, Shi, and
Wu 2017). In this article, we shall focus on the divide-and-
conquer kernel ridge regression (d-KRR) where the selection
of the penalty parameter is of vital importance but still remains
unsettled.

Suppose we have iid samples {(x;,y;)) € X x R}i=1, N
from a joint probability measure Py x. The goal is to study the
association between the covariate vector x; and the response y;
through the following model

yi=fox)+e, i=1,...,N, (1)
where fo(-) : X — R is the function of interest and ¢; is a
random error term with mean zero and a common variance
a2, One popular method to estimate fy(-) is the kernel ridge
regression (Shawe-Taylor and Cristianini 2004) which essentially

aims at finding a projection of fy(-) into a reproducing kernel
Hilbert space (RKHS), denoted as #, equipped with a norm
| - l7¢. Specifically, the KRR estimator is then defined as

-~

f= arg mln

Z(y, — @) + A, @

where A > 0 controls trade-off between goodness of fit and
smoothness of f. R

It is well known that computing f requires O(N?) floating
operations and O(N?) memory; see (5) for more details. When
N is large, such requirements can be prohibitive. To overcome
this, Zhang, Duchi, and Wainwright (2015) proposed the fol-
lowing “divide-and-conquer” algorithm: (i) randomly divide the
entire sample {(x1,1),...,(®N,yN)} to m disjoint “sma/l!er”
subsets, denoted by Sy, . .., Si; (ii) for each subset Sk, find fx =

arg minfeyy {n—lk Ziesk()’i —f(x,-))z + k|[f||2 }, where ny is the
size of Sy; (iii) the final nonparametric estimator is given by

f) = kaoc) 3)

Such a “divide-and-conquer” strategy reduces computing time
from O(N?) to O(N3/m?) and memory usage from O(N?) to
O(N?/m?). Both savings may be substantial as m grows. Fur-
thermore, Zhang, Duchi, and Wainwright (2015) showed that
as long as m does not grow too fast, the averaged estimator f
achieves the same minimax optimal estimation rate as the oracle
estimate f, that is, (2), that utilizes all data points at once. In this
sense, the divide-and-conquer algorithm is quite appealing as it
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achieves an ideal balance between the computational cost and
the statistical efficiency.

However, the aforementioned statistical efficiency depends
critically on a careful choice of tuning parameter A in all
subsamples. The optimal choice of tuning parameter A has
been well studied for KRR when the entire dataset can be
fitted at once. Examples include Mallow’s CP (Mallows 2000),
generalized cross-validation (GCV, Craven and Wahba 1978),
and generalized approximated cross-validation (Xiang and
Wahba 1996). However, if we naively apply these traditional
tuning methods in each subsample to pick an optimal A in the
above step (ii), the averaged function estimator f subsequently
obtained using (3) will be suboptimal. As pointed out by
existing literature (e.g., Zhang, Duchi, and Wainwright 2015;
Blanchard and Miicke 2016; Chang, Lin, and Zhou 2017), the
optimal tuning parameter should be chosen in accordance
with the order of the entire sample size, that is, N, such that
we intentionally allow the resulting subestimator f; to over-
fit the subsample Sy for each k = 1,...,m. Based on the
order of the optimal choice of A, Zhang, Duchi, and Wainwright
(2015) proposed a heuristic data-driven approach to empirically
choose an optimal A. However, the theoretical properties of
this approach remain unclear. In this paper, we define a new
data-driven criterion named “distributed generalized cross-
validation” (dGCV) to choose tuning parameters for KRR under
the divide-and-conquer framework. The computational cost of
the proposed criterion remains the same as O(N>/m?). More
importantly, we show that the proposed method enjoys similar
theoretical optimality as the well-known GCV criterion (Craven
and Wahba 1978) in the sense that the resulting divide-and-
conquer estimate minimizes the true empirical loss function
asymptotically.

The rest of paper is organized as follows. Section 2 introduces
background on kernel ridge regression. Section 3 presents the
main result of this paper on the dGCV, while Section 4 gives
statistical guarantee for this new tuning procedure. Our method
and theory are backed up by extensive simulation studies in
Section 5 and are applied to the Million Song Dataset in Sec-
tion 6, demonstrating significant advantages over Zhang, Duchi,
and Wainwright (2015). All technical proofs are postponed to
the Appendix.

2. Kernel Ridge Regression Estimation

In this section, we briefly review kernel ridge regression (Shawe-
Taylor and Cristianini 2004). The RKHS, denoted as H, is
a Hilbert space induced by a symmetric nonnegative definite
kernel function K(-,-) : X x X — R and an inner product
(-, )74 satisfying

(g(),K(x,-))yy = g(x) forany g € H.

The kernel function K(:,-) is called the reproducing kernel
of the Hilbert space H equipped with the norm | gl =
V(€(),g())3. Using the Mercer’s theorem, under some regu-
larity conditions, the kernel function K (-, -) possesses the expan-
sion K(x,2) = Zj’il Wiy (x)¥j(z), where 1 > pp > -+ isa
sequence of decreasing eigenvalues and {y;(-), ¥2(-),...} is a
family of orthonormal basis functions of L?(Px). The smooth-
ness of g € 7H is characterized by the decaying rate of the

eigenvalues {/; }J‘?zol. There are three types of estimation consid-
ered in this paper, including smoothing spline (Wahba 1990) as
a special case.

Finite rank: There exists some integer r such that u; = 0
for j > r. For example, with vectors x, z, the polynomial kernel
K(x,z) = (1+xT2)" has a finite rank 7 + 1, and induces a space
of polynomial functions with degree at most r. This corresponds
to the parametric ridge regression.

Exponentially decaying: There exist some «, r > 0 such that
uj =< exp(—aj"). Exponentially decaying kernels include the

multivariate Gaussian kernel K(x,z) = exp(—|x — z||3/¢?),
where ¢ > 0 is the scale parameter and || - ||, is the Euclidean
norm.

Polynomially decaying: There exists some r > 0 such that
pj < j*. The polynomially decaying class includes many
smoothing spline kernels of the Sobolev space (Wahba 1990).
For example, kernel function K(x,z) = 1 + min(x, z) induces
the Sobolev space of Lipschitz functions with smoothness v = 1
and has polynomially decaying eigenvalues.

2.1. The Representer Theorem

With observed data, using the representer theorem (Wahba
1990), it can be shown that the solution to the minimization
problem (2) takes the following form

N
f@ =Y BiKxi,x), (4)

i=1

where B1,..., 88 € R. Furthermore, based on the observed
sample, the parameter vector B = (B1,...,8n) can be esti-
mated by minimizing the following criterion

%(Y _BTR)(Y - BTK) + 1BTKB, (5)

where Y = (y1,... ,yN)T and K = [K(x;,x))]ij=1,..N. The
solution to (5) takes the form ofﬁ = (K + NAIy)~'Y, which
requires O(N 3 operations.

We next apply the above idea to subestimation. Denote
(Y1,X1)> - - -» (Ym>Xm) as a random partition of the entire data
with yx = k1> - - - ,yk,nk)T and xx = (%1, . .. ,xk,,,k)T. Define
vectors f = (fo(xk,1),- - - ,fo(xk,nk))T and &; = yx — fk. Define
the subkernel matrices Ky = [K (xi’xj)]iesk,jesl for Lk =
L,...,m.Itis straightforward to show that the minimizer of (5)
with K replaced by Kk is of the form B = (Ky + mAIe) "y,
and the individual function estimator fi(x) can be written as

fe®) = BriK(xi, %), (6)
ieSk
where ,1/3\1{,,- is the entry of ﬁk corresponding to xg;, k= 1,...,m.

2.2. Kernel Ridge Regression for Multivariate Functions

In principle, any multivariate function fy(x) in (1), that is, x €
RP, can be well approximated if a sufficiently good reproducing
kernel K(-,-) can be identified. However, for a large p, the
excessive risk of the KRR estimator may grow exponentially
fast as the dimension p increases (Gyorfi et al. 2006), which is
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often referred to as the “curse of dimensionality” One common
strategy is to impose some special structures on the reproducing
kernel. For example, the polynomial kernel K(x,z) = (1 +
xTz)" assumes that K(-,-) depends only on the inner product
of x and z and the multivariate Gaussian kernel K(x,z) =
exp(—|x — z||%/¢2) assumes that K(-,-) is determined by the
Euclidean distance between vectors x and z. More sophisti-
cated applications of Gaussian kernels may also allow the scale
parameter ¢ to vary for different dimensions. Another popular
approach to circumvent the “curse of dimensionality” is to use
additive approximation (Hastie 2017; Kandasamy and Yu 2016)
to multivariate functions. Let x = (x1, X2, -, xp)T, and define the
first-order additive approximation of f (x) as

FEO) = f0a) + -+ £ Gy, %)

where each ]j* (+) isa univariate function residing in an RKHS #,
,p- The correspond-
ing additive kernel can be defined as K(x,z) = Zf: 1 Ki(x), zj),
and the associated RKHS is H = H1 P H2 P - - - @ H,. For
some applications where the first-order approximation (7) is not
adequate, higher order additive approximations to the multi-
variate function f(x) can be used to achieve better estimation
accuracies at similar computational costs, see Kandasamy and
Yu (2016) for more detailed discussions.

with a reproducing kernel Kj(-,-),j = 1,...

3. Tuning Parameter Selection
3.1. Sub-GCV Score: Local Optimality

In this section, we define the GCV score for each subestimation,
named as sub-GCV score, and discuss its theoretical property.
Define the empirical loss function for fk as follows

L0 = o= S ) — s} (®)

lESk

where w; > 0 is some weight assigned to each observation
(vi»x;) and satisfies ) ;. s, Wi = n. The introduction of weights
in (8) helps reducing computational cost; see Section 3.4. The
tuning parameter A is referred to as “locally optimal” if it only
minimizes local empirical loss Lx(A|xg). When only focused
on a single subdataset, such a “locally optimal” choice of tun-
ing parameter A has been well studied in (Craven and Wahba
1978; Li 1986; Gu 2013; Wood 2004; Gu and Ma 2005; Xu and
Huang 2012), among which the GCP (Craven and Wahba 1978)
remains to be one of the most popular approaches.

Using the function estimator f;(x), the predicted values for
the vector yx can be written as Vi = Agx(1)yx, where A (X)) =
K (K + ngAly) ~L. Here the matrix Agi(A) is often known as
the hat matrix. Using the above notations, the sub-GCV score is
defined as

n Gk — v TWi @k — v
{14 "tr{ A OW2

where Wy, = diag{w;,i € S¢},k = 1,..., m.Itis wellknown that
GCV( (1) enjoys appealing asymptotic properties. For example,
under mild conditions, Gu (2013) showed that, as n — o0,

GCVi(A) = 9)

1
GCVi(A) — Lg(Alxg) — n_kszwké'k = op, {Lr(Axx)},
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k =1,...,m. This property essentially asserts that, minimizing
GCV(1) with respect to A is asymptotically equivalently to
minimizing the local “golden criterion” Ly (A|x).

3.2. Local-Optimality Versus Global-Optimality

In this section, we explain why the use of GCVy(A) in each
subsample does not lead to an optimal averaged estimate f. We
first derive conditional risks for both f; and f. For the former,
some basic algebra yields that the conditional risk Ri(A|xx) =
E¢ {Lr(A|xx)} is of the form

Rr(A|xx) = Zw,vars {fk(x, }

IESk

~ 2
—YwfERw w0
IESk
where the expectation is taken with respect to the probability

measure ;. As for the latter, we first define the empirical loss
function of f as

N
_ 1 _
LOX) = < Y wilf () — folx)), (11)
i=1

where X = (x1,...,Xy,) denotes the collection of all covariates
and w; > 0 are the associated weights with observation i such

that Zfil w; = N. Similarly, the corresponding conditional risk
R(A|X) = E{L(1|X)} has the following form
_ 1 N 1 m . 2
ROO = 53 [; > {Eicn) —fo<xi>]}
1 m N =
+m ;;Wivars {fk(xi)}. (12)

The form of (10) illustrates that, roughly speaking, a “locally
optimal” choice of A (that minimizes (8)) tries to strike a good
balance of variance and bias for each subestimate f;. On the
contrary, a “globally optimal” A, which is defined to minimize
(11), puts much less emphasis on the variance of fk (by a fac-
tor of 1/m) than on the bias of fk, see (12). Consequently, to
obtain a “globally optimal” f, one needs to intentionally choose a

“smaller” A such that each individual function estimator fk over-
fits dataset Sg, which leads to reduced bias [E, fk (x;) fo (x;) and

inflated variance var, { fk(x,)} Then by taking f = ZJ 1 ];,

the variance of f can be effectively reduced by a factor of 1 /m
while keeping its bias at the same level as those of individual f;s.
The above risk analysis confirms the heuristics in Zhang, Duchi,
and Wainwright (2015).

3.3. Distributed Generalized Cross-Validation

The discussions in Section 3.2 motivate the main result of this
paper: distributed GCV score, denoted by dGCV. This data-
driven tool in selecting A is computationally efficient for massive
data as analyzed in Section 3.4.

Using the solution (6), it is straightforward to show that the
predicted values of all data points y; in the subset S; using f; take
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the form Yy = Ayyk, where Agy(A) = Kl{l(Kkk + mAd) "L
Define the pooled vector of responses Y = (y1, ..., y,T,L)T. Then
the predicted value of Y using the averaged estimator f is of the
form

1 & 1 — !
< =T =T A
Y= (E Voo Zykm> =A,(W)Y,
k=1 k=1

where the averaged hat matrix A, (1) is defined as follows
Ai(A) Ap() - Ay ()
Axi(A) Anp(d) -+ Ax(D)

) . . (13)
Aml(k) AmZ()L) e Amm()h)

Furthermore, the global conditional risk function (12) can be
conveniently rewritten as

ROJX) = FTI = Ay (1)) WU~ Ay ()]F

2
o _ _
+tr [ALMWA,,(W)}, (14)
where vector of true values F = (fI,... ,fz)T and W =
diag{wy, ..., wn}. Obviously the risk function above cannot be

used to select A in practice since the vector F is unknown.
Following Gu (2013), we can define an unbiased estimator of
R(A|X) + o2 as follows

_ 1 _r - T _
UGX) = Y I — An(M)) W= An())Y
202 -
et {Am(MW]. (15)

It is straightforward to show that E.{U(A|X)} = R(A|X) 4 o2.
The above U(A|X) can be viewed as an extension of the Mallow’s
CP (Mallows 2000) to the divide-and-conquer scenario.

Similar to Gu (2013) and Xu and Huang (2012), the Lemma 1
in Section 4 states that under some mild conditions, mini-
mizing U(A|X) and L(A|X) with respect to A is asymptotically
equivalent. In this sense, the A chosen by minimizing U(A|X)
is therefore “globally optimal” However, a major drawback of
U(A|X) is that it utilizes the knowledge of o2, which in practice
often needs to be estimated. To overcome this, we propose the
following modification of the GCV score

N wify—Fon)

dGCV(A|X) = .
[1— 5 i tr{A (LMW}

(16)

where Wy = diag{w;,i € St}. Intuitively, consider 6> =
Nt Zil wi {yi — f(xi) }2 as an estimator of o2 and use the fact
that (1 — x)"2 &~ 1 4+ 2x as x — 0, the U(A|X) defined in (15)
essentially can be viewed as the first-order Taylor expansion of
the dGCV (A]|X). However, in the definition of dGCV (A|X), it
does not require any information of o2. Note that dGCV incor-
porates information across all subsamples, which explains its
superior empirical performance. In fact, Theorem 1 in Section 4
shows that under some conditions, minimizing dGCV (A|X)
and the “golden criterion” L(A|X) with respect to A are also
asymptotically equivalent.

3.4. Computational Complexity of dGCV

The computation of dGCV(1|X) in (16) for a given A consists
of two parts: the first part involves computing the trace of
individual hat matrices, tr{A(M)Wi}, K = 1,...,m, which
requires O(N>/m?) floating operations and a memory usage
of O(N?/m?); the second part is to evaluate the predicted
value of]_‘(xi) for which w; # 0, which costs O(NN,,) floating
operations and a memory usage of O(N), where N,, denotes
the number of nonzero w;’s. Hence, the total computation cost
of dGCV(A|X) is of the order O(N3/m? + NN,,). In cases
when m/+/N = O(1), one can simply use w; = --- =
wy = 1, which results in the computational cost of the
order O(N?/m?) for one evaluation of dGCV (1|X). This is the
same as that of the divide-and-conquer algorithm proposed in
Zhang, Duchi, and Wainwright (2015).

In some applications where m is much larger than +/N, the
computational cost of dGCV(A|X) becomes O(NN,,). In this
case, we may want to only choose m* out of m subdatasets
for saving computational costs. To achieve that, we need to
choose weights w;’s properly. For example, we can set w; =
N/(ZZZ1 ny) ifi € UZ“:* Sk and w; = 0 otherwise. Under this
setting, the dGCV (A|X) in (16) becomes

-2
- e s, i =}

L= e X0 (A ()]

dGCV*(A|X) = (17)

20

where N+ = n; + -+ + ng. Using (17) instead of (16),
we only need to evaluate f(x;) for x;s in m* subsets and the
computation time is reduced to O(N*m*/m + N*/m?). We
applied (17) to the Million Song Dataset considered in Section 6,
which yields good results in both prediction and computation
time.

Optimization of dGCV (A|X) or dGCV*(1|X) can be carried
out using a simple one-dimensional grid search. Since the first
and second derivatives of dGCV(A|X) or dGCV*(1|X) can
be easily computed using similar arguments in Wood (2004)
and Xu and Huang (2012), it can also be optimized using
the Newton-Raphson algorithm with the same computational
costs.

3.5. The Newton-Raphson Implementation

In some applications, not only the penalty parameter A in (2)
needs to be carefully selected, it is also important to choose
other tuning parameters in the kernel function. For example,
the bandwidth parameter ¢ in the Gaussian kernel K(x,z) =
exp(—|lx — z||% /@) also plays an important role in the perfor-
mance of the KRR, as we will illustrate in the Million Song
Dataset in Section 6. In such cases, dGCV can serve as a tool to
choose the optimal tuning parameters 6 in the kernel function,
as long as conditions C1-C4 in Section 4.1 are satisfied. One
remaining practical issue is that when the dimension of @ is high,
the grid search method for the optimal combination of A and 6
using dGCV is no longer feasible. Therefore, it is necessary to
develop more efficient algorithms such as the Newton-Raphson
type algorithm.
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Following Wood (2004), denote n = logX and dGCV (1, 0)
=a(n,0)/y(n,0), where

= YT = R0, 0)) W = A 0},

a(n,0) N

m 2
1
y(,0) = |:1 ~ N Ztr{Akk(n’a)Wk}:| ,

k=1

with A,,,(17,0) and Agi(n, 0)’s defined in (13). Then the first and
second partial derivatives of log [dGCV (5, 0)] can be straight-
forwardly obtained as

0log [dGCV(n,0)] 1 da(n,d) 1 dy(n,0)
90 T w0 00 yme) o0
U =nord.
9%1og [dGCV (1, 0)] 1 [9a(n,6)][dam, 01"
a0907 T T2me | || e ]
+;82a(n,0)
a(n,0) 93T
L1 [ovo)] ‘ay<n,0)r
y2m0) L 99 || e
Ly 0) v,0=noré.

T y(.0) 89307’

By definitions of «(n,0) and y(n,0), straightforward matrix
calculus yields that it remains to compute partial derivatives

of Au(m.0) = KO [K(®) + nee" ]! with Ky =
[K(xi’xﬁo)]iesk,jes, for Lk = 1,...,m. It is straightforward
to show that
0Au(n0) _ dAu(n,0) _ 9K} (6) -
_ KL (0K ,
877 —Hhk kl( ) kk 895 896 kk
K (0)
% kk %
—Kj, (0K, 26, Ky
*Au(n,0)
3—772 = —nge Kkl(o)K +2”keankl(0)Kkk’
A0 _ [ 0Kg®) K@i, K@ | oo
anao. 90, K @)Ky 30, kk
K (0)
ke K (0K — ==K,
[
92Ax(n,0) _ IKL©0) ~ OKL(®) . oKL (0) .,
36,, 96, aeqaecz He 96, M Be, kK
kl( o)K! 3Kkk(0)K¢
96, 30,
Kk (0) . . 9Kk(6)
T % kk % kk e
+Kiy (K, 90, K 26, K
1
2
K (0) _ 4
Kkl(o)KkkWKkk
0K (0 0K (0
+K17<;(0)Ki Kk ( )K;t Kk ( )K;t

3951 kk 39 kk>

for§ = (61,...,9D),c,cl,cz =1,...,D,

where Kik = [Kw(0) + mee" ] k1 = 1,...
matrix derivatives are taken element-wise.

,m and all
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It is straightforward to show that the computational com-
plexity of first and second derivatives of log [dGCV (7, 0)] are
the same as that of dGCV, which makes the Newton-Raphson
type algorithm feasible. However, it is worth pointing out that
log [dGCV (n,0)] is not a convex function of n and @, hence
there is no guarantee that a Newton-Raphson type algorithm
will converge to the global minimizer. Numerical suggestions
such as those in Wood (2004) may be useful for developing
more efficient algorithms, which will be an interesting further
research topic.

4. Asymptotic Properties

In this section, we will show that the proposed dGCV criterion
in (16) is “globally optimal” under some conditions. We first
introduce some notation. Denote Py, P, P, x as the probability
measures of covariate X, error process ¢ and their joint prob-
ability measure. Similarly, E, and var, denote the expectation
and variance under the probability measure P;. Let Amax(A)
and omax(A) and tr(A) be the largest eigenvalue and the largest

singular value of the matrix A, respectively. We use L to denote
the convergence in probability measure P and Op(-), op(-) as
defined in the conventional way. For any function f(x) : X —
R, let |[fllsup = supyex [f(x)| and Pf = [ f(x) dP. Finally,
let P, denote the empirical probability measure based on iid
samples of size n from the probability measure P.

4.1. Asymptotic Optimality of dGCV

The following regularity conditions are needed to show the
optimality of dGCV.

[Cl]# lm:1 Amax {(Kll + nl)‘-ll)_2 (% ZIT:I K]{lKkl)}
= Opy(1);
[C2] NROX) 25 00 as N — oo
[C3] (a) The weights w;’s are nonnegative such that Zfil w; =
N and that max; <j<ny w; < W for some constant W > 0; (b)
1 Z,’(” L tr{Ak (M)} = opy (1) as N — o0.

[N~ Hr{A, WW}P?
[C4] [N-1tr{AL WWA,,(M)}]

= opy (1) as N — oo.

Intuitively, condition CI requires that some similarities
among subdatasets. If all Kj;’s are similar to Ky, we can expect
Amax {(Kll + mAl) 2 (% Yo K,EKkl)} < 1, in which case C1
holds. In Section 4.2, we shall show that one sufficient condition
for C1 to hold is to ensure that the “maximal marginal degrees
of freedom” (Bach 2013) dj, defined in (20) is sufficiently small
compared to N/m. Condition C2 is a widely used condition
to ensure the optimality of the GCV to hold (see, e.g., Craven
and Wahba 1978; Li 1986; Gu and Ma 2005; Xu and Huang
2012). It is a mild condition for nonparametric regression
problems, where the parametric rate O(N~!) is unattainable
for the estimation risk. For example, for kernel ridge regression
models with polynomially or exponentially decaying kernel
functions, condition C2 holds (Zhang, Duchi, and Wainwright
2015). However, it does raise a flag for the application of the
dGCV when a finite rank kernel is used, in which case the
optimal rate of R(A|X) is of the order O(N~1) (Zhang, Duchi,
and Wainwright 2015). Nevertheless, without condition C2, it
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is questionable whether there exists an asymptotically optimal
selection procedure for the tuning parameter A (Li 1986).

Remark 1. Condition C3(a) has an important implication for
the dGCV*()) defined in Section 3.4. When leaving out a por-
tion of data as suggested in Section 3.4, the resulting weights
become w; = N/(ZZ;*1 ng) if i € UZ’:*lSk and w; = 0
otherwise. Condition C3(a) requires that the number of data
points remained (i.e., ZZL*I ng) must be of the same order
as N. Therefore, more data points need to be retained as the
sample size N grows. Furthermore, when all subdatasets under
the divide-and-conquer procedure are roughly of the same size,
condition C3(a) essentially requires that m*/m = ¢ for some
absolute constant 0 < ¢ < 1. From the computational point of
view, it is worth to use a m* < monly when N > m?. Therefore,
a general rule of thumb for the choice of m* is that it should
only be used when N > m? and if used it cannot be too small
compared to m.

It turns out that, under conditions C1-C2 and C3(a), U(A|X)
defined in (15) is “globally optimal”

Lemma 1. Under conditions C1-C2 and C3(a), for a fixed A, we
have that

UAX) — LX) — %sTWe =op, LX)} (18)

The proof is given in the Appendix.

Lemma 1 states that when o2 is known, minimizing U(X|X)
with respect to A is asymptotically equivalent to minimizing the
empirical true loss function L(A|X). However, it is rarely the
case that one has complete knowledge of o'2. In this sense, the
proposed dGCV is more practical and it can be shown to be
“globally optimal” as well, under some additional conditions.

Theorem 1. Under conditions C1-C4, for a fixed XA, we have that
_ 1 _
dGCV(AIX) — L(A|X) — NETWe =op,, {(L(AX)}. (19)

The proof is given in the Appendix.

Similar to Lemma 1, Theorem 1 shows that minimizing
dGCV(A|X) amounts to minimizing the true conditional loss
function L(A|X), although additional conditions C3(b)*-C4 are
needed. Condition C3(b) is rather mild in that it essentially
requires that the effective degrees of freedom to be negligible
compared to the sample size, which is typically true for nonpara-
metric function estimators in most settings of interest. In addi-
tion, C3(b) becomes trivial when m — 0o because by definition
we have that tr{A (1)} < ny, k = 1,...,m. When the entire
dataset is used at once (m = 1), condition C4 reduces to the
well-known condition [N~'tr{A(1)}]1?/[N~tr{A%(A)}] = o(1)
in the literature (Craven and Wahba 1978; Li 1986; Gu and
Ma 2005; Xu and Huang 2012). For example, for smoothing
splines, we typically have tr{A(A)} = O(A"Y5) and tr{AZ(M)} =<
O(\71/%) for some s > 1. Then as long as A~'/S/N — 0,
which covers the most region of practical interest for A, we
have that [N~'tr{A(1)}]?/[N"tr{A%2(1)}] — 0as N — oo.
Condition C4 can be viewed as an extension of this commonly
used condition to the divide-and-conquer regime.

4.2. Low-Level Sufficient Conditions for C1 and C4

In this subsection, for simplicity, we only consider uniform
weights with w; = --- = wy = 1 and equal sample sizes
n] = --- = n,, = n in this subsection. We first establish a low-
level sufficient condition for C1. Following Bach (2013), define
the “maximal marginal degrees of freedom” as

d;, = N||diag{K(K + NAINy) "} [loos (20)

where || - || stands for the matrix infinity norm. Note that
A(X) = K(K+ NAIy) "'} is the hat matrix (13) with m = 1 and
df;, = tr[A(L)] = | diag{K(K+ NAIy)~!}||; defines the “effec-
tive degrees of freedom” (Gu 2013) for the KRR using the entire
dataset at once. In this sense, the “maximal marginal degrees of
freedom” d, provides an upper bound for the “effective degree
of freedom” df, due to the inequality df; < d,, and hence gives
another measure for the model complexity.

[C1']Let r = rank(K) and dj, be the “maximal marginal degrees
of freedom” defined in (20), we assume that

md,, (log r + logm)
N

= OPx(1)> (21)

as N — oo for either a finite m or m — 0.

Condition C1” ensures that the number of partitions 7 cannot
be too large compared to the total sample size N, depending
on the magnitude of dj, which is consistent with findings in
the literature (Zhang, Duchi, and Wainwright 2015; Shang and
Cheng 2017). With a large m, condition C1’ maybe violated if
there is a significant number of outliers, leading to a potentially
large d,.

Lemma 2. Condition C1’ is sufficient for condition Cl1.

The proof is given in the Appendix.

Next we proceed to derive sufficient conditions for condition
C4. When the entire dataset is used at once (m = 1) and
conditional on observed covariate X, condition C4 reduces to
the well-known condition [N~ tr{A(1)}]1?/[N"1tr{A2(})}] =
0(1) in the literature (Craven and Wahba 1978; Li 1986; Gu and
Ma 2005; Xu and Huang 2012). For example, for smoothing
splines, we typically have tr{A (1)} = O(A~'/%) and tr{A2())} =
O(A‘l/s) for some s > 1. In this case, as long as A_I/S/N — 0,
which covers the most region of practical interest for A, we
have that [N~ 'tr{A(AM)}]?/[N"'tr{A%2(1)}] — 0Oas N — oo.
Condition C4 can be viewed as an extension of this commonly
used condition to the divide-and-conquer regime, whose justi-
fication, however, is much less straightforward.

We first provide some heuristic insights behind our proof.
Define

QA IX)

/ var, (F ()12 dPx ()
X

1 & -
— o dpP . 22
mz}; /X var (R APy (0. (22)

Let Px n be the empirical measure based on sample {Xi,...,
Xn}, and Py, be the empirical measure based on the kth

644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701
702



703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760
761

subsample {X}cs, . It is straightforward to show that

AL (WAL (M
Q%) = o o]
= /X var, {]_‘(x)}2 dPx n(x), (23)
1 m
QOX) = oL ) tr{Af ()

k=1

1 & .
=2 ; /X varg {fi (1)} dPx,p (x).  (24)

Intuitively, Q; (A|X) and Q(A|X) are two empirical versions of
Q(A|X) and should be close to each other. The formal proof
utilizes the uniform ratio limit theorems for empirical processes
(Pollard 1995) to show Q;(A|X)/Q(A|X) = 1 + op,(1) and
Q2(A1X)/Q(A|X) = 14 opy (1), then with the help of condition
C4/(a), we can show condition C4 holds.

Let N'(e, | - Ilpy,,F) be the e-covering number (Pollard
1986) of a function class F with the empirical norm |f||p,, =

YL F2(X;). Following conditions are sufficient to ensure

condition C4.

[C4] (a)
(1)
[C4'] (b) There exists a positive sequence {V} such that
as V, — 0, it holds that V,, [ Yo le vars{fk(x)}

dPx(0)] ™" = Oy (1), max; <k=m [[vare (fu ()} llsup =
Opy (Vy) and nV,, — oo asn — 00;
[C4'] (c) There exists a sequence {H } such that H,,[%

Yy [y Vare{fk(x)}aﬂPx(x)] = Opy (1), maxi <k<m
[ [ vare (£ (1)} dPx(x)/ [ vare {fk @)} dPx(x)] =
O]pX(Ij\) and nH,V, — (logm) —> ooasn — 00.
Here, fk’ (x) denotes the derivative of fi(x);

[C4']  (d) For the function class Fo = {f : |fllsup < L1 (f) =
I {f’(x)}2 dPx(x) < 1}, we have that NV (e, | -
ey, Fo) < exp(Co/€) for some constant Cy > 0

with probability approaching one as n — oo.

Ly [htrfAwO)] / [Str(AZ ()] = opy

Lemma 3. For a tuning parameter A satisfying conditions
C4/(a)-(d), one has that

Lth) /| el ] = on
{Ntr( m)} /{Ntr( m m)}—O]PX( ).

The proof is given in the Appendix.

Condition C4/(a) is a mild condition as we have discussed at
the beginning of this subsection. Condition C4'(b) essentially
states that the supremum norm and the L; norm of the variance
function var{fy(x)} are of the same order, which is reasonable
when all var {fx(x)}’s similarly well-behaved within the support
of covariate X. In addition, we should restrict our attention to
the range of A such that nvar.{fy(x)} — oo,k = 1,...,m
Recall the discussion in Section 3.2, the optimal f can only be
obtained when the risk (10) is dominated by the variance term
varg{fi(x)} for each individual fr(x). Hence, letting nV,, —
00 is reasonable based on the condition C2. Condition C4’'(c)
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essentially asserts that H, and nV), are of the same order. For
the smoothlng spline case, the derivative fk is typically more
variable than fk such that one can expect H, — 00. For example,
Rice and Rosenblatt (1983) gives the exact rates of convergence
for cubic smoothlng spline, that is f y Vare {fk(x)} dPx(x) =

nIx—1/4 fX Vars{fk(x)} dPx(x) < n~'A73/4 In this case, we
have that H,, =< A /*and nV, < A7 /4. A thorough theoretical
investigation of H, and V,, is difficult in general, though our
simulation study (unreported) suggests condition C4’(c) to be
reasonable for many reproducing kernels.

Finally, condition C4'(d) holds when the empirical measure
Px,, is replaced by Px (see, e.g., van de Geer and van de Geer
2000). One can generally expect it to hold when the sample size
n is large. The upper bound of the random covering number
N | - llpy,»Fo) determines the rate of convergence of the
empirical processes Q1 (A|X) and Q2 (A]|X) to Q(A|X). And it can
be relaxed similarly as given in Theorem 2.1 of Pollard (1986).

Remark 2. One benefit of using high level conditions such
as Cl, C2, and C4 is that they do not involve the response
variable and can be computed efficiently using sample data.
To deal with the randomness in covariate X, one can boot-
strap/resample/subsample from the observed data, which is
especially suitable when the sample size under consideration
is extremely large. Through this resampling strategy, one
can empirically verify C1, C2, and C4, although rigorous
justification of such strategy has not been established and will
be an interesting topic for future research.

5. Simulation Studies

In this section, we conduct simulation studies to illustrate the
effectiveness of dGCV (1) in choosing the optimal A for the d-
KRR. The data were simulated from the model

y = 2.4 x beta(x,30,17) + 1.6 x beta(x,3,11) + ¢,
x € [0,1],
(25)

where beta(x, a, b) is the density function of the Beta(a, b) distri-
bution and & ~ N(0, 3%). The covariate x;’s were independently
generated from the uniform distribution over the interval [0, 1].
For each simulation run, we first generated a dataset of the size
N = mn and then randomly partition the datasets into m
subdatasets of equal sizes. The divide-and-conquer estimator f
was obtained as given in (3).

Letf ) (.) be the vth derivative of a smooth function f(-). The
true function in model (25) belongs to the Sobolev Hilbert space
of vth order differentiable functions on [0, 1] satisfying the peri-
odic boundary conditionsf(”)(O) = f(“)(l) forv =1,...,10,
denoted as W, (per) (Wahba 1990). If W, (per) is endowed with

the norm ”f”%/\/v - {folf(x) dx}2 +f01 {f™ (x))? dx, then it has
a reproducing kernel
=p"!
2v)!
where By, (-) is the 2vth Bernoulli polynomials (Abramowitz

and Stegun 1972) and [x] is the fractional part of x. In all simula-
tion runs, the tuning parameter A was selected by a grid search

K(x,z) = Byy([x—z]), x,z€]0,1], (26)
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for log(X) over 30 equally spaced grid points over the interval
[—10v, —5v]. Three approaches were used for the selection of
A: (i) the distributed GCV (dGCV) approach proposed in (16);
(ii) the naive GCV (nGCV) approach where a/):k is selected for
each individual f; by minimizing the sub-GCV score GCV())
defined in (9) for k = 1,...,m and then the final estimator is
obtained by averaging all fi’s; and (iii) the true empirical loss
function (TrueLoss) L(A|X) defined in (11). The last approach
is not practically feasible since it requires the knowledge of the
truth fy. It merely serves as the “golden criterion” to show the
effectiveness of other two approaches. For all approaches, we set
the weights w; = 1foralli = 1,...,N and used v = 2 for the
kernel (26) unless otherwise stated.

5.1. Performances With Moderate Sample Sizes

In this subsection, we evaluated performances of the pro-
posed approach with moderate sample sizes N = 2/, i =
8,9,10,11,12. In this setting, it is still possible to obtain the
KRR estimator with the entire dataset, that is, m = 1, and
enables us to evaluate potential loss using the divided-and-
conquer approach as opposed to using all data at once.

5.1.1. Computational Complexity and Estimation
Accuracies

We first simulate data from model (25) for various sample
sizes N = 2/, i = 8,9,10,11, 12 and fit the data with divide-
and-conquer regression with m = 1,2,4,8,16,32. Summary
statistics based on 100 simulation runs were illustrated in
Figure 1(a-f). Figure 1(a) illustrates the computational com-
plexity of one evaluation of dGCV(A) . All simulation runs
were carried out in the software R (R Core Team 2018) on
a cluster of 100 Linux machines with a total of 100 CPU
cores, with each core running at approximately 2 GFLOPS. We
can clearly see that by using the divide-and-conquer strategy,
the computational time of the dGCV can be greatly reduced
compared to the case when all data were used at once (ie.,
m=1).

In Figure 1(b, c), we give some comparisons of the dGCV
method and the nGCV method. Figure 1(b) shows the scatter-
plot of true empirical losses, as defined in (11), of the function
estimators obtained by minimizing dGCV () versus minimiz-
ing the unattainable “golden criterion” (11) over 100 simulation
runs. As we can see, majority of points are concentrated around
the 45° straight line, which supports our theoretical findings
in Theorem 1. On the contrary, Figure 1(c) shows that true
empirical losses of the function estimator based on the nGCV
approach are generally larger than the minimum possible true
losses, indicating that such function estimators are indeed only
“locally” optimal but not “globally optimal”

In Figure 1(d)-(f), we used N = 2 and m = 2/ forj =
0,1,...,i—2andi = 8,10, 12 so that there were atleast four data
points in each subdataset. To better understand the differences
between the dGCV and the nGCV approaches, Figure 1(d)
shows how the logarithm of the averages of selected tuning
parameters (over 100 simulation runs), denoted as log(Aopt), for
each method changes as m increases. As we can see, whenm = 1
they are identical. However, as m increases, the X selected by the

nGCV approach consistently increases whereas the A selected
by the dGCV method stays about the same until m gets really
large and is always smaller than the A selected by the nGCV
method. This is consistent with findings in Zhang, Duchi, and
Wainwright (2015) where they argue that the locally optimal
rate of A for each individual fi is of the order O(n~*°) with
n = N/m whereas the globally optimal rate for X is of the order
O(N™*/3).

The y-axis of Figure 1(e, f) is the logarithm of estimation
errors log f(/):opt), where f(/):opt) stands for the averaged true
conditional loss defined in (11) over 100 simulation runs using
different selection approaches for A. We can see from Figure 1(e,
f) that as long as m is not too large compare to N, the proposed
dGCV (1) is quite robust in terms of controlling the estimation
error as tm grows and is almost identical to that of using the true
loss function, which is considered as a “golden criterion.” This
is consistent with our Theorem 1. In contrast, estimation errors
of the nGCV approach quickly inflates as m increases, which is
expected according to our discussion in Section 3.2. Finally, it
is interesting to point out that as the A selected by the dGCV
method starts to drop in Figure 1(d), the estimation errors in
Figure 1(e, ) start to inflate as well.

5.1.2. Is It Worth Minimizing dGCV()\)?

In this subsection, we investigate the issue that whether the extra
computational costs in minimizing dGCV(}) is worthwhile.
The optimal rates of A for various reproducing kernels have
been well established (see, e.g., Zhang, Duchi, and Wainwright
2015). In the case of the reproducing kernel (26) used in this

2v
simulation, the optimal rate for A is of the order O (N 7T+1),

or in other words, Aopt = CN_#i1 for some constant C.
One misconception is that the choice of C does not matter
much because asymptotically any value of C leads to the same
convergence rate for f. However, for a given sample size, this is
far from being true. To illustrate, we fitted the data generated
from model (25) using reproducing kernel (26) with v = 1
and 2, respectively. Resulting function estimators based on 100
simulation runs with N = 212 = 4096 and m = 4 were
presented in Figure 2(a, b), where it is apparent that by setting
C = 1, both KRR estimators based on reproducing kernel
with v = 1 or 2 yield much worse estimation accuracies than
those of corresponding KRR estimators using A selected by
minimizing the proposed dGCV (%) criterion. A closer look at
the minimization problem (2), or equivalently (5), suggests that
the optimal choice of the constant Cin A should depend on (a)
the magnitude of the kernel function K(, -); (b) the magnitude
of response Y; (c) the sample size N, and therefore can be
difficult to obtain in practice. As we have illustrated in Figure 2,
for a fixed sample size, a carefully chosen constant C (through
dGCV in this case) may have significant impacts on the quality
of resulting KRR estimator, for which reason we believe that
additional computational costs in minimizing dGCV is indeed
worthwhile.

5.1.3. The Choice of Number of Partitions m
One remaining issue that we have not addressed theoretically is
that how many partitions of data (m) should be used in practice
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Figure 1. (a) The logarithm of computational time (in seconds) versus log(N); (b, c) scatterplots of true empirical losses of function estimators; (d) the logarithm of averages

of selected A versus log(m)/ log(N); (e, f) the logarithm of averaged true empirical losses versus log(m) / log(N). Note that in (d)-(f), iopt in the y-axis denotes one ofidch,

inGCVv and iTmeLoss for each curve.
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for a given sample size N. The general guideline for the choice
of m is clear: as long as m is not too large compared to N,
the d-KRR estimator can achieve the optimal convergence rate
(Zhang, Duchi, and Wainwright 2015; Shang and Cheng 2017).
However, a practical tool to determine whether m is too large is
still lacking. In this subsection, we conducted a simulation study
to show that the proposed dGCV may serve such a purpose.

By its definition (16), dGCV(X) can also be viewed as a
function of m, denoted as dGCV (A, m). Then we can define a
profiled version of dGCV as follows
= dGCV(r, m),

dGCV,(m) (27)

where ) = arg min, ~ o dGCV (A, m) for a fixed m. We simulated
data from model (25) with N = 2!2 for 100 times and then
fitted each dataset using d-KRR with m = 2/ forj = 1,...,9.
Figure 3(b) presents patterns of 100 centralized version of
dGCV,(m), defined as dGCV,(m) — & 19:1 dGCV,(j), as
a function of m. As comparison, Figure 3(a) gives the true
empirical loss (11) of each d-KRR estimator using A=
argmin, o dGCV(A,m) for each m, where it appears that
as long as m < 27, the estimation accuracy of the fitted
function remain roughly the same as using the optimal A
picked by minimizing dGCV (A, m). This coincides with existing
theoretical findings in the literature such as Zhang, Duchi,
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(a)
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logz(m)

(b)
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|
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logz(m)

Figure 3. (a) Empirical true loss defined in (11) using A picked by dGCV for each m; (b) centered optimal dGCV score for each m; based on 100 simulation runs (N = 4096).

and Wainwright (2015) and Shang and Cheng (2017). More
importantly, the similarity between Figure 3(a) and (b) suggests
that the profiled dGCV score defined in (27) can capture the
sudden drop in the trajectory of empirical loss as a function
of m and therefore determine which m might be too large.
We have tried many other settings and the message remains
the same. This implies that, in practical applications, one can
start with a relatively large m and gradually decrease m until
dGCV),(m) defined in (27) stabilizes. Rigorous justifications of
such an approach will be an interesting future research topic.

5.1.4. Performances of dGCV on Multivariate Functions
In this subsection, we investigated the impacts of model dimen-
sionality and correlation among predictors on the performance
of dGCV. Let x = (x1,... ,xp)T, the data was simulated from
the following model

%112

y:f(x)=20<1—@)7 (16w+7—+1>+6,
N/ p VP

e ~N(0,3%), xe€l[0,1,

where || - ||, is the Euclidean norm in R?, function (r); =
max(r, 0) and x;’s are uniformly distributed between [0, 1] for
j = 1,...,p. To induce correlations among x;’s, let x; = ®(z)
where (zl,zz,...,zp)T was generated from a p-dimensional
multivariate normal distribution with mean 0, variance 1 and
pairwise correlation coefficient p = 0 or 0.8. f(x) is a variate
of Wendland’s function (Schaback and Wendland 2006). For
p < 5, we performed the KRR with the reproducing Hilbert
kernel space equipped with the kernel

||x—Z||2)5 ( lx — 2|13 )
Kx,z)=(1-— 5 +1),
e < N/ p

x,z € (0,11,

which is a radial basis function with bounded support for p <
5, see Schaback and Wendland (2006) for more details. The
averaged true empirical losses based on 100 simulation runs are
summarized in Figure 4. On one hand, when the dimensionality
of x increases from p = 1 to 5, the averaged empirical losses
gradually increase as expected. However, the averaged empirical
losses of d-KRR estimators with A chosen by dGCV is almost
indistinguishable from those of corresponding estimators with A
picked by the true empirical loss, regardless of the dimension p.

This echoes with our theoretical findings in Theorem 1. On the
other hand, as p increases from 0 to 0.8, the correlations among
xj’s seem to have little impact on the estimation accuracies for
the estimated overall mean function f (x). In fact, when p = 0.8,
the performance of dGCV is relatively more stable than the case
with p = 0 as the dimension p increases. This can be explained
by the fact that f (x) only depends on ||x||2, which is less variable
when p increases for the case p = 0.8. For this reason the
estimation of f(x) is less affected by the dimensionality when
p =0.8.

5.2. Performances With a Large Sample Size

In this subsection, we investigated two issues when the sample
size N is so large that a single machine can no longer handle at
once: (a) whether the computational/estimation performance in
Section 5.1.1 still persists; (b) what is the impact of the choice of
m* in (17) on the performance of dGCV*.

5.2.1. Computational Complexity and Estimation
Accuracies

To investigate the first issue, we simulated data from model (25)
with a sample size N = 2!¢ = 65,536 and the d-KRR was carried
out using m = 2/ for j = 5,...,11. Summary statistics based
on 100 simulation runs are summarized in Figure 5, where the
message is consistent with findings presented in Section 5.1.1: at
a much smaller computational cost, the d-KRR with a A chosen
by minimizing dGCV is as good as using the A that minimizes
the true empirical loss (11), provided that the m is not too large.

5.2.2. The Impact of the Choice of m*

When the sample size N is large or even massive, it is inevitable
to use a relative large m, in which case further computational
savings can be achieved by choosing a subset of data for valida-
tion as suggested in (17) of Section 3.4. The question remains
that how small m* can be so that Theorem 1 still holds? As we
have discussed in Remark 1, a general rule of thumb for the
choice of m* is that it cannot be too small compared to m. To
shed some more lights on this issue, for each m, we simulate
data from model (25) and then fitted the d-KRR with the A
that minimizes (17) using m* = 1,...,m. Averaged empirical
losses based on 100 simulation runs are plotted in Figure 6,
where it indicates that if m* is too small relative to m, the
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Figure 4. The logarithm of averaged true empirical losses versus log(m)/ log(N) with a sample size N = 2'2 and (a) p = 0, (b) p = 0.8.
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Figure 6. The logarithm of averaged true empirical losses versus m* /m.

estimation accuracies indeed deteriorate significantly compared
to the optimal performance. However, as long as m* is greater
than 0.2m, the choice of m* has little impact on the estimation
accuracies. Therefore, by setting m™ as a reasonable percentage
of m (such as 20% or 30%), one may indeed achieve a large
reduction in computational cost without sacrificing too much
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Figure 7. Computing times versus number of CPU cores.

on estimation accuracies. We want to emphasize again that it
is worth to use a m* < m only when N > m?. And if used,
whenever the computational cost is affordable, a larger m™* is a
safer choice to achieve better performances.
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6. The Million Song Dataset

In this section, we applied the dGCV* tuning method to the
Million Song Dataset, which consists of 463,715 training exam-
ples and 51,630 testing examples. Each observation is a song
track released between the year 1922 and 2011. The response
variable y; is the year when the song is released and the covariate
x; is a 90-dimensional vector, consists of timbre information
of the song. We refer to Bertin-Mahieux et al. (2011) for more
details on this dataset. Timbre is the quality of a musical note or
sound that distinguishes different types of musical instruments,
or voices (Jehan and DesRoches 2011). The goal is to use the
timbre information of the song to predict the year when the
song was released using the KRR. The same dataset has been
analyzed by Zhang, Duchi, and Wainwright (2015), but without
addressing the issue of selecting an optimal tuning parameter.
Our dGCV* method demonstrated significant empirical advan-
tages over theirs.

Following Zhang, Duchi, and Wainwright (2015), the
feature vectors were normalized so that they have mean
0 and SD 1 and the Gaussian kernel function K(x,z) =
exp(—|lx — z||%/¢) was used for the KRR. Seven partitions
m € {32,38,48,64,96,128,256} were used for the d-KRR.
Aside from the penalty parameter A in (2), the bandwidth
¢ is also known to have important impact on the prediction
accuracy. To find the best combination of (A,¢) for each
partition m, we perform a 2-dimensional search with A ¢
{0.25,0.5,0.75,1.0,1.25,1.5}/N and ¢ € {2,3,4,5,6,7} by
minimizing (17) with m* = [m/107], where [a] is the smallest
integer that is greater than a. See Remark 3 for more details on
the choice of m*. Note that in this case, dGCV*(A|X) is also a
function of ¢. The experiment was conducted in Matlab using
a Windows desktop computer with 32GB of memory and a 2.6
GHz CPU with 4 CPU cores. To illustrate that the computation
of the proposed dGCV*(A|X) can be easily paralleled, Figure 7
gives how averaged computation time changes as the number
of CPU cores (in a single machine) increases. The computation
time reduces most when the number of CPU cores increases
from 1 to 2, and the reductions in computation times slow down
as the number of CPU cores continues to increase. Such a trend
is probably due to the memory constraints, communication
costs and energy consumption limits on the computer and is
not uncommon for parallel computing conducted in a single

machine. Nevertheless, these computation times are reasonable
for a dataset with almost half-million observations and can be
further reduced if a computing cluster is available.

The grid search gave the optimal choice of A = 0.5/N and
¢ = 3 for most of case scenarios. From Figure 8(a, b), we can see
that the choice of the bandwidth parameter ¢ has a great impacts
on the dGCV* score as well as the penalty parameter A. It seems
that the latter provides some additional small adjustments after
a good value of ¢ is chosen.

In Zhang, Duchi, and Wainwright (2015), the authors used
a fixed value . = 1/N and a ¢ = 6 chosen by the cross-
validation for their kernel ridge regression model. In Figure 8(c),
we can see that such a choice leads to a much worse pre-
diction mean squared error (PMSE) on the testing samples.
Using the proposed dGCV criterion, our choice of A and ¢
yields almost identical prediction accuracy as the minimum
possible PMSE on the testing samples obtained over all 36 grid
points.

Remark 3. Note that for any given combination of (A, ¢), the
estimated function fy 4 used in dGCV* is the same for different
values of m™*, which is defined in (3). The agreement between
the test PMSE of the dGCV* method and the minimum test
PMSE in Figure 8(c) suggests that there is no room to improve
over the predictive performance of f, 4 using tuning parameters
selected by dGCV™, as long as the same multivariate Gaussian
reproducing kernel function is used. This is a strong indication
that m* = [m/10] isa good choice for this example, considering
that dGCV™ did not use any information of the 51,630 testing
examples.

7. Discussion

In this paper, we proposed a data-driven criterion named dGCV
that can be used to empirically selecting the critical tuning
parameter A for d-KRR. Not only the proposed approach is
computationally scalable even for massive datasets, we have
also theoretically shown that it is asymptotically optimal in
the sense that minimizing dGCV is equivalent to minimiz-
ing the true global conditional empirical loss, extending the
existing optimality results of GCV to the divide-and-conquer
framework.

(a) Fix ¢=3 (b) Fix A=0.5/N (c)Prediction accuracy
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Figure 8. (a) dGCV score versus NA with m = 32 (the bottommost) to m = 128 (the uppermost); (b) dGCV score versus ¢ with m = 32 (the bottommost) to m = 256 (the
uppermost); (c) the prediction mean squared errors on the testing samples versus log(m).
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There are a few ways to extend the current work. For example,
we have so far presumed a fixed m. One important direction
is to investigate the growth rate of m for some specific kernels
under which Theorem 1 still holds, following the framework
proposed in Shang and Cheng (2017). It is also of practical
interest to develop a justifiable data-driven approach to detect
the breaking point for m. Another interesting research direction
is to develop a tuning criterion similar to the dGCV for more
general panelized Kernel regression such as Zhang, Liu, and
Wu (2016) and Chen et al. (2017). The definition of dGCV
in (16) relies heavily on the closed form solution to the Kernel
ridge regression, which is not available if the loss function or
the penalty in (2) are replaced by the quantile loss or the lasso
penalty, respectively. The major difficulty lies in how to replace
the effective degrees of freedom tr {Agx(1)}’s in the denominator
of (16) when the hat matrices Ay;’s do not exist. Although there
has been some research on this issue such as Yuan (2006), much
more thorough investigations are needed.

Appendix

From now on, we suppress the dependence of Ag;(A)’s and A(X) on A
for ease of presentation and simply use Ay;’s and A whenever there is
no ambiguity.

Lemma  A.l Under the
Amax(AmAL) = Opy (1).

condition Cl, we have that

Proof. Define the following matrix

Kii K2 - Kim
_ 1 Kz Kn - Kom
Ky = — .
m : : . N
K1t Km2 - Kum

Then it is straightforward to see that

Amj_\z,; = I-(DII-(T,

where D1 = diag{Bi1,...,Bum} with By = (K + nlkll)fz, forl =

1,...,m. Then
K11
o 1 | Ka
KDlKTZ W BII(K’{IM'-’K;{H)
Kin1
Kim
1 Kom T T
+“.+W Brum (K, - - s Kip)s
Kmm
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which implies that

Ky
= 7 1 «— Ky T T
Amax(AmAy,) < ) Z Amax By(Kyp-- Ky
I=1 :
Kyl
1 m m
= 3 2 max | Bu ) KKy
I=1 k=1
1 @ 1 &
— -2 T
= Z Amax Ky + mAI)p) 7 Z K K
I=1 k=1
= Op, (D).
The last inequality follows from condition C1. O

Lemma A.2. Under the conditions C1-C2 and C3(a), for a fixed A, we
have that

L(AX) — R(AX) = op, , {R(AL[X)}. (A.1)
Proof. Using similar notations in Equation (14), it is straightforward to
show that

LAY~ )W (AnY — F), with Y = F t .

(A.2)

LAX) =

z|

Using (14), we have that

- - 2 T = Teow

LOIX) = RGIX) = —ZF (1= Ap) ' WA e

1 TxT - 0‘2 ~T -
+N€ A, WA,e — ﬁtr(AmWAm).

Since the random error ¢ and the covariate X are independent in
model (1), to show (A.1), it suffices to show the following two equations

1 _ _
varg {NFT(I - Am)TWAms}
= op (R* (LX)}, (A.3)
L TAT WA e — ot AT Wi,y
I —& & — —1r
varg N m m N m m
= op, {R*(A|X)}. (A4)

We first show (A.3). Straightforward algebra yields that

1 _ _
varg {NFT(I - Am)TWAme}

;—ZFT(I — AW (AmA,Tn) W — Ap)F

o imax (AmALW) | P S
N N I—-An) WAd-A,,)F

o2 Amax (AMAL) Amax (W)
NR(AIX)

opy (DRX(LX) = op, {R2(AX)},

IA

RE(AX)

IA

where the second last equation follows from conditions C2 and C3(a)
and Lemma (A.1).
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Now we show (A.4). Straightforward algebra yields that

2
varg lzs:TATWAme — a—tr(ATWAW,)
N m N m

i#j

]E884_0'4 N 72 4 2
—r b+t )
i=1 i

Ky _ _
mtr{(Az;lWAm)z}

IA

< Kl)\max(Arj;,WAm)

s

Kirmax(ALWA,,) -
1 max( m M)R(MX)

No?

_ Kihmax(Af Am)hmax (W)

- 02NR(AX)

= op, (DRZ(A[X), (A.5)

tr(AT WA,

RE(AX)

where I_Jl-j is the (i,j)th element of matrix ALWA,, and K; =
Eqc* + 0% The last equality follows from conditions C2 and C3(a)
and Lemma A.1. Using (A.3)-(A.4), Equation (A.1) follows from a
simple application of the Cauchy-Schwartz inequality and the Markov’s
inequality. The proof is complete. O

Proof of Lemma 1. Using (A.2) and (15), we have that
- - 1
%) — LX) — e
20T _ AT
=—F (I-Amu) We
NE( m)
2 - -
— 5 {e"Anwe —o?u A, W) (A6)
Notice that the random error ¢ and the covariate X are independent in

model (1). We will show (18) using Equation (A.1) in Lemma A.2, for
which it suffices to show the following two equations

1 - =
vare {NFT(I - Am)TWe‘} = op (RP(AUX)}, (A7)
1 T 02 - =2
varg Ne AyWe — Ftr(AmW) = opy {R™(A[X)}. (A.8)
We first show (A.7). Straightforward algebra yields that

1 - 0'2 _ _
varg {NFT(I - Am)TWe} e WFT(I — A TW21 - A,)F
_ 2 hmax(W)
NR(A|X)
opy (DR*(A[X)

opy (RZ(A[X)},

R2(A|X)

where the second last equation follows from conditions C2-C3. Next,
we show (A.8). Using condition C2, similar to the inequality (A.5), it is
straightforward to show that

IA

1 14 K1, iTw2i
varg {ﬁs AmWe} ﬁtr(AmW Ay

KiAmax(W) -
————R(AIX
Noz  RGIX)

_ Kl)\max(w) }_22
o2NR(A|X)
= opy (DR*(A|X),

(A1X)

where K| = E584+04 isbounded. Hence, (A.8) is proved using, again,
condition C2-C3. Using (A.7)-(A.8) and (A.1), Equation (18) follows
from a simple application of the Cauchy-Schwartz inequality and the
Markov’s inequality. The proof is complete. O

Proof of Theorem 1. Using Lemmas 1 and A.2, it suffices to show that
dGCVpc(AX) — UM[X) = op, , {R(AIX)}. (A.9)

Using the first-order Taylor expansion of (1 — x) 2 around x = 0, we
have that (1 —x)~2 = 1+ 2x + 3(1 - ) ~4x2 for some x* € (0,x).
Under condition C3, we have that W = opy (1) and thus we can
consider the following decomposition

dGCV(AX) — U(AX)

1 _ 4 2tr(A W
B {NYT{I — A WL - A (W)}Y — "2} %
I
A 2
+ %YT{I — Am()} W = A (W)}YOp, (W)

iy

Using condition C4, we have that

tr(A, W)

N (A.10)

= op (RV2 (LX)},

which implies that I = op, (R(A|X)) since & YT {I — A, (1)} TW{I —
A (M))Y is bounded. For part I, we can write

= {%YT{I — A ()) W = A ()Y — 02}

2tr(Ap W)
o 2 Am W)
N
- 1 2tr(Am W
- {U(MX) - —eTWs} Ar(AnW)
N N
N 1 Twe _ o2 2tr(A, W) B 4{tr(1_\mW)}202.
N N N2

By Lemma 1, we have that UX) — %ETWS = RAX) +

0P, x {R(1|X)}. Under condition C3, one has that tr(AT"‘W)
and thus

= opy (1),

2tr(A; W)

N = OB (ROX))

{U(MX) - leTWe}
N

Furthermore, since %ETWS —o? = Op, (N -1/ 2) (condition C3(a))

- P
and NR(MX)—X)oo (condition C2), we have that %ETWE —o? =
op. . {R/2()|X)}. Using this and Equation (A.10), we have that

]PS,X g q

1
<—€TW€ —
N

The third part of I is oPX{R(MX)} due to Equation (A.10). Therefore,
we have shown that

Uz) M - OIP’E,X{R(MX)}-

N

dGCV(IX) — UMIX) = op,  [RAIX)},

which completes the proof. O
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1647 Lemma A.3. Define the following class of nonnegative functions Using the Sherman-Morrison formula, we can show that 1706
1648 T T _ 1707
1649 F={feLaP):f=0,flsup < V.J1(f) < VZH?}, (A.11) o/ (@] +ma1)~! 1708
1650 — T [~ 1011 = =252 1, ~1Tp 1T
1651 where V > 0and H > 0 are constants. If condition C4’(d) holds and ! [n mA TR A O )y ] };(1)(,;
, tisf R P | —1,—14T 1, -16Te 1] @T
L652 (€n yn) satisty =T 1= el o+ T ol o7 of 711
1653 co(l1+H)V —1,-1 1, —-1x5Taq\—1] T 1712
3.2 0 =n "X I+n A7 ®; P d;,
1654 n¥nZ (A.12) [ fon™!]o] 1717
1655 which gives that 1714
1656 where ¢p > 0 is a constant, then there exists a constant C > 0 such that 1715
forall n m
> 1
1657 Amax § (K +madp) 2 [ = Z K] Kj 171?
1658 P,f — Pf] mi 1717
1659 P qup P.f + Bf o FAPr+ D) CG”) 2,2 . 1718
1660 s e =L e @A+ o @7 1718
1661 < exp(—nely,/2). m 1720
1662 o oA +n27 o op 0T 1721
1663 Proof. Recall the definition of F in condition C4’(d). It can be checked n— Iyl N W, MR U 1722
1664 that = T metgt L) 1723
1665 . —1,—-145T 24T
Leee FCVA+HF. lq’(” "R ) i;ig
< @I+ n 1ol o) 1T

1667 Hence under condition C4’(d), we have that with probability approach- N max{ P } 172?
1668 ing one, _ G _1<DT<I> _1 1 CI>T<I> 1727
1669 = Amax | AT+ n77 @) &) | - : 1728
1670 N(enyn Il - llp,» F) < N(&nvn || - llp,» V(1 + H)Fo) 1728
}2;5 _ ( €n¥n I-lIp ]_.0) Using the following identity from the Appendix B of Bach (2013) i;g (i
1673 Vi ' M+n"toTo)~!

Co(l+H)V 1Pl 1732
1674 = eXP{T}- 1 1 1T -1 1733
1675 n¥Yn = <AI+N<I> CI)—NCD D +n CDI ‘Dl) 1734
1676 By the theorem given in Pollard (1995) and the Theorem 2.1 of ] ~1/2 ] I _1 1735
1677 Pollard (1986), there exists constants C and ¢( such that = <AI + NQJT@) [I — N\IJT\IJ + f\IllT\IJl] 1736
1678 " 1737

Puf — P, 1 —1/2
1679 p( sup [Pnf — Pf] - Ce, o <u+ 7®T<D) ) 1738
1680 cF Pnf +Pf + yn(Pnf +Pf + 1) N 1739
1681 —-1/2 1740
1682 <exp (co(l;—iH)V — ne’% n) where ¥ = @ (AI + %CDTCD) and W is the submatrix of W, we 1747
1683 o have that 1745
1684 < eXp(=ne;yn/2)- m 174
1
1685 0 Amax y Ky + nl)‘Il)72 - Z KIEKkl 1744
1686 k=1 1745
1687 : 1 1746
L688 Proof of Lemma 2. Define the kernel matrix < D {(AI S| ‘DIT‘I)I)_I [ECDTCD] } 745
1689 Kii1 Ky - Kim 1 —-1/2 1 1 —1 1748
1690 Ky K»n - Ky = Amax | (M + =0T 0 - —vlwy —gly 1749
K= =0T N N n!
1691 - : . .. : - > 1750
1692 ' ' L 1 “2r 1751
1693 Kmi Km2 - Kum X <)\I =+ N(DTq)) [K] CDTCD] 1752
1694 where ® is a N x r matrix with r being the rank of K. By this notation, I 1 _1 1753
1695 we have that < oma HI T ,\IJIT\DI} } 1754
1696 " 1755
1697 Ky=o0/, I=1,...,m, . “1/27 175¢
1699 where ®; is a n; x r submatrix of ® consists of rows corresponding to 1758
1700 a subdataset S;. Then it is straightforward to show that 1 —-1/2
x <M+ N<I>Td>) 1758

1701 Lo 1760
1702 Amax § (Kjp + madp) 2 ~ Y KjKy ISR G 1761
1703 k=1 <omax{|I— N\y v+ ;\I’l v > 1762
1704 1 T T 5 T 1763
1705 = ;)‘max [q)cpl (@@ + Al @ ] : where omax (A) is the spectral norm of the matrix A. 1764
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Therefore, to show condition Cl1, it suffices to show that

A Lyry _Lyry 1) (A.13)
max — - - =0 . .
=1m max N » 1 *l Px
Using Lemma 2 of Bach (2013), we have that

Py (A LyTy — LyTy, |

— - - >
1 max N n 1 *l
—nt2)2
< rexp n/ N (A.14)
hamax | T ] (R2 4 1/3)

where [Py is the probability measure corresponding to the partition of
the data, = rank(¥) = rank(K) and R is the upperbound of L2-norm
of all rows of W. In our case, L2-norm of all rows of W the diagonal
elements of matrix

1 —1
vul — o (AI + N<I>T<1>) o = NK(K +NAD 7,

where the last equality follows from the Sherman-Morrison formula.
Then, by the definition of dj, in (20), we have that R? < d,.Inaddition,
note that

A LyTy) = Lo(i+ LoTo _lch <1
max N - max N N = 4L

which implies that inequality (A.14) can be further simplified as

1 ¢ 1 p —nt?/2
Pr (kmax [N\I/ v — ;\I/l \I/l} > t) < rexp (d)L 13

which further leads to that

1 1
]P’I( max  Amax [—\IJT\I/ - fwlT\pl] > t>
N n

I=1,...m

—nt?/2
< mrexp / —Px o,
d, +1/3

for any 0 < t < 3d, under condition C1’, which completes the proof
of (A.13). O

Proof of Lemma 3. We first consider Qz (A |X) in (24). Define the func-
tion class

Fo=f@ : Iflswp < OV 1P = CVEHZ,

where V,, and Hy, are as defined in conditions C4’(b)-(c) and Cy,C;
are some constants. Applying Lemma A.3 to the function class F, with

€y =€and y, =/ CO(iiM, which satisfy (A.12) under conditions
C4’(b)-(c), we have that

Pqup _IBuf PRI

Ce | < ex (—ne2 2). (A.15)
v, Pof +Bf + 1 > PLne"yal

Let vi(x) = varg {fk(x)}, k = 1,...,m. It is straightforward to

show that the first derivative of v (x) are bounded as follows

|v;<(x)| =2 )covg {ﬁ(x),jfz(x)} ’ < 2@, /varg{/f;é(x)},
which further implies that
Hw) = /X{v’k(xnz dPx(x) < 4l1vglsup fx vare (7)) dPx ()

y Sy vare (@) dPx (o) -
< 4lvillsep T @ P Op, (V;H}).

Therefore, under conditions C4’(a)-(b), we have that
v1(x),...,vm(x) € Fy in probability measure Py.

For simplicity, from now on, we use Q for Q(A|X) in (22) and Q for
Qi(AIX),j = 1,2,in (23) and (24) whenever there is no ambiguity.
Using the facts that Q = # Yl Pypand Qo = # il Pryve,a
direct application of (A.15) gives that

p( 1= Qll > Ce
Q+Q+ o vn
1 m
= P —-P
< - mr§:k=1| i Vk V| - Ce
m Zkzl(Pnkvk + ]P)nk"k) + vn

P —P
< P( max ( [Py vk nk"k| ) - Ce)
1<k<m IP>nkvk +Pnka + ¥n

< mexp(—nezyn/Z) — 0,

where the last step follows from condition C4/(c). In addition, by

conditions C4’(b)-(c), we have that ,1,/—6 =y % = Op, (D).

Hence, we conclude that

QAX) = QAIX) + opy Q{(AIX)}.

Now we turn to the quantity Q; (A|X). Define another function class

(A.16)

) v V2H2
Fn = {f(x) f llsup < Clﬁ’h(f) =G 212" }’

where V,, and H,, are as defined in conditions C4’ (b)-(c) and C 1, G are
some constants. By applying Lemma A.3 to the function class F, with

€n =candyny =,/ %, which satisfy (A.12) under conditions
C4'(b)-(c), we have that

IPnf — Pf]

Pl sup ————— > Ce | <ex (—NezyN/Z).
(/512, Pnf+PBf + N ) P

(A.17)

Define another function
_ 1
7(0) = vare ({0} = — I; Ve(),

whose derivative is bounded as

- 2 - -
70l =2 feove {0,700} = —yvare @l vare (7 0)
2 |1 & R ~
Sa ;;Vk(x) ;;Vafs{fk(x)f

From the above two equations/inequalities, under conditions C4’(b)-
(c), one has that

_ 1 « 1
Pllsup < —5 Y vkllsup— Opy (Vi)
m =1 m

and that

J1(v)

/ (7,012 dPy (07
X

m 2 1 m T

4 1 =Yy varg{f, (%)}

p3 X{mZVk(x)} m ke e VO
k=1

IA

LY k()

vare {f] (1)}

Vi (x) P (x)

4 2
< — max 1% max
< {lfksmn knsup} /Xlskim

1 2072
= WOPX(VHHH)
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Therefore, under conditions C4’(a)-(b), we have that
¥(x) € Fyin probability measure Py.

Using the facts that Q =
of (A.17) gives that

Pv and Q1 = Ppv, a direct application

PNV — Py
>Ce)=P( sup ———— > Ce
ey Pyv+Pv+ yn

< eXp(—NE yN/2) — 0,

( Q1 — QI
Q+Q+yN
where the last step follows from condition C4’(c). Furthermore, by

conditions C4’(b)-(c), we have that %" =/ % = Op,(1).

Hence, we conclude that

Q1 (AX) = QAX) + opy {Q(AX)}- (A.18)
Combining Equations (A.16)-(A.18), we have that
1 m 2
N kel AL QI(AX)
= =0 1). A.19
QOI%) Py (1) (A.19)

tr(ALA,,)
- N

By the definition of A, it is straightforward to show that
{Ftr(Am)}? 1 2R, (A}
N Lk (A i L (AR
m 2
_ 1L (rAg)

Nmk1 tr(Ak)

Z {N Ltr(Ag))?
1tr(A

where the second last inequality follows from Cauchy-Schwartz
inequality. Combining the above inequality and (A.19), under
condition C4’(a), we finally have that

(Fr@wP G g T ead)
(NrAhAn)  §m i, wAd)  (urAhA)
= O]PDX(I),

which completes the proof.
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