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The Deep Underground Neutrino Experiment (DUNE) could be revolutionary for MeV neutrino astrophysics,
because of its huge detector volume, unique event reconstruction capabilities, and excellent sensitivity to the νe

flavor. However, its backgrounds are not yet known. A major background is expected due to muon spallation
of argon, which produces unstable isotopes that later β decay. We present the first comprehensive study of
MeV spallation backgrounds in argon, detailing isotope production mechanisms and decay properties, analyzing
β energy and time distributions, and proposing experimental cuts. We show that above a nominal detection
threshold of 5-MeV electron energy, the most important backgrounds are—surprisingly—due to low-A isotopes,
such as Li, Be, and B, even though high-A isotopes near argon are abundantly produced. We show that spallation
backgrounds can be powerfully rejected by simple cuts, with clear paths for improvements. We compare these
background rates to rates of possible MeV astrophysical neutrino signals in DUNE, including solar neutrinos
(detailed in a companion paper [Capozzi et al. arXiv:1808.08232 [hep-ph]], supernova burst neutrinos, and the
diffuse supernova neutrino background. Further, to aid trigger strategies, in the Appendixes we quantify the
rates of single and multiple MeV events due to spallation, radiogenic neutron capture, and other backgrounds,
including through pileup. Our overall conclusion is that DUNE has high potential for MeV neutrino astrophysics,
but reaching this potential requires new experimental initiatives.
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I. INTRODUCTION

Astrophysical neutrinos are uniquely penetrating probes
of their sources, whose extreme physical conditions in turn
allow for new tests of neutrino properties. In the MeV energy
range, there are three important targets: solar neutrinos [1–4],
supernova burst neutrinos [5–9], and the diffuse supernova
neutrino background (DSNB) [10–12]. Despite great achieve-
ments in solar neutrino studies, opportunities remain for de-
tailed tests of astrophysics (e.g., the first detection of the hep
flux) and particle physics (e.g., resolving the discrepancy be-
tween reactor and solar mixing parameters). The next Galactic
core-collapse supernova will enable multiflavor neutrino mea-
surements, revealing details of explosion physics and testing
neutrino mixing at high densities. Meanwhile, the DSNB
could be detected as a steady source, which would probe the
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core-collapse history and test black-hole versus neutron-star
formation. With new experiments, exciting progress on these
and other topics could be made.

DUNE, the leading next-generation neutrino experiment in
the United States [13–19], offers such opportunities. Its prin-
cipal science goals are to measure charge-parity violation and
the mass ordering, to search for nucleon decay, and to detect
the next Galactic supernova burst. For MeV neutrino astro-
physics, DUNE has three key advantages. First, its far detector
will be huge, 20 kton in total for two modules (eventually
twice that) of liquid argon (LAr), comparable to the current
largest MeV neutrino detector, Super-Kamiokande. Second,
with the Liquid Argon Time-Projection Chamber (LArTPC)
technology, DUNE will have excellent capabilities in event
reconstruction, enabling the separation of different types of
events (e.g., electrons vs γ s). Third, the charged-current de-
tection channel in DUNE (νe + 40Ar → e− + 40K∗) isolates
the νe flavor. Compared to elastic scattering (νe,μ,τ + e− →
νe,μ,τ + e−), the main νe detection channel in current ex-
periments, the charged-current channel has a much larger
cross section and a much sharper correlation between neu-
trino energy and electron energy. Therefore, new results from
DUNE should powerfully complement results from previous
and ongoing experiments.

Understanding the detector backgrounds is an essential
step for successful MeV neutrino programs in DUNE. Above
5-MeV electron energy, the nominal detection threshold, a
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significant background rate is expected from muon-induced
spallation. (Another, from radiative neutron captures in the
detector due to neutrons produced by radioactivities in the
rock, given some consideration below, is detailed in Ref. [1].)
When cosmic-ray muons pass through the detector, they
produce secondary particles, which then occasionally break
argon nuclei and make other isotopes. Unstable daughter
isotopes decay later, emitting βs, which can mimic neutrino
signals. Prior spallation studies on LAr were incomplete.
Barker et al. [20] focused on only high-A isotopes (near argon)
and Gehman et al. [21] considered only isotopes produced
by high-energy neutrons. More recently, Franco et al. [22]
produced a thorough study of spallation backgrounds for low-
energy (�1.3 MeV) solar neutrinos but did not provide the
details needed for the higher energies (5–20 MeV) of DUNE.

Building on the work of Li and Beacom [23–25], our goals
for this paper are to calculate the spallation backgrounds for
DUNE in detail, understand their physical mechanisms, and
use this understanding to develop cuts to reject backgrounds.
We compare these background rates to the signal rates for
solar neutrinos, supernova burst neutrinos, and the DSNB,
finding that spallation backgrounds can be well controlled. We
aim for a factor of ≈2 precision on isotope yields, which is
appropriate given the hadronic uncertainties. This is adequate
to guide development of DUNE as a detector for MeV neu-
trino astrophysics. Once there are measurements, which could
begin soon with surface-based detectors, the uncertainties can
be reduced via empirical calibrations.

This paper is organized as follows. In Sec. II, we overview
the physics of spallation, using Super-Kamiokande as a con-
crete example. Our main results are in Sec. III, where we cal-
culate the isotope yields, describe the production mechanisms,
show the component background energy spectra and time
distributions, and detail our proposed background-rejection
methods. Using the projected postcut background levels, we
discuss the possible MeV neutrino programs in DUNE in
Sec. IV, along with new results to aid trigger development
(with the details provided in the Appendixes). Finally, we
present our conclusions in Sec. V.

II. OVERVIEW OF SPALLATION

In this section, we review the physics of spallation isotope
production by cosmic-ray muons, which is now understood,
due to Refs. [23–25]. Though those papers focus on the
water-based detector Super-Kamiokande, the results can be
widely applied with modifications (e.g., muon flux, detector
materials, etc.), including to the DUNE. The most important
concepts are as follows:

(1) Almost all isotopes are made by muon secondaries,
not directly by muons. (This point was known earlier
[26,27].)

(2) Almost all of these secondaries are made in showers,
which are relatively rare along muon tracks.

(3) Almost all the isotope-producing secondaries are made
in hadronic showers, which are even rarer. (11C, a
dominant background isotope in oil, is made in elec-
tromagnetic showers.)

(4) The positions of decaying isotopes produced by spal-
lation can be constrained by localizing the preced-
ing showers. (This point was found empirically in
Ref. [28], though the physical reason was unknown.)
One could go further by identifying the showers that
are hadronic.

We now detail spallation processes, beginning with
cosmic-ray muon energy loss [23–25,29].

Muons lose energy in two ways: ionization when inter-
acting with atomic electrons and radiative processes when
interacting with atomic nuclei. The ionization losses have a
typical value of ≈2 MeV g−1 cm2, moderately depending on
muon energy and the medium material. These losses can be
separated into a restricted energy loss from soft collisions and
δ-ray production from hard collisions, where δ rays can be
almost as energetic as the parent muon. Radiative losses pro-
duce most secondary particles, and the rate rises with muon
energy. For muons up to several hundred GeV, the dominant
radiative processes are pair production and bremsstrahlung.
Photonuclear interactions, a low-Q2 analog to deep inelastic
scattering, are less frequent.

The first-generation particle production is closely asso-
ciated with muon energy loss. The most abundantly pro-
duced particles are electrons from δ-ray production, followed
by electrons and positrons from pair production. There are
also some γ rays, made mostly through bremsstrahlung.
Even though muons mainly lose energy electromagnetically,
a small number of hadrons are made through photonuclear
interactions. The dominant hadrons are pions, which are al-
most equally distributed among the three charges. In Super-
Kamiokande, there are 3.6, 0.4, 0.04, and 0.003 daughter
particles above 0.1, 1, 10, and 100 GeV per vertical muon (of
track length 32.2 m) [24], showing that shower frequencies
are small.

Isotopes are born primarily in showers induced by secon-
daries. There are two types of showers. Electrons, positrons,
and γ s make electromagnetic showers, which typically have
no hadronic components, aside from some low-energy neu-
trons made through (γ , n) interactions. Pions induce hadronic
showers, producing roughly equal numbers of π+, π−, π0 in
each generation, in analogy to e+, e−, γ for electromagnetic
showers. Hadronic showers always have large electromagnetic
components, because neutral pions decay promptly to γ s. For
Super-Kamiokande solar neutrino analyses, the most danger-
ous background isotopes are produced in the less frequent
hadronic showers, where pions and neutrons are very efficient
at making isotopes, due to the strong interactions. There are
also many unstable isotopes made from the more frequent
electromagnetic showers, but those tend to have harmless
decays, e.g., 15O, produced by (γ , n), decays by electron
capture. Overall, isotope production in Super-Kamiokande is
a rare process, with the most abundantly produced background
isotope, 16N, having a yield of �0.006 per muon [23].

A small fraction (e.g., ≈7% in Super-Kamiokande [23]) of
isotopes are made by stopping muons. Once μ+ are brought to
rest, they simply decay. However, once μ− are brought to rest,
nearly all undergo atomic capture, an electromagnetic process
in which electrons are ejected, because muons are bound more
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tightly by a factor ≈mμ/me [30–32]. Of muons in atomic
orbits, an appreciable fraction undergo nuclear capture, a
weak process that converts μ− + p → νμ + n, often remov-
ing several low-energy nucleons from the nucleus [30–32].
Because stopping muons enter the detector with only a few
GeV, they have vanishing radiative losses and hence do not
produce isotopes along their tracks. Therefore, powerful cuts
on isotopes produced by stopping muons can be made by
concentrating cuts at the ends of their tracks.

The precision of predicting isotope yields, which is mostly
limited by the uncertainties in hadronic processes, is typically
a factor of ≈2. For example, in Super-Kamiokande [33], the
FLUKA-predicted yields of some isotopes agree with mea-
surements within a few tens of percent; some are off by a
factor ≈2–3. In Borexino [34], FLUKA predictions also agree
well with experimental measurements. A few tens of percent
agreement is found for some isotopes, but a factor of 2–4 for
some others. As for the predicted yields from GEANT4, a factor
of ≈2 agreement with data is observed for some isotopes,
while a few differ by a factor of ≈10. Overall, a factor of ≈2
precision is adequate as isotope yields usually differ by orders
of magnitude. Because the decay time profiles and energy
spectra are known from laboratory data, all that is needed
is the yield constants. Theory is needed to get the predicted
yields close enough to identify the key physical processes and
to develop cuts, and then these predictions can be refined with
experimental measurements.

There are multiple ways to cut the background βs from
unstable-isotope decays. The basic concepts of spallation
cuts can be explained in a simplified picture. While neutrino
signals are uniform in the detector, spallation backgrounds are
highly correlated with muons. One strategy is a cylinder cut,
where one discards all events inside a cylinder of radius R
surrounding each muon track in a time window of duration
�t . The values of R and �t are chosen such that both cut
efficiency and the resulting dead time are acceptable. For ex-
ample, in Super-Kamiokande solar neutrino analyses, �90%
of the isotopes can be rejected with �20% dead time via a
likelihood-based version of this approach. Separately, one can
also cut on shower energy, because isotope yields rise with
increasing muon energy losses. In Super-Kamiokande, about
60% of the spallation yields could be cut by rejecting the
2% of muons with the highest energy losses [24]. Finally,
more advanced cuts use reconstructions of the shower profiles
[25,28]. Instead of cutting a whole cylinder for each muon,
one could only cut where isotopes are made—the rare shower
regions. This technique is under development for solar neu-
trino detection in Super-Kamiokande.

III. SPALLATION BACKGROUNDS IN DUNE

We calculate muon-induced spallation backgrounds for
MeV astrophysics studies in DUNE. Under some reasonable
assumptions about the detector properties, we present our
simulation inputs, the calculated isotope production rates,
and the component background spectra. We show that the
spallation backgrounds are low after a simple two-step cut we
propose and could be improved.

A. Basic facts of DUNE

Located 4850 ft (4300 m.w.e.) underground in the Home-
stake mine, the DUNE far detector will have two 10-kton
(fiducial) modules of LArTPC deployed by 2024 [13], and
two more modules later.

The LArTPC technique that DUNE will use is superb in
tracking and calorimetry performance [13–19,35]. Charged
particles cause ionization and excitation of argon atoms.
The ionization electrons then drift to wire planes at a
speed of �1.6 mm μs−1 under an applied electric field
of �500 V cm−1 and form a two-dimensional (2-D) parti-
cle track [16]. Combined with the timing information from
prompt scintillation light emitted by argon excimer states, one
can reconstruct the three-dimensional (3-D) image.

For all three astrophysical sources we consider, the neu-
trinos either elastically scatter off electrons or have charged-
current interactions with argon nuclei. In the elastic-scattering
channel, the final state is an electron. In the charged-current
channel, there would be one electron plus multiple γ rays
from 40K∗ de-excitations. These γ rays do not typically over-
lap with the outgoing electron in space, because the 14-cm ra-
diation length [29] is much larger than the position resolution
in DUNE (�0.5 cm [16]). The ability to detect these γ rays
has recently been demonstrated for ArgoNeuT [36]. A precise
γ -ray energy reconstruction would aid neutrino energy recon-
struction and help signal and background separation (details
below). However, we conservatively assume no ability to
separate charged-current events and elastic-scattering events,
and take the signal for both channels to be one outgoing
electron, following Ref. [1].

Given such neutrino signals, we take the backgrounds to
be just the βs from spallation isotope decays, including the
radioactive decay types of β, β + γ , and β + n, of which the
first is vastly dominant. We especially focus on the energy
range above 5-MeV electron energy, which could be a rea-
sonable choice (see Ref. [16]), although the energy threshold
could vary in different analysis programs. We also remark
on the background rates below 5 MeV to help with trigger
design. In addition, we expect good energy reconstructions
for the spallation βs, because their energies (�20 MeV) are
well below the electron critical energy of 45 MeV [37],
and hence radiative losses are minimal [38]. When smearing
the background spectra in Sec. III E, we use a 7% energy
resolution [16], of which the specific value has little effect on
the continuum spectra, except for the tails. In the Appendixes,
we show results for 20% energy resolution.

Our assumption of no tagging on the charged-current de-
excitation γ rays is conservative for two reasons. First, if when
detecting an electron, one could reliably detect an associated
γ ray, then this would allow better reconstruction of the
neutrino energy in charged-current events, moving the signal
spectrum significantly to higher energies (�4 MeV) while
changing background spectrum much less (�1 MeV), greatly
improving the physics case, because the backgrounds would
be much less relevant. Second, this would also allow one to
easily separate charged-current events (mostly β + γ ) from
spallation events (mostly β), based on topology, again greatly
improving the physics potential.
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B. Setup of the calculation

We use the Monte Carlo code FLUKA [39,40] (version
2011.2x-1) to simulate muon propagation in liquid argon.
FLUKA is a well-known package for simulating particle trans-
port and interactions in matter on an event-by-event basis.
For hadron-nucleus interactions, FLUKA uses its own PEANUT

model [41,42]. It describes target nuclei with a local Fermi
gas model, and hadronic inelastic interactions in a general-
ized intranuclear cascade (GINC) approach, where the cross
sections used are a mixture of tabulated data and parametrized
fits. The GINC step continues until all nucleons are below 30–
100 MeV and all non-nucleons (typically pions) are decayed
or absorbed. Then the preequilibrium stage takes over, which
is mostly based on the geometry-dependent hybrid model.
At the end of the preequilibrium stage, a compound nucleus
(Z,N) with known momentum and excitation energy is left,
starting from which the evaporation-fission-fragmentation
stage is modeled. When the excitation energy of the residual
nucleus is below the particle emission threshold, the remain-
ing energy is released through γ emission.

In our simulations, the PRECISION card is used. All rel-
evant electromagnetic processes and hadronic processes are
included, such as ionization, bremsstrahlung, pair produc-
tion, photonuclear, Compton scattering, pion production and
transport, photodisintegration, low-energy neutron interac-
tions, etc. We switch on EVAPORAT and COALESCE through
the PHYSICS cards to enable accurate residual nuclei scoring.
When we calculate isotope production yields, the RADDECAY

card is switched off to make sure that only the isotopes
produced by muon spallation are counted, i.e., not including
daughter nuclei from spallation isotope decays (such as 39Ar
from 39Cl decay). It is later switched on when we simulate
radioactive decays.

The first main input is the detector setup. Each module is
a box of liquid argon (active volume), with dimensions 58 m
(l) × 14.5 m (w) × 12 m (h). To match the 10-kton fiducial
mass, for which our results are calculated, we assume that the
fiducial volume has dimensions 56 m (l) × 12.5 m (w) ×10m
(h). The detector material is natural argon, consisting of
99.6% 40Ar, 0.3% 36Ar, and 0.1% 38Ar. Chemical impurities
(water, air, etc.) and radioactive impurities (39Ar, 42Ar) have
tiny abundances, so we ignore them as possible targets for
muons. Outside of the active volume, we include 2 m of rock
to induce full showers but not significantly affect the muon
spectrum. The rock chemical composition follows that given
in Ref. [43]. In reality, there is ≈1 m of LAr cryostat layer
outside of the active volume. We have verified that our calcu-
lated isotope yields in the fiducial volume are not affected by
more than a few tens of percent if we included that extra LAr
layer in the simulation. This is expected, because the 2 m of
rock has enabled full shower development, and the production
of muon secondaries is nearly material independent.

Figure 1 shows the other main input, the simulated cosmic-
ray muon spectrum, averaged over zenith angles, at the DUNE
underground site, based on the simulations of Kudryavtsev
et al. [44–46]. In their calculations, the sea-level muon flux
follows Gaisser’s formula [47], modified for large zenith
angles and prompt muon flux with the best fit to the large

FIG. 1. Simulated cosmic-ray muon flux at DUNE (4850 ft un-
derground) as a function of muon total energy [44–46]. The dashed
line near 2 GeV corresponds to the minimum-ionization energy loss
for a vertical muon passing through DUNE’s fiducial volume. The
dashed line at 484 GeV shows the muon critical energy in liquid
argon.

volume detector (LVD) data [48]; muon propagation through-
out the rock is then carefully modeled in MUSIC/MUSUN

[45,49]. The good agreement with the measured muon flux
by the Davis experiment [50] and the Majorana Demon-
strator [51] shows that this simulated muon spectrum
should be reliable. We plot the spectrum as E d	/dE =
2.3−1 d	/d log10 E , so that the relative heights at different
energy decades correctly represent their relative contributions
to the total flux of 	μ = 5.66 × 10−9 cm−2 s−1. The muon
rate in four modules of DUNE will be �0.2 Hz, roughly
10 times lower than that for Super-Kamiokande. The muons
have an average energy of 283 GeV. The minimum kinetic
energy required for a muon to vertically pass through DUNE’s
fiducial volume is �2 GeV, so �2% of the muons would stop
in the detector. The muon critical energy is 484 GeV in argon
[29]; muons at higher energy dominantly lose energy through
radiative processes and hence are more likely to make showers
and produce isotopes.

There are two main simplifications we adopt for the pri-
mary muons. One is that we only simulate μ−, because the
energy losses and hence isotope production rates of μ+ are al-
most identical. The only difference comes for stopping muons
(details in Sec. II), for which we could correct the relevant
isotope yields with the expected μ+/μ− ratio of 1.38 [44–46],
but we choose not to because of negligible differences (details
in Sec. III C).

The other simplification is about muon injection. We inject
single muons above the rock, vertically downward at the cen-
ter of the detector. (Muons that miss the detector are discussed
separately below.) In reality, muons arrive with a variety of
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angles and positions, which can be easily measured. Once the
muon track is localized, there is no difference in the analy-
sis procedure compared to a vertically throughgoing muon.
All that matters is the muon track length, because isotope
production is a Poisson process. According to MUSIC/MUSUN

[44–46], most muons are downward going. They have a mean
zenith angle of 〈cos θz〉 � 0.9, resulting an average path length
of h/〈cos θz〉 � 11 m, very close to the fiducial-volume height
(h = 10 m). Besides the single-muon case, there can be two
muons appearing in a readout time window (�5.4 ms [16]),
either due to muon bundles from cosmic-ray showers or an
accidental coincidence (�1 per day per module). If these
muons are far from each other, then they can be treated
separately. If they are close, such that their possible showers
could overlap, then one could apply a wider cylinder cut. The
results are not appreciably affected by our simplifications.

With the specified inputs, we expect three main outputs
from FLUKA: the isotope yields, the energy spectra of the
isotope decay products, and the time and spatial correlations
between the decay secondaries and the muons. We record
the first from the RESNUCLEI card, which directly returns
per-muon isotope yields, and the latter two from a modified
mgdraw.f subroutine.

In addition to the RESNUCLEI card, isotope yields can be
recorded from subroutine usrrnc.f and mgdraw.f as well.
In usrrnc.f, isotopes are identified with the arguments IZ
(atomic numbers) and IA (mass numbers). In mgdraw.f, we
note that isotopes are divided into two categories, both of
which should be accounted for, to get the correct yields.
Some isotopes are characterized with the arguments ICRES
(residual nucleus atomic number) and IBRES (mass number).
Some isotopes, mostly with small mass numbers, are treated
as heavy ions, whose charge and mass number are stored in
the arguments ICHEAV and IBHEAV. As expected, these three
counting methods return the same values of isotope yields.

C. Predicted isotope yields

The isotope yields reveal key features of spallation produc-
tion processes in argon. We find that there are about 100 dif-
ferent isotopes produced in DUNE, but only about 10 isotopes
contribute significantly to the background rate above 5 MeV.
The underlying physics can be explained by a two-group
structure. Below, we summarize our results, highlighting the
differences in three characteristics between high-A (Ar, Cl,
S, etc.) isotopes and low-A (Li, Be, B, etc.) isotopes, with
corresponding details given in Table I.

The first difference concerns decay properties. In gen-
eral, β-decay Q values and half-lives follow Sargent’s rule,
t1/2 ∝ Q−5 [30], although nuclear-structure differences cause
deviations. In DUNE, high-A isotopes mostly have small Q
values (�2–3 MeV) and long half-lives (minutes to years).
Only a few isotopes from the high-A group can decay to
βs above 5 MeV, among which 40Cl is the one with the
largest Q value (7.48 MeV). In contrast, low-A isotopes often
have large Q values (≈10–20 MeV) and short half-lives
(milliseconds to seconds). The largest Q value in DUNE
is 21 MeV, for 14B and 11Li, which determines the end of
the background energy range. We show in Sec. III E that

these two isotopes and a few others with large Q values are
completely rejected after a 250-ms cut, due to their short
half-lives.

The second difference is the production mechanism. High-
A isotopes are mainly produced by neutrons and γ s, while
pions are only responsible for �10% of them. Some domi-
nant production processes for those isotopes are for example,
40Ar(n, γ )41Ar, 40Ar(γ , n)39Ar, 40Ar(n, p+ 2n)38Cl, and
40Ar(n, α + 3n)34S. In contrast, low-A isotopes are mostly
made from pions and neutrons breaking 40Ar into pieces. For
example, the ratio of 8Li, 12B, and 13B produced by (π+ :
π− : n) � (1 : 2 : 1), (3 : 4 : 4), and (2 : 3 : 3), respectively.
Typically, a dominant production channel does not exist.

The third difference is production yields. High-A isotopes
typically have large yields. The most abundantly produced one
is 41Ar, which has a yield of 0.47 per muon, corresponding
to 1600 per day in one module. Next is 39Ar, with a yield
of 0.35 per muon. These two together comprise 82% of the
unstable isotope yields. In contrast, low-A isotopes are made
much more rarely. The highest yield from the low-A group is
�1.4 × 10−3 per muon (�5 per day) from 8Li, while a typical
yield is even smaller, of order 10−4 or 10−5 per muon.

Table I shows the decay properties (from Refs. [52,53]) and
predicted production yields of selected isotopes in DUNE.
The average production yield of all isotopes is �1.5 per
vertical muon, of which�1 per muon are β unstable, although
the production rate of troublesome isotopes is much lower,
as described below. The statistical variation of this average
isotope yield is negligible, given the huge number (�4 × 109)
of primary muons we use in the simulation. In the top, we list
isotopes relevant to the backgrounds above 5 MeV. Its upper
part contains the isotopes that make at least one background
event per year, among which each of the 10 isotopes in bold
individually makes more than 1% of the total background. Its
lower part contains the isotopes that will be decimated by the
250-ms cut (details below). In the bottom, we list selected
isotopes that either are stable or have small Q values. Overall,
we see that most backgrounds above 5 MeV are from low-A
isotopes (near oxygen), while abundantly produced high-A
isotopes (near argon) are more important for the energy range
below 5 MeV.

The production yields shown in Table I are dominantly
due to through-going muons, with only a small fraction from
stopping μ−. Once μ− are stopped in DUNE, 76% of the
time they make isotopes though nuclear capture. For most
isotopes, the yields from μ− capture are orders of magnitude
lower than those due to through-going muons. However, 36%
of 40Cl and 8% of 38Cl are made by μ− capture. With the
suggested μ+/μ− ratio of 1.38, the yields of 40Cl and 38Cl
would differ by ≈20% and ≈5%, respectively, which is below
the precision of our calculation, so we neglect the muon
charge ratio correction in our subsequent discussions.

We compare our predicted isotope yields with those of
previous papers. Franco et al. [22] used FLUKA to simulate the
spallation backgrounds in a 100-ton fiducial LArTPC, which
is inside a scintillator sphere within a water tank. Their dark-
matter-detection-style detector and DUNE have very different
strengths. The detector in Ref. [22] has a very low energy
threshold and excellent intrinsic radio purity. Although this
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TABLE I. Simulated isotope production yields in DUNE. The conversion factor from the 5th to 6th column is 3423. Yields above 0.01
per muon are quoted with three digits after the decimal; smaller yields are expressed in scientific notation. Top block (upper part): Isotopes
that survive the 250-ms cut (discussed below) and make �1 event yr−1 (10 kton)−1 above 5 MeV, sorted by Q values. Isotopes making more
than 1% of the total are in bold. Top block (lower part): Isotopes eliminated by the 250-ms cut (making �1 event (10 yr)−1 (10 kton)−1 above
5 MeV), sorted by Q values. Bottom block: Isotopes that do not cause backgrounds above 5 MeV, sorted by yields, showing only those with
�0.01 per muon.

Isotope Q value Half-life Decay mode Yield Yield
[MeV] [s] [per vertical muon] [day−1 (10 kton)−1]

8B 16.96 0.77 β+ 9.3×10−5 0.32
9C 15.47 0.13 β+ 9.4×10−6 0.032
18N 13.90 0.62 β− 1.0×10−5 0.034
9Li 13.61 0.18 β−(49%), β−n(51%) 2.9×10−4 0.99
8Li 12.98 0.84 β− 1.4×10−3 4.8
11Be 11.51 13.76 β−(55%), β−γ (45%) 1.0×10−4 0.34
8He 10.66 0.12 β−γ (84%), β−n(16%) 7.2×10−5 0.25
16N 10.42 7.13 β−(28%), β−γ (72%) 4.6×10−4 1.6
15C 9.77 2.45 β−(37%), β−γ (63%) 1.2×10−4 0.41
26Na 9.35 1.07 β−γ 1.1×10−4 0.38
27Na 9.01 0.30 β−γ 2.1×10−5 0.072
17N 8.68 4.17 β−(5%), β−n(95%) 1.3×10−4 0.45
30Al 8.57 3.62 β− 4.1×10−4 1.4
23F 8.48 2.23 β−(30%), β−γ (70%) 1.2×10−5 0.041
16C 8.01 0.75 β−n 2.1×10−5 0.072
31Al 7.99 0.64 β−(65%), β−γ (35%) 9.7×10−5 0.33
29Mg 7.61 1.30 β−(27%), β−γ (73%) 1.8×10−5 0.062
40Cl 7.48 81 β−(85%), β−γ (15%) 7.9×10−3 27
20F 7.02 11.16 β−γ 5.8×10−4 2.0
34P 5.38 12.43 β−γ 3.4×10−3 12
38Cl 4.92 2234 β− 0.031 110
14B 20.64 0.012 β−γ 1.1×10−5 0.038
11Li 20.62 0.009 β−n 1.4×10−5 0.048
12N 17.34 0.011 β+ 6.5×10−6 0.022
13O 16.75 0.009 β+ 6.6×10−7 0.002
13B 13.44 0.017 β−(92%), β−γ (8%) 2.2×10−4 0.75
12B 13.37 0.020 β− 5.5×10−4 1.9
32Al 13.02 0.032 β−(85%), β−γ (15%) 7.9×10−6 0.027
12Be 11.71 0.021 β− 3.5×10−5 0.120

41Ar 2.49 6.6×103 β− 0.474 1600
39Ar 0.57 8.5×109 β− 0.354 1200
38Ar stable 0.274 940
37Cl stable 0.048 160
39Cl 3.44 3.3×103 β− 0.044 150
34S stable 0.034 120
36Cl 0.71 9.5×1012 β− 0.032 110
35S 0.17 7.5×106 β− 0.024 82
36S stable 0.024 82
37Ar 0.81 3.0×106 EC 0.030 100
35Cl stable 0.014 48
33S stable 0.012 41
32P 1.71 1.2×106 β− 0.010 34
33P 0.25 2.2×106 β− 0.010 34
30Si stable 0.010 34

sum (top block, upper part) 0.046 160
sum (top block, lower part) 0.001 3
sum (bottom block) 1.394 4700
sum (total) 1.441 4900
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kind of detector drifts charge, the main detection strategy is
collecting light. In contrast, DUNE is a “tracking” detector,
primarily collecting charge, and the much larger volume
ensures much larger statistics, although the energy threshold
in DUNE is higher. Nevertheless, the detection material in
both detectors is LAr, so we could compare our calculated
spallation yields with the 75 isotope decay rates listed in
their Table A. For the relative yields, there is good agreement
for most isotopes, although several less important isotopes
show discrepancies that can be explained. Some of those
(9C, 32Al, 30S, etc.) have large yield uncertainties in Franco
et al.’s simulation, due to their low statistics. Others are
extremely long-lived isotopes (14C, 32Si, 39Ar, etc.), so the
comparison between our production rates and their decay rates
is not valid, because these isotopes will not be in equilibrium.
For the absolute yields, if we take their muon track length
as the detector height, then our yields are a factor of 2–3
higher. Our results should agree when normalized by volume
or muon track length, as the muon spectrum is similar, the
target is similar (the LAr is the same; while the presence of
surrounding material is important, its composition is not), and
we both use FLUKA (which can have some changes over time).

To investigate this discrepancy further, we have done our
own simulations for the detector setup of Ref. [22] and find
yields per volume or muon track length comparable to ours
for DUNE, i.e., higher than those of Ref. [22] by the factor
of 2–3 noted above. However, we can recover their results if
we ignore the surrounding material, i.e., if we start the muons
just outside the fiducial volume instead of outside the full
detector. The physical reason for the difference would then
be that showers are not fully developed. We have discussed
this with the lead author of Ref. [22], who agrees this may be
a possible explanation for their results being different, and this
is being investigated further.

We also compare our isotope yields with previous results
that are from a different simulation package. Barker et al. [20]
used GEANT4 and listed about 20 high-A isotope production
rates in their Table VI. For half of them, including some
important ones such as 40Cl, 38Cl, 34P, etc., we find a good
agreement, within a factor of ≈2. For some rarely produced
isotopes (37P, 33Cl, 35Ar, etc.), our yields are a factor ≈0.1
of theirs. However, even with Barker et al.’s yields, those iso-
topes would still be unimportant, due to other much more fre-
quently produced isotopes that have similar decay Q values.
For 39Ar and 41Ar, when we remove the rock layer and count
in the active volume, as in Ref. [20], our yields are a factor
≈10 of theirs. We note the correlations of their production
channels, i.e., 40Ar(n, γ )41Ar, 40Ar(γ , n)39Ar. Nevertheless,
these two isotopes are not particularly problematic due to their
low Q values. We think it is possible that the nuclear breakup
models in FLUKA and GEANT4 differ enough to cause the factor
of ≈10 differences for certain isotope yields, as has been seen
in Ref. [34]. Gehman et al. [21] took muon-induced neutrons
coming from the rock as the primary particles, so their yields
are subdominant to ours (details in Sec. III E).

In summary, we believe our spallation predictions for
LAr to be the most complete and accurate available. We are
pursuing plans to measure the most important spallation yields
in near-surface argon detectors, which will help normalize

FLUKA predictions. In addition, new reaction measurements
(e.g., Ref. [54]) will help.

D. Overview of spallation spectrum in DUNE

Given the predicted isotope yields and the β-decay proper-
ties of each isotope, we calculate the all-isotope background
energy spectra and time distributions from FLUKA. We hold
off on applying energy resolution until the next subsection,
to provide a useful starting point in case the DUNE energy
resolution turns out to be better than assumed below.

Getting the individual β spectra right is important. For
most decays, the spectrum is specified completely by the Q
value. For some isotopes, extra care is needed. For example,
36P has a Q value of 10 MeV, but the probability to decay
to the branch with the highest endpoint energy (7 MeV) is
only 1% [52]. Both 8Li and 8B have special spectral shapes,
because they decay to the 8Be 2+ continuum state, which
has an excitation energy of 3 MeV and a width of 1.5 MeV
[55–57]. FLUKA simulates their decays correctly. We find
two problems when cross checking the decay spectra from
FLUKA with the analytic spectra given the nuclear data from
Refs. [52,53]. One is 11Li, for which the endpoint energy in
FLUKA is incorrect. The other is 11Be, which FLUKA does not
simulate. For these, we use analytic spectra.

In addition, some decays are more complex than just β de-
cays, producing also γ rays or neutrons. γ s produce electrons
through Compton scattering or pair production, with radiation
length 14 cm [29]. Neutrons typically travel many meters
and eventually get captured on 40Ar, making γ s, which then
Compton scatter or pair produce electrons. Unlike in water
or scintillator, here the original β and the γ (or n) induced
electrons from the same decay can be well separated, due to
the good position resolution in DUNE (�0.5 cm). Thus, we
only focus on the βs from spallation isotope decays and ignore
the energy deposited by the accompanying γ s or neutrons, if
any.

Figure 2 (left panel) shows the total spallation β spectrum
in DUNE, with several components shown individually to
explain the breakpoints near 2, 5, 15, and 20 MeV. The
rate scales corresponding to these breakpoints are roughly
104, 101, 10−1, and 10−4, spanning almost 10 orders of
magnitude, showing the large variations among the isotope
yields. From the individual components, we see that high-A
isotopes (near argon) have large yields and dominate the
spectrum at low energy, while low-A isotopes (near oxygen)
have small yields and dominate the spectrum at high energy.
The clear separation of high-A and low-A isotopes shown here
makes visual the points made above about Table I. Only 0.2%
of the spallation βs appear above 5 MeV, corresponding
to 0.002 per muon or seven events per day in each
module.

Figure 2 (right panel) shows the spallation isotope decay
time distributions relative to the cosmic-ray muons. Because
we use a log time axis, we plot the decay profile for each
isotope with half-life t1/2 as t dN/dt = 2.3−1 dN/d log10 t ∝
(t/t1/2) × 2−t/t1/2 , which shows the number of decays per
log time. We see this generic shape for different isotopes,
while the decay time scales vary greatly. High-A isotopes
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FIG. 2. Spallation spectra in DUNE before cuts (assuming equilibrium between isotope production and decay). Left panel (a): Energy
spectra of spallation βs (no energy smearing yet). Blue solid line: total spallation rate. Green dashed lines: βs from selected high-A isotopes.
Red dashed lines: βs from selected low-A isotopes. Right panel (b): Time profile of spallation βs, normalized per vertical muon, with the same
labeling conventions.

are typically long-lived. Even though they are less important
for higher energies in DUNE, they could form a steady-state
background once production and decay reach equilibrium,
which may affect the trigger rate. For example, 41Ar (Q =
2.5 MeV) saturates after half a day of exposure, resulting a
steady decay rate of 1600 events per day in each module of
DUNE. Another high-A isotope, 39Ar (Q = 0.6 MeV), has a
similar production rate, but its half-life is extremely long (268
yr). We expect that 39Ar made from spallation has a decay
rate of only 3 per day after 1 yr of operation, while it would
increase to 30 per day once DUNE has run for 10 yr, which
is still insignificant compared to the rate (≈10 MHz) due to
the pre-existing 39Ar in the atmospheric argon that DUNE
will use [35]. Low-A isotopes, the dominant source for the
backgrounds at higher energies, are typically short-lived. This
is a crucial point for successful background cuts.

E. Spallation backgrounds after cuts

Even though the detector performance and analysis proce-
dures of DUNE in the MeV energy range are not available
yet, it would be valuable to estimate how much backgrounds
can be reduced. In this subsection, we propose a two-step
spallation cut as an example. We smear the energy spectra
with 7% resolution and choose 5 MeV as the energy threshold
(i.e., the after-smearing background events below 5 MeV are
automatically rejected).

The first-step cut is a time cut, discarding events with
t < 250 ms for each whole module with a muon, assuming an
energy threshold of 5 MeV. The time cut mainly rejects those
short-lived low-A isotopes that dominate at higher energies.
We choose 250 ms as long enough to reject those backgrounds
and short enough to not introduce significant dead time. In
addition, this means that time resolution becomes irrelevant

as the 250 ms is much longer than the few-ms readout time.
Because the muon rate is low (�0.05 Hz per module), the dead
time from this cut is only �1%. With only the time cut, long-
lived high-A isotopes that dominate the isotope production
yields still exist, as shown in Fig. 2 (right panel). However,
having a 5-MeV threshold rejects almost all of them, because
those high-A isotope decays are dominantly at lower energies,
as shown in Fig. 2 (left panel). Thus, after the first-step
cut, one should have a softer energy spectrum and a much
smaller background rate. The concepts behind this simple
cut proposed here could work well for detectors besides
DUNE.

Figure 3 (left panel) shows the spallation background
energy spectrum after the first-step cut. Note that these spectra
now have energy resolution included. Above 5 MeV, 48%
of the backgrounds are rejected, which is entirely due to the
250-ms cut. Its more important effect is to lower the endpoint
of the background spectrum. Precut, the spectrum at high
energies (�18 MeV) is dominated by 11Li and 14B, both of
which have a Q value of 21 MeV and a half-life of 10 ms.
Postcut, only a fraction ≈10−7 of them remain, corresponding
to a negligible decay rate of ≈10−6 per year. Now, the residual
backgrounds at high energies are mostly due to 8Li, with 8B
becoming comparable near the endpoint; at low energies, a
few high-A isotopes are important. Even though some of them
(such as 38Cl and 34P) barely decay to betas above 5 MeV,
they could be visible due to large production yields and energy
smearing effect.

Figure 3 (right panel) shows the spallation background
time profile after the first-step cut. Above 250 ms, 99.9% of
the backgrounds are rejected, which is entirely due to the
5-MeV threshold. Once we focus on those higher energy
events, there are no decays at large time delays any more,
which motivates our follow-up cuts.
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FIG. 3. Spallation spectra in DUNE after the first-step cut (discard events with t < 250 ms), assuming a 5-MeV energy threshold. Events
in the gray shaded regions are discarded, which introduces 1% deadtime. Left panel (a): Energy spectra of spallation βs (with nominal 7%
energy resolution). Blue dotted line: precut spallation spectrum. Blue solid line: postcut spallation spectrum. Green dashed lines: βs from
selected high-A isotopes. Red dashed lines: βs from selected low-A isotopes. Right panel (b): Time profile of spallation βs, normalized per
vertical muon, with the same labeling conventions.

The second-step cut is a cylinder cut for through-going
muons, discarding events with R < 2.5 m and t < 40 s, and
a sphere cut for stopping muons, discarding events with R <

3 m and t < 10 min. As noted, in DUNE it will be easy
to determine the muon positions. Through the correlations
between the background events and the parent muons, we can
cut the backgrounds further. A key variable is the perpendicu-
lar distance of the backgrounds to the muon track.

Figure 4 shows the cumulative distance distribution of
spallation βs relative to the muon track. We find that, on
average, 99% of the decays happen within 2.5 m. Isotopes
decay nearly at the same places as where they are born, so the
distribution shown here also reveals the isotope parent particle
(γ , n, π ) absorption distances. Neutron behavior in LAr is
highly energy dependent. High-energy neutrons efficiently
make isotopes. They typically die within a few meters, as
shown in Fig. 4, because of large inelastic hadronic cross sec-
tions. Low-energy neutrons (�10 MeV) do not make isotopes
except for 41Ar. They have to travel much longer distances to
lose enough energy through elastic scattering, and eventually
get captured via 40Ar(n, γ )41Ar or escape. Once they are
captured, the emitted γ s could cause backgrounds (details in
Appendix D 3).

The measured isotope decay distances relative to the muon
track could differ from that shown in Fig. 4, due to the
potential movements of the isotopes prior to their decays. One
cause could be fluid motion in LAr, which is expected to
have a speed �3 cm s−1 [18]. In addition, spallation isotope
ions could drift under the electric field. Those isotopes could
be created in a fully ionized state but would quickly catch
electrons from argon until they are singly or doubly ionized
and drift with a speed typically �1 cm s−1, about five orders
of magnitude lower than that of electrons [58]. With such

speeds, most background isotopes in Table I would only
drift for negligible distances, �10 cm, before decay. Thus,
our proposed cuts below would not be affected at all. Two
exceptions are for 40Cl (t1/2 = 81 s) and 38Cl (t1/2 = 2234 s).
Because of their long half-lives, the nominal drift distances
would be of order 1 and 10 m, respectively. In principle,
one could develop likelihood-based techniques that take into

FIG. 4. Reverse cumulative distribution of spallation βs that
survive from the first-step cut in perpendicular distance to the muon
track.

055810-9



GUANYING ZHU, SHIRLEY WEISHI LI, AND JOHN F. BEACOM PHYSICAL REVIEW C 99, 055810 (2019)

FIG. 5. Spallation spectra in DUNE after both the first-step and second-step cuts. The total dead time is 5%. Note the change of energy
and time ranges compared to Fig. 3. Left panel (a): Energy spectra of spallation βs (including 7% energy resolution). Blue dotted line: precut
spallation spectrum. Blue solid line: postcut spallation spectrum. Green dashed lines: βs from selected high-A isotopes. Red dashed lines: βs
from selected low-A isotopes. Gray dash-dotted line: remaining postcut backgrounds from the isotopes not listed individually. Right panel (b):
Time profile of spallation βs, normalized per vertical muon, with the same labeling style. The sharp feature at 40 s is due to the time duration
of the cylinder cut.

account the isotope drift and the maximum drift distances
allowed in the detector to reject these two isotopes. Our simple
cuts do little to reject these two long-lived isotopes, which
means even though they drift out the cylinder, our postcut
backgrounds would not be appreciably affected. Therefore,
the simulated distances shown in Fig. 4 should fulfill our
purpose.

The cylinder cut is especially useful for rejecting short-
lived isotopes. The cut efficiency and resulting detection dead
time can be estimated with the predicted spatial and time
distributions of the backgrounds to the parent muons. The
remaining background flux after an (R,�t ) cylinder cut is

dN ′

dE
(E ) =

∑
i

dNi

dE
(E )

× (Pi (D > R) + Pi (D < R)Pi (t > �t )), (1)

where
∑

i denotes a sum over all background isotopes. For
each isotope, Pi (D > R) represents the fraction of decays
outside the cylinder of radius R. The averaged value over all
background isotopes in DUNE can be extracted from Fig. 4.
Similarly, for each isotope with half-life t1/2, Pi (t > �t ) =
2−�t/t1/2 represents the fraction of the decays outside the time
window of duration �t . The resulting dead time given the
muon flux and the detector geometry described in Sec. III B
is accordingly

f (R,� t ) � 	μ π R2 �t

� 1.8 × 10−4

(
R

1m

)2(
�t

1 s

)
. (2)

In DUNE, the (2.5 m, 40 s) cylinder cut in the second step
would cause a 4% dead time.

The stopping-muon cut can better reject those relatively
long-lived isotopes, as one can afford a larger time window
than for the cylinder cut. Stopping muons have much lower
rates than through-going muons. In DUNE, the per-module
stopping muon rate is only 0.001 Hz. With the (3 m, 10 min)
stopping-muon cut in the second step, all the 36% of 40Cl
made through 40Ar(μ, νμ)40Cl could be removed, and the
dead time is �1%.

Figure 5 (left panel) shows the spallation energy spectrum
after the second-step cut. Under this simple cut, only �3%
of the backgrounds above 5 MeV remain. The postcut flux in
the low-energy end is dominantly from 38Cl and 40Cl. In the
more important energy range above 8MeV, 8Li and 11Be make
�86% of the remaining backgrounds. This cut efficiency is
basically limited by the cylinder time window �t for high-A
isotopes (low-energy spectrum) and by the cylinder radius
R for low-A isotopes (high-energy spectrum). This can be
understood from Eq. (1). For all isotopes, the decay fraction
outside of the cylinder, P (D > 2.5m), is typically �1%, as
shown in Fig. 4, while the decay fraction outside of the time
window, P (t > 40 s), could be as big as 76% for high-A
isotopes with half-lives of order 100 s and as small as 10−12

for low-A isotopes with half-lives of order 1 s (and 6% for
10 s). This suggests that a set of cylinders might be useful if
one wants to have a good cut efficiency in the entire energy
range.

Figure 5 (right panel) shows the spallation time profile
after the second-step cut. The decays at extreme time delays
(<250 ms and�104 s) are already gone after the first-step cut,
as shown in Fig. 3. In the remaining time window, the cylinder
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FIG. 6. Chart of β-unstable nuclides with known Q values and half-lives T1/2 (data from Refs. [59–61]). We seek to identify isotopes that
could be hard to cut in detectors for high-energy (>5 MeV) neutrinos; here we are agnostic about detector materials or isotope production
rates. Red stars identify nuclides with Q > 10 MeV and T1/2 > 5 s. These are extreme outliers to Sargent’s rule (see inset). Gray squares
identify remaining nuclides, which could be irrelevant or important before cuts, but which would be at most somewhat important after cuts. Of
the four isotopes with red stars, two are important in DUNE: 11Be (Q = 11.51 MeV, T1/2 = 13.76 s) and 16N (Q = 10.42 MeV, T1/2 = 7.13 s).
The other two, which may or may not be important in any realistic detector, are 36P (Q = 10.41 MeV, T1/2 = 5.6 s) and 48K (Q = 11.94 MeV,
T1/2 = 6.8 s).

cut helps reject the backgrounds at small time delays (<40 s),
appearing as a sharp drop in Fig. 5 (right panel). For events
at large time delays (>40 s), only the stopping-muon cut has
an effect, rejecting 36% of 40Cl. Now, the residual spectrum
seems to tell us that the high-A isotopes, 38Cl and 40Cl, are
the most important ones. However, note that the majority of
the energy range (8–15 MeV) is still covered by the low-A
isotopes, as shown in Fig. 5 (left panel).

This two-step spallation cut is very encouraging, and im-
provements are possible. Under this simple cut, the back-
grounds are already rejected by a factor of �1.7 × 104, re-
sulting an acceptable dead time of 5%, with 1% from the first-
step cut and 4% from the second-step cut. One improvement
would be using a shower cut. Isotopes are dominantly born in
hadronic showers, which are rare and have special character-
istics (greater fluctuations, transverse size, and muon and neu-
tron counts [62]), and hence should be easily identified in LAr.
Those showers usually extend ≈5 m (less than the detector
height) and, more importantly, not every muon showers. Com-
pared to the cylinder cut used here, cutting the shower region
for rare hadronic showers would enable a smaller cut volume
and a smaller cut frequency, and hence allow stronger cuts.

We assume that the efficiency for detecting muons that
enter the active volume is 100%. In principle, a muon could
clip just the corner of the active volume or pass through an
inactive region between wire planes (in the single-phase de-
sign), failing to trigger the detector. Indeed, this may happen,

but in such cases, the production of isotopes in the active
volume will be heavily suppressed. As noted above, the vast
majority of isotopes are made by secondary particles made in
showers, and typically, these showers are quite energetic. To
make isotopes in the active volume, a muon must generally
shower in the active volume, and this can identify the presence
of a muon even in cases when the muon itself is not detected.

So far, our focus is on the muons coming into the detector,
but there can be muons that miss the detector but send in
secondary particles. Neutrons are especially dangerous, as
they could enter the detector invisibly. Low-energy neutrons
can get captured and emit γ s in the fiducial volume. However,
their rate is much lower than that from radioactivities in the
rock (details in Appendix D 3). High-energy neutrons can
make isotopes, but they must be from the muons that are
close to the detector edge, because the isotope production
probability drops significantly when its distance to the muon
track gets larger, as shown in Fig. 4. Taking the 1 m of
active LAr shielding that is outside of the fiducial volume into
account, the isotope yield in the fiducial volume per muon-
in-rock would be �7% of the yield per muon-in-detector.
From simulation, we find that the isotope production yields
in the fiducial volume from the muon-induced neutrons in the
rock are typically three to four orders of magnitude lower
than those from through-going muons. They could be cut
further by recognizing the electrons and γ s accompanying
the incoming neutrons. If we cut incoming electromagnetic
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showers with deposited energies larger than 50 MeV, we find
that only �20% of the isotopes remain. Thus, we ignore
isotope production due to muons that miss the detector.

Interestingly, the isotopes that matter most in LAr are many
of the same isotopes that matter most in water- or scintillator-
based detectors: low-A isotopes of Li, Be, B, etc. (and for
water, also 16N). This may suggest a hidden universality—
regardless of the detector material, some of the same isotopes
show up as problems.

Figure 6 confirms our hypothesis. We take problematic iso-
topes to be those rare ones with both large Q values and long
half-lives. Among thousands of unstable nuclides, only four
meet this criteria, and, as expected, they are extreme outliers
to Sargent’s rule. In making this list, we discard isotopes that
decay primarily by nucleon emission or by electron capture,
as these decay modes will not be important in typical MeV
neutrino detectors. We do include those isotopes that decay
by β + γ decay, as some detectors can register γ rays as well.
Of the four isotopes we identify, 11Be is a known problem for
both scintillator-based and water-based detectors, and 16N is a
known problem for water-based detectors. The commonality
of problematic isotopes for argon-, water-, and scintillator-
based detectors does not end there. There are several others
that, while not identified in Fig. 6, are somewhat important af-
ter cuts due to their high production rates. These are typically
in the range near carbon and oxygen. Overall, Fig. 6 gives
helpful general guidance on spallation backgrounds.

IV. MEV POTENTIAL OF DUNE

The potential of MeV neutrino astrophysics in DUNE
is not fully studied. For high-energy (�5 MeV) solar neu-
trinos, Ref. [1] is the first comprehensive study, although
there have long been discussions of detecting solar neutrinos
with LAr [22,63–65]. On the supernova neutrino front, even
though dedicated efforts have been made to explore physics
opportunities and predict experimental signals in DUNE
[13–19,66–69], more work is needed to understand back-
grounds, triggers, reconstruction capabilities, etc., and simi-
larly for the diffuse supernova neutrino background (DSNB)
in LAr [12,70–72].

One essential step forward is to understand detector back-
grounds. Below, we focus on spallation backgrounds, both
pre- and postcut, as well as neutron-capture backgrounds and
other backgrounds, including through pileup. We evaluate
their impact on MeV program of DUNE from two aspects:
the absolute background rates compared to the signal rates and
how backgrounds would affect trigger design.

A. Solar neutrinos

We first summarize the predicted solar neutrino sig-
nals from Ref. [1], where 100-kton-yr exposure, 5-MeV
energy threshold, and 7% energy resolution are assumed.
The two signal channels are elastic-scattering interaction
νe,μ,τ + e− → νe,μ,τ + e− and charged-current interaction
νe + 40Ar → e− + 40K∗. They can be well separated by a
forward-cone angular cut, because elastic-scattering events
are forward peaked whereas charged-current events are nearly

FIG. 7. Solar neutrino signal rates [1] and spallation background
rates in DUNE, with nominal 7% energy resolution. (Other back-
grounds, due especially to neutron capture, which dominates at low
energy, are not shown.) The dead time imposed by the spallation cut
is not accounted for the signal rates. Orange solid line: total 8B signal
rates from charged-current channel and elastic-scattering channel.
Orange dashed line: total hep signal rates from the two channels.
Light blue shaded: precut spallation spectrum. Dark blue shaded:
postcut spallation spectrum (same as Fig. 5).

isotropic. For 8B signals, inside the cone, the elastic-scattering
channel dominates (≈104 events); outside the cone, the
charged-current channel dominates (≈105 events). For hep
signals, the sensitivity is largely from the charged-current
events above 11 MeV that are outside the cone (≈150 events).
Given the background rates we explain below, DUNE would
measure sin2 θ12 and�m2

21 with a factor of�1.5 and�3 better
precision, respectively, than all combined solar experiments to
date, a factor of �1.6 better precision on 8B flux than from
SNO, and make the first detection of the hep flux, with a
precision of 11%.

Figure 7 shows the solar neutrino signals and the spallation
backgrounds. For illustration purposes, we show only the
combined signal rate from the two detection channels (details
in Ref. [1]). Precut, spallation backgrounds are subdominant
but important. There are�2.4 × 104 background events above
5 MeV in 100 kton yr. After the two-step cut we propose in
Sec. III E, the backgrounds are reduced to �700 events above
5 MeV, as shown in Fig. 7. These postcut backgrounds are
negligible compared to both 8B and hep event rates, and the
imposed dead time is only 5%. For this and the next figure, we
show in the Appendixes versions where we adopt 20% energy
resolution.

B. Supernova neutrinos

The expected counts (mostly νe) from a supernova at
10 kpc are large, ≈800 in 10 s in each module [14]. This
only accounts for neutrino interactions in the detector. In
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principle, there could be another detection channel, due to
radiative captures of neutrons produced by supernova neutrino
interactions in the surrounding rock [73,74]. Unfortunately,
this process has a subdominant rate.

If we have independent information on when a supernova
is happening, spallation backgrounds are negligible. The total
background rate is �0.4 in 10 s in each module, and it reduces
to �0.001 if only the backgrounds above 5 MeV are counted.
On top of that, the backgrounds could be rejected further if
cuts (e.g., as proposed in Sec. III E) are applied. The harder
case, where one waits to trigger on a supernova, is discussed
below.

C. Diffuse supernova neutrino background

The DSNB is the flux of neutrinos emitted by all core-
collapse supernovae throughout the universe. While being
a unique probe for both stellar astrophysics and neutrino
physics, the DSNB has not been detected. Currently, the
strongest ν̄e flux limit is set by Super-Kamiokande [28,75,76].
Future progress could be made by the joint efforts from next-
generation experiments.

Three ingredients are needed to calculate the DSNB event
rates [11]. The first is the supernova neutrino emission spec-
trum. For each flavor, the neutrino spectrum can be ap-
proximated by a Fermi-Dirac distribution, where the two
parameters, total energy Eν,tot and temperature T , should be
determined from experiments, although there are oft-quoted
estimates. The second is the cosmic supernova rate. This is
closely related to the star-formation rate, which has been
measured. The third is the neutrino interaction cross sections
with argon. For the charged-current interaction that dominates
the DSNB signal rates, the uncertainty on the cross section
is energy dependent and not well quantified, though certainly
larger than 10% [1]. Following Ref. [77], which provides the
star-formation rate from Ref. [78], we calculate the DSNB
νe flux for neutrinos at T = 4, 5, and 6 MeV, and then
calculate the DSNB signal rates with the cross section from
Refs. [79,80].

Figure 8 shows our calculated DSNB νe signal rates, to-
gether with the spallation backgrounds and solar neutrinos,
which are treated as backgrounds in this case. Another back-
ground, due to atmospheric neutrinos, arising at ≈40 MeV
[70], is not shown here. Precut, the spallation backgrounds and
the hep events are comparable above �15 MeV, resulting a
low-energy threshold for the DSNB signals at�17MeV. After
the two-step cut, the spallation backgrounds above 15 MeV
are completely rejected. Unfortunately, it would not lower the
energy threshold for the DSNB because of the hep events.
In principle, the hep elastic-scattering rates can be reduced
by ≈80% with a forward cone cut. However, it would not
significantly help the DSNB search, due to the remaining
much larger hep charged-current rates. Taking 17 MeV as
the threshold, the event rates of DSNB in an exposure of
100 kton yr would be about 1, 2, and 5 events, for neutrinos at
T = 4, 5, and 6 MeV. The event rates might be higher, ≈10 in
100 kton yr, if one considers neutrino oscillations, such as in
Ref. [70], where the after-mixing neutrino spectrum is equiva-

FIG. 8. DSNB νe signal rates and background rates in DUNE,
with nominal 7% energy resolution. Orange solid lines: DSNB signal
rates, assuming neutrino temperatures of 4, 5, and 6 MeV. Light
blue shaded: precut spallation spectrum. Dark blue shaded: postcut
spallation spectrum (same as Fig. 5). Gray solid line: predicted 8B
event rates [1]. Gray dashed line: predicted hep event rates [1].

lent to assuming T � 8 MeV, which is unrealistically high. In
summary, detecting DSNB in DUNE would be challenging.

D. Trigger considerations

Now that we have discussed potential signals and back-
grounds, it is important to also consider the trigger require-
ments to collect the data. In an effort to aid DUNE trigger
design, we provide—in the Appendixes—extensive new re-
sults on rates, spectra, and multiplicities of low-energy events.
We consider both absolute rates and the possibility of pileup,
where multiple below-threshold events combine to appear as
one above-threshold event. As above, we focus on detected
energies above 5 MeV.

Though the trigger details are unknown, it is expected
that there will be one kind of trigger for single low-energy
events, e.g., solar neutrinos, and another for a burst of events,
e.g., a supernova, which may allow a lower energy threshold
per event. For the burst-event trigger, a limiting factor will
likely be data storage, as it is expected that all data will be
recorded for, say, minutes in event of a possible burst, and that
backgrounds will be negligible during a real burst. However,
backgrounds could lead to a considerable amount of fake
triggers, due to the long waiting period for a burst. Our focus
is thus on the supernova trigger, as this is what sets the rates of
low-energy data that DUNE can tolerate. If these requirements
are met, then a trigger for solar neutrinos would be possible.

In the Appendixes, we show that the only background
that is significant is that due to the capture of radiogenic
neutrons from the rock, which has a very large rate [1]. For
trigger considerations the following are much less important:
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muon-generated activity in the detector (spallation decays
and neutron captures), muon-generated activity in the rock
(neutron captures), and radioactivities in the detector. Further,
here we show that pileup of low-energy backgrounds can also
be neglected.

V. CONCLUSIONS

DUNE could provide a precious opportunity for MeV
neutrino astrophysics. A key step to probe DUNE’s MeV
potential is to understand the detection backgrounds.

We calculate the muon-induced spallation background in
DUNE. Using the Monte Carlo code FLUKA and theoreti-
cal insights, we detail the physical mechanism of isotope
production, calculate the isotope yields, evaluate the isotope
decay energy and time profiles, and develop cuts to reduce
the backgrounds. Complementary to previous work on scintil-
lation detectors and water-Cherenkov detectors, we provide
a thorough understanding of the spallation backgrounds in
argon.

The uncertainty of our simulation is likely to be around
a factor of 2, mostly due to the uncertainties of hadronic
processes. This is good enough in the sense that isotope yields
vary by orders of magnitude. The calibration could be done in
situ, and the isotope yields in argon could be checked with
detectors such as MicroBooNE.

We are the first to show explicitly that the essential dif-
ference between argon and oil or water is revealed by the
two-group isotope production mechanism. In DUNE, high-
A isotopes (e.g., Ar, Cl, S) are abundantly produced. How-
ever, these isotopes typically have small decay Q values
(�2–3 MeV), and hence dominantly produce βs well be-
low the expected energy threshold. Low-A isotopes (e.g., Li,
Be, B), despite their small yields, are important background
sources at higher energies, due to their large decay Q values
(≈10–20 MeV). This two-group production reveals a hidden
universality that the most important isotopes for all target
nuclei will mostly be the same ones, such as Li, Be, B,
and N.

The decay properties of those low-A isotopes are the key
for us to design the cuts, so that the backgrounds become
controllable. While there are many unknowns for the future
MeV programs in DUNE, we propose a two-step spallation
cut, based on reasonable assumptions of the detector, showing
that the spallation backgrounds can be greatly reduced. Our
first-step cut is discarding all events with t < 250 ms relative
to each muon, assuming a 5-MeV energy threshold. After
this cut, the endpoint of the background is lowered down
from �20 to �15 MeV, and the per-module deadtime is only
�1%. The second-step cut is a cylinder cut for through-going
muons, discarding events with R < 2.5 m and t < 40 s, and
using a sphere cut for stopping muons. After the second step,
the background rates above 5 MeV are reduced from �7 per
day per module to�0.2 per day per module, and the total dead
time is only �5%.

The background cuts can be further improved. We briefly
note some possibilities. In principle, one could cut muons with
large energy loss to reduce the dead time, because isotope
yields are roughly proportional with muon energy losses. In

addition, one could use a shower profile cut. Li and Beacom
[23–25] show that most isotopes are made in rare hadronic
showers, which should be easily recognized in DUNE. In this
approach, the dead time would be reduced at least by a factor
of a few.

As a last step, we evaluate how the backgrounds would af-
fect MeV programs in DUNE. One aspect is understanding the
absolute background rates compared to the signal rates. For
solar neutrinos, the precut spallation backgrounds have com-
parable rates to the signals. However, a simple two-step cut
could make the spallation backgrounds totally subdominant
[1]. For supernova neutrinos, the spallation background has a
negligible rate compared to the intense burst. For the DSNB,
hep solar neutrinos turn out to be the limiting background, the
precut spallation backgrounds are of comparable importance
though.

Another aspect is to aid trigger design for supernova neu-
trino detection—the primary MeV program in DUNE. (Our
results are detailed in the appendices.) In this regard, the
most significant background is not spallation isotope decays
but rather neutron captures on argon, where the neutrons are
produced by U/Th decays in the rock. This neutron capture
background could also affect the solar-neutrino program pro-
posed in Ref. [1], but we showed that it could be avoided by
setting a high electron-energy threshold of �7 MeV (for 7%
energy resolution; higher if worse). This would still allow a
strong solar-neutrino program, but it would take somewhat
longer to accumulate statistics. For the supernova-neutrino
program, to have an acceptable trigger rate, the threshold
would need to be at least �8 MeV, which could mean that
a faint supernova would be missed. As shown in Ref. [1],
these problems could be solved by even modest passive
shielding. If there is no shielding, the deleterious effects can
be reduced if the energy resolution is good, which depends
on a robust light-detection system [13–19]. To fully realize
its potential, DUNE must take new steps to ensure robust
detector capabilities at MeV energies, as detailed above and in
Ref. [1].
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FIG. 9. Simulated isotope production yields in DUNE. Both
stable and unstable isotopes are counted.

APPENDIX A: ISOTOPE PRODUCTION YIELDS

Figure 9 shows the dependence of predicted all-isotope
production yields in DUNE on atomic number. The high-A
isotopes are much more abundant, though we have shown that
they are not very important. In contrast, the low-A isotopes are
much less abundant but are very important.

FIG. 10. Same as Fig. 7, but with 20% energy resolution.

APPENDIX B: EFFECTS OF DIFFERENT ASSUMED
ENERGY RESOLUTION

We show the effects of worse energy resolution than the 7%
assumed in the main text. Figures 10 and 11 are the same as
Figs. 7 and 8, but instead with 20% energy resolution. Though
the spectra are somewhat wider, our basic conclusions are
unchanged.

APPENDIX C: RADIOGENIC VERSUS
COSMOGENIC NEUTRONS

We compare the neutron-capture backgrounds due to ra-
diogenic [1] and cosmogenic sources. Figure 12 shows the
neutron-capture rates in the DUNE fiducial volume with
different assumed thicknesses of passive water-oil-plastic
shielding. With zero or modest shielding, the dominant neu-
tron source is radioactivities (assumed 3.43 ppm 238U and
7.11 ppm 232Th) in rock, which produce MeV-range neutrons
at high rates. These can be stopped efficiently by the shielding.
In argon, the neutron capture rate is ∝e−x/λ, where x is
the shielding thickness, and the length scale is λ � 5 cm.
Muons in the rock, unseen by the detector, produce GeV-range
neutrons with low rates. Because more shielding is needed to
stop those energetic neutrons, the capture rate in argon is still
∝e−x/λ, but with λ � 70 cm. As a high-energy neutron propa-
gates, it can make low-energy neutrons that capture more eas-
ily. We take this into account in our simulation. However, this
process is not very efficient, with a 100-MeV neutron in argon
leading to only ≈1 neutron capture (neglecting escape, so the
real number is lower). The efficiency is low because, beyond
the binding-energy cost of removing nucleons, often the ejecta
are protons or light nuclei, and typically the ejected nucleons
or light nuclei have substantial kinetic energies. At 1 GeV,
the number of captures increases, but only to ≈4, which is
even less efficient in terms of neutron captures per energy

FIG. 11. Same as Fig. 8, but with 20% energy resolution.
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FIG. 12. Neutron capture rates in the DUNE fiducial volume.
Solid line: Neutrons produced by radioactivities (U/Th) in the rock.
In our simulation, the radioactivity neutrons are injected uniformly
and isotropically throughout the rock. Dashed line: Neutrons pro-
duced by muons passing through the rock. In our simulation, the
muons are injected vertically downward into the rock, counting only
those that cannot be seen by the detector.

injected. We conclude that only in detectors with significant
shielding are the cosmogenic neutrons more important than
the radiogenic neutrons.

APPENDIX D: TRIGGER CONSIDERATIONS

The supernova trigger design is ongoing, so we make some
reasonable assumptions. First, we adopt a readout window
of 5.4 ms—one drift time before a trigger and one after—
following Ref. [81]. Second, we assume a conservative energy
resolution of 20%, which may be more realistic at the trigger
level. Third, we assume an energy threshold of 5 MeV. This
means that any event below 5 MeV is invisible at the trigger
level, unless there is pileup, which is discussed in detail below.

Under such assumptions, we consider two types of su-
pernova triggers, based on the burst characteristics. For a
supernova at 10 kpc, the expected counts are ≈1–2 per 5.4-
ms readout window in the first ≈1 s of the supernova, and
falling thereafter. Type I triggers on near-continuous tracks,
i.e., individual electron tracks above 5 MeV, in several read-
out windows. Type II triggers on many tracks in a single
readout window, which is probably more suitable for the
start of a supernova at a smaller distance. For both types,
determining the value of n, i.e., the number of 5.4-ms bins
or the number of tracks per bin, is not trivial, because if n
is too small, there would be too many fake triggers due to
backgrounds; if n is too large, one may miss the first tens of
milliseconds of supernova events. Below, we detail how back-
grounds would affect these two types of supernova neutrino
trigger designs. We report the calculated fake trigger rates in

FIG. 13. Spallation isotope decay multiplicities per muon in
DUNE. Bin size is 1 count. Gray dotted line: all spallation betas. Blue
solid line: spallation decays above the 5-MeV threshold (in electron
energy).

units of month−1 (10 kton)−1, as each module is independent
in terms of trigger, and once per month is likely the scale to
determine whether a fake rate is acceptable.

In short, we find that muon-generated backgrounds are
unimportant, but those due to radiogenic neutrons from the
rock are important.

1. Muon activity in the detector

One potential fake trigger scenario is the aftermath of a
cosmic-ray muon. Through-going muons easily trigger the
detector, due to the typical GeV-range energy deposition.
In the 2.7-ms drift window after the muon trigger, charges
collected on the wire planes are dominantly from shower
particles, and hence the detector is very active. We ignore
this time bin in our following discussions, as it is already
triggered by a muon and it is likely to be discarded to clear the
charges. In the next 5.4-ms readout bin, charge depositions are
mostly from spallation isotope decays, with a small fraction
from neutron captures. The neutron capture rate, on average,
is �0.5 per muon. Most captures happen with τ � 0.35 ms
(�30% of captures are at energies above �0.01 MeV and
hence sooner). In the first 2.7 ms of this readout bin, the
neutron capture rate is ≈10 per month, but the rate to have an
electron above 5 MeV (i.e., a visible event), is much lower,
≈0.5 per month. In the second 2.7 ms of this readout bin,
the neutron capture rate is vanishing. In all the following
5.4-ms readout bins, any associated charge depositions are
purely from spallation isotope decays. The detector module
will become relatively quiet until another muon comes in,
which is typically �20 s later. Understanding the spallation
decay multiplicities in the readout windows after a muon is
important for supernova trigger design.
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TABLE II. Approximate rates of spallation isotope decay
multiplicities per muon in DUNE. The rates are in units of
month−1 (10 kton)−1; those lower than 1 event (10 yr)−1 (10 kton)−1

are not shown.

Number of decays

1 2 3 4 5

All decay energies 1 × 104 5 × 103 2 × 103 800 500
E > 5 MeV 100 20 6 3 1
E > 10 MeV 20 1 0.1 0.03 0.01

E > 5 MeV in 5.4 ms 9 0.3 0.03 – –
E > 10 MeV in 5.4 ms 1 – – – –

Figure 13 shows the spallation decay multiplicity distribu-
tions due to through-going muons. The multiplicity does not
follow a Poisson distribution, because isotopes are made in
showers sampled from a broad energy range. For the decays
below 5 MeV, even though their multiplicities are high, we
find that pileup is negligible, following our calculations below.
Thus, only decays above 5 MeV are relevant. To approxi-
mately take into account the energy smearing effect, we use
4 MeV as the presmearing threshold in our analysis, which is
conservative even for a 20% energy resolution.

Table II, in its first three rows, lists the rates of selected
decay multiplicities for different energy thresholds. To quan-
tify their impact on the triggers, we further look into the per-
readout multiplicities. For a 5-MeV threshold, in the fourth
row of Table II, we list the rates of decay multiplicities from 1
to 5 in the 2.7- to 8.1-ms bin, which has the maximum decay
yield for t > 2.7 ms. (Here we define t = 0 as when a muon
triggers.) The rate to have 1 decay from a muon in that bin is
9 month−1, corresponding to a probability of �10−4 for each
muon. We note that for any trigger, it must have more than
one event. For a Type I trigger, the rate to have a following
decay in the next 5.4 ms is negligible, �10−3 month−1, so
the spallation background is not a concern. For a Type II
trigger, it is not a problem either, because the rate to have more
than 1 decay per readout is tiny, �0.3 month−1, as shown
in Table II. For a 10-MeV threshold, the trigger rates are
even smaller. Overall, even under conservative assumptions,
spallation decays from through-going muons would not affect
the supernova trigger.

2. Muon Activity in the Rock

Similar to the through-going-muon case, there can be
muons that pass through rock near the detector. Their spal-
lation betas (entering the detector) are also not a concern
for the supernova triggers. Note that our results for through-
going muons are calculated for the precut backgrounds, so
recognizing the muon track or not does not matter. In that
sense, the spallation multiplicities in the detector due to the
muons in the rock would have a similar distribution as shown
in Fig. 13 and Table II, but have a much smaller normalization,
due to the much lower yields of isotope in the detector (details
in Sec. III E). The neutron capture backgrounds due to these
muons in the rock would not be a concern either, because their

rates of �5 × 10−4 s−1 are ≈5 orders of magnitude lower than
those due to radioactivities in the rock, as shown in Fig. 12,
and one can further cut these neutrons from the near-detector
muons by recognizing the accompanying electromagnetic
showers that enter the detector.

3. Radioactivity Neutrons

The dominant source of neutron backgrounds is due to
radioactivities in the rock, primarily 238U and 232Th. The
neutrons from muons in the rock or from radioactivities in the
detector (orders of magnitude lower U/Th concentrations) are
much fewer. The most relevant energy range is at or below
a few MeV, as neutrons at these energies can easily reach
all parts of the detector and get captured inside the detector.
(Neutrons between a few MeV and about 10 MeV can travel
long distances and may escape; neutrons at higher energies
have short attenuation lengths due to inelastic interactions,
and cannot travel far into the detector.) Here we give simple
estimates to understand neutron propagation; our results are
based on full FLUKA simulations. (A recent measurement of
the thermal-neutron capture cross section [82] is in good
agreement with the values used by FLUKA; new measurements
on neutron interactions with argon at higher energies would
be very helpful.) For neutrons at or below a few MeV, their
mean free path due to elastic scattering is λ ≈ 15 cm. Because
the elastic-scattering energy loss on 40Ar is very inefficient, a
1-MeV neutron needs to scatter n ≈ 400 times to be thermal-
ized. Thus, with random walk approximation, the diameter of
the neutron trajectory would be 2

√
n λ ≈ 6 m, comparable

to the fiducial volume height or width. Once a neutron is
captured on 40Ar, a total energy of 6.1 MeV will be released
in γ rays. These gamma rays will mostly Compton scatter,
producing electrons that can be backgrounds for supernova
neutrinos.

The background rate due to neutron captures is determined
by two factors: the neutron capture rate and the number of
electrons per capture that are above the energy threshold.
Given the radioisotope concentration in the rock, we find that
the neutron capture rate is �81 s−1 in each module. With a
5-MeV energy threshold and a 20% energy resolution, the
per-module background electron rate is �5 s−1. As shown
below, such a high background rate can be a concern for both
types of trigger.

Tables III and IV show our calculated neutron background
multiplicity distributions relevant to the Type I and II triggers,
respectively. Because these backgrounds follow a Poisson
distribution, the rates shown in the tables are determined
by μ, the expected counts in a 5.4-ms readout window. For
example, the background electron rate of �5 s−1 corresponds
to a μ � 0.03. For a Type I trigger, if the definition is to
have n tracks in a row of 5.4-ms bins, then the fake trigger
rate would be (μn × 0.0054−1) s−1. For a Type II trigger, if
it requires n tracks in a single 5.4-ms bin, then the fake rate
would be (μn/n! × 0.0054−1) s−1. As shown in the tables, the
fake trigger rates in both cases could be as large as hundreds
per month per module for some choices of n > 2.

To lower the fake trigger rate, one approach is to enforce
a higher energy threshold. When smeared with a 20% energy
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TABLE III. Approximate rates of fake Type I triggers due to
neutron-capture backgrounds, where the background electrons ap-
pear in successive 5.4-ms bins. A 20% energy resolution is assumed.
Different shielding thicknesses and detector energy thresholds are
used. The rates are in units of month−1 (10 kton)−1; those lower than
1 event (10 yr)−1 (10 kton)−1 are not shown.

Shielding Ethr Number of 5.4-ms bins

[cm] [MeV] 1 2 3 4

5 1 × 107 4 × 105 1 × 104 300
0 cm 6 3 × 106 1 × 104 90 0.5

7 4 × 105 300 0.2 –
8 3 × 104 2 – –
9 2 × 103 – – –
10 60 – – –

5 1 × 105 30 – –
20 cm 6 2 × 104 1 – –

7 3 × 103 0.02 – –
8 300 – – –
9 20 – – –
10 0.5 – – –

5 3 × 103 0.02 – –
40 cm 6 700 – – –

7 90 – – –
8 8 – – –
9 0.4 – – –
10 0.01 – – –

TABLE IV. Approximate rates of fake Type II triggers due to
neutron-capture backgrounds, where multiple background electrons
appear in a single 5.4-ms bin. A 20% energy resolution is assumed.
Different shielding thicknesses and detector energy thresholds are
used. The rates are in units of month−1 (10 kton)−1; those lower than
1 event (10 yr)−1 (10 kton)−1 are not shown.

Shielding Ethr Number of electrons in 5.4 ms

[cm] [MeV] 1 2 3 4

5 1 × 107 2 × 105 2 × 103 10
0 cm 6 3 × 106 8 × 103 20 0.02

7 4 × 105 100 0.04 –
8 3 × 104 1 – –
9 2 × 103 – – –
10 60 – – –

5 1 × 105 20 – –
20 cm 6 2 × 104 0.6 – –

7 3 × 103 0.01 – –
8 300 – – –
9 20 – – –
10 0.5 – – –

5 3 × 103 0.01 – –
40 cm 6 700 – – –

7 90 – – –
8 8 – – –
9 0.4 – – –
10 0.01 – – –

resolution, the number of electrons per capture that are above
Ethr = 5, 6, 7, 8, 9, and 10 MeV are about 0.066, 0.013,
0.002, 10−4, 8.4 × 10−6, and 2.6 × 10−7, respectively. The
per-module background electron rates are accordingly about
5, 1, 0.2, 0.01, 7 × 10−4, and 2 × 10−5 s−1, respectively. With
an 8- or 9-MeV threshold, the fake rate could be reduced
significantly, as shown in Tables III and IV. However, this
increases the probability of missing a supernova with a small
number of events or with a low-energy spectrum.

Alternatively, to avoid sacrifice on the energy threshold,
we propose to add passive water (and/or oil or plastic)
shielding that would greatly reduce the neutron capture rate.
With no shielding, 20-cm shielding, and 40-cm shielding,
the neutron capture rates in each module are about 81, 0.7,
and 0.02 s−1, respectively. Assuming a 5-MeV threshold, the
background electron rates are accordingly about 5, 0.05, and
0.001 s−1, respectively. With shielding, the fake trigger rate
would be negligible, even for a threshold at 5 MeV, as shown
in Tables III and IV. This strategy will benefit not only
the supernova detection, but also the solar neutrino program
proposed in Ref. [1].

4. Radioactivities in the Detector

For intrinsic radioactivities in the detector, relevant β-
decay sources could be 39Ar and 42Ar in the atmospheric
argon used in DUNE, 42K from 42Ar decay, and 214Bi from
the decay chain of 222Rn. In each module, the 39Ar activity
is ≈107 Hz [83], and the 42Ar activity is ≈103 Hz [84,85].
Note that both 39Ar and 42Ar have Q values �0.6 MeV, so
42Ar itself is unimportant. Similarly, both 42K and 214Bi have
Q values �3.5 MeV. The 42K activity is ≈103 Hz, due to
its short half-life compared to 42Ar. The activity of 214Bi
(or 222Rn) has not yet been measured at DUNE. Conserva-
tively, we assume a 222Rn activity of ≈10mBq/m3, mainly
from the detector materials, corresponding to ≈102 Hz per
module. (In Super-Kamiokande, after the detector was sealed
and the initial radon decayed away, the 222Rn activity was
≈20mBq/m3 until water-purification procedures lowered it
to a few mBq/m3 [86].) Thus, 214Bi should be unimportant
compared to 42K in DUNE.

With the above arguments, the most important intrinsic
radioactive isotopes are 39Ar (Q � 0.6 MeV, R ≈ 107 Hz) and
42K (Q � 3.5 MeV, R ≈ 103 Hz). They are abundant, but due
to their low Q values, they cannot trigger the detector unless
there is pileup.

5. Pileup

We first present a framework to calculate pileup rates due to
subthreshold events. With specific numbers and conservative
assumptions, we show that the expected pileup rates would
be negligible for a nominal threshold near 5 MeV in electron
energy.

In general, the rate of n-event pileup is R × P (μ, n − 1),
where R is the single-event rate, and P (μ, n − 1) is the
Poisson probability for another (n − 1) events that satisfy
the pileup conditions of coincidence within a space volume
�x × �y × �z and a time window �t .
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We first consider how pileup would work at the reconstruc-
tion level, due to greater simplicity, though that is not the
whole story. At the reconstruction level, the resolution in the
drift direction, which we call x, is �0.8 mm, determined by
the t0 resolution and the drift speed v, while the resolution
in y and z is �5 mm, limited by the wire spacing. A 5-MeV
electron’s track length is �2.5 cm long, crossing �5 wires.
For simplicity, we conservatively choose �x = �y = �z =
5 cm. The time window �t should be decided by the charge
pulse width on the wire planes, i.e., δt � 50μs [81], conserva-
tively. For n events to appear as a single event, the maximum
time separation between the first and the last pulse peak is
�t = (n − 1) δt , which is very conservative given the δt value
we use.

At the trigger level, t0 might not be extractable, and one
would have a higher pileup rate. We start with the pileup of
two events, with single-event rates Ri and Rj , respectively. We
use the �y and �z defined above, and derive �x. Suppose
the first event happens at (x0, t0 = 0), where x0 ∈ [0, xmax],
i.e., anywhere along the drift direction. If a second event,
originated at (x′, t ′ > 0), reaches the wire plane within δt of
the first event, these two events would appear as one. Thus,
the pileup condition is as follows: for any x0, all (x′, t ′)
that satisfies | x′ − (x0 + vt ′) | � v δt , which is a band of
area f (x0) = 2 (xmax − x0) δt on a x′ − t ′ plot. The Poisson
expectation would accordingly be

μ j = Rj (xmax ymax zmax)
−1 (�y�z)

∫ xmax

0

dx0
xmax

f (x0)

= Rj (xmax ymax zmax)
−1 (�y�z xmax) δt . (D1)

This is equivalent to setting �x = xmax and �t = δt . The
length scales we use are ymax = 12 m, zmax = 58 m, and
xmax = 14.5 m (maximum total drift distance, to be con-

servative). Given Ri and μ j , the two-event pileup rate is
Ri × P (μ j, 1) = Ri μ j . For n-event pileup at the trigger level,
the above derivation can be simply generalized by requiring
�x = xmax and �t = (n − 1) δt . For example, the pileup rate
due to four 39Ar decays is �0.3 Hz per module, consistent
with the �1 Hz from Ref. [81].

In this framework, we now calculate the pileup rates at the
trigger level with conservative assumptions. We assume that
39Ar and 42K always decay to betas with the endpoint ener-
gies. For the subthreshold electrons due to neutron captures,
we assume that there are two 3-MeV electrons produced per
capture [87–89], with a rate of ≈200 Hz per module without
shielding. Therefore, neutron capture would have a rate ≈5
times lower than that of 42K decay. Thus, there are only two
sources that could dominate the pileup rate: 0.6-MeV βs from
39Ar, with a rate of ≈107 Hz, and 3.5-MeV βs from 42K, with
a rate of ≈103 Hz.

For pileups that appear as a single �5-MeV event, there
are two types. The first type is among multiple 39Ar or 42K
events themselves. There could be �10 decays of 39Ar, with
a per-module rate of ≈10−15 s−1, or �2 decays of 42K, with
a per-module rate of ≈10−4 s−1. The second type is between
39Ar and 42K events, where the only scenario would be �3
decays of 39Ar with �1 decay of 42K, with a per-module rate
of ≈10−5 s−1.

Even such pileup rates at the trigger level would be neg-
ligible compared to neutron-capture background rate above
5MeV, which is�5 s−1 without shielding and�10−3 s−1 with
40-cm shielding (details in Appendix. D 3). At the reconstruc-
tion level, or with a higher energy threshold, the pileup rates
would be even smaller than above. We conclude that pileup is
irrelevant for E > 5 MeV. Even for slightly lower thresholds,
the results would hold, as we have unrealistically assumed that
every decay β has its full Q value.
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