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Abstract. Many analytic tools have been developed to discover knowledge
from student data. However, the knowledge discovery process requires
advanced analytical modelling skills, making it the province of data scientists.
This impedes the ability of educational leaders, professors, and advisors to
engage with the knowledge discovery process directly. As a result, it is chal-
lenging for analysis to take advantage of domain expertise, making its outcome
often neither interesting nor useful. Usually the outcome produced from such
analytic tools is static, preventing domain experts from exploring different
hypotheses by changing data models or predictive models inside the tool. We
have developed a framework for interactive and exploratory learning analytics
which begins to address these challenges. We engaged in data exploration and
hypotheses generation with our university domain experts by conducting two
focus groups. We used the findings of these focus groups to validate our
framework, arguing that it enables domain experts to explore the data, analysis
and interpretation of student data to discover useful and interesting knowledge.
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1 Introduction

One of the common challenges faced by researchers applying data-driven methods to
educational settings is the scale of student data both in size and diversity of data
sources. Digital technology in educational environments facilitates recording interac-
tions between entities such as learners, faculty, and course materials, all of which
produce significant volumes of heterogeneous data. Learning management systems can
also generate logs from the online activities of students in the class. As in all big data
projects, this increase in the scale of student data typically creates a corresponding
increase in the difficulty in extracting knowledge.

While there are a wide variety of solutions used by data scientists to make sense of
data at this scale, most fall within a process known as knowledge discovery in the data
mining domain. This process includes data cleaning, feature extraction, data patterns
identification, and evaluation as steps to discover interesting knowledge from massive

© Springer International Publishing AG, part of Springer Nature 2018
P. Zaphiris and A. Ioannou (Eds.): LCT 2018, LNCS 10925, pp. 319-331, 2018.
https://doi.org/10.1007/978-3-319-91152-6_25


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91152-6_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91152-6_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91152-6_25&amp;domain=pdf

320 M. J. Mahzoon et al.

amounts of raw data. Similar to the knowledge discovery process in data mining, the
learning analytics community has adopted the same steps for analytics processes in
learning environments. For example, Chatti et al. [1] describes the process as an
iterative cycle of (1) data collection and pre-processing, (2) analytics and action, and
(3) post-processing.

However, the knowledge discovery process requires substantial data science skills,
making it difficult for domain experts and educational leaders to engage with the
discovery process directly. As a result, the outcome of the process is either not inter-
esting (in that it is a piece of knowledge of which domain experts are already aware), or
it is not useful (it is not actionable, in that experts cannot design an intervention that
leverages it). Since most faculty are not engaged with the knowledge discovery pro-
cess, we cannot expect to have educational research integrated with the computational
aspects of learning analytics [2].

We engaged in data exploration and hypotheses generation with our university
domain experts and conducted two focus groups. Findings of both focus groups val-
idated the need for an interactive exploratory learning analytics framework that enables
domain experts to explore the data, analysis and interpretation of student data to
discover useful and interesting knowledge.

Several frameworks for learning analytics were built around the knowledge dis-
covery process, each focusing on a different aspect or dimension of the field. Chatti
et al. [1] proposes a reference model capturing four important dimensions: What (i.e.
data and environments), Why (i.e. objectives), How (i.e. techniques), and Who (i.e.
stakeholders). Greller and Drachsler [3] extends the framework by including two more
dimensions: internal limitations (i.e. competence and acceptance), and external limi-
tations (i.e. conventions and norms). While the previous frameworks view the internal
elements of the learning analytics, Gasevi¢ et al. [4] proposed a holistic view of the
field. GaSevi¢’s framework explains how learning analytics can interact with data
science, learning theories, and learning and study design.

Our interactive exploratory learning analytics framework emphasizes the explo-
ration of both the content in the student data model and the analytic process. This
makes it distinct from, but compatible with, previous frameworks that give insights
about the structure, process, and interactions of different elements in the learning
environments. While state-of-the-art approaches select the factors for analysis (i.e. the
features which make up the input) as a precursor to knowledge discovery, our approach
pursues the development of the analytics process within an interactive framework in
which the data model and the analytic model can be inspected and modified at any
point in the knowledge discovery process. Specifically, our approach differs from the
previous frameworks in:

Iterative interaction between domain experts and the data mining process.
Changing the role of the domain expert from the receiver of knowledge discovered
by the data scientists to an active collaborator during the knowledge discovery
process.

e Directing the exploratory data analysis towards generating more interesting and
useful outcomes.
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— Speeding up the lifecycle of analytics and policy-change by involving domain
experts in the analytics process.

We present a review of learning analytics research and knowledge discovery in
Sect. 2. In Sect. 3, we introduce the interactive exploratory learning analytics frame-
work, and present the results of our focus groups. We discuss current research trends
viewed from our proposed framework and directions for future work in Sect. 4 as a
conclusion.

2 Background

In this section, we review the literature in two domains: learning analytics and
knowledge discovery. First, we explore research in learning communities, and focus on
proposed analytical methods in the learning domain. Then, we review research in
knowledge discovery that inspired us to create the interactive exploratory learning
analytics framework.

2.1 Approaches to Analyzing Student Data

We divide methods for analyzing student data into three approaches: observational,
computational, and visual. Observational analysis is the traditional approach:
researchers build hypotheses from observations and support a hypothesis using data.
Computational analysis searches for patterns in data and lets the data speak for itself.
Visual analysis uses human perception to find patterns or limit the search, typically in
combination with computational analysis. Visual analysis can also be used to involve
students in the analytics process by showing them visualizations of their activity. This
can increase motivation and self-reflection for students [5].

In observational analysis researchers start with a specific observation such as the
effect of textbook choice on course grades and then try to support this observation with
surveys, statistics or data mining tools. For example, Landrum et al. [6] proposes
measures for textbook preferences and conducts studies to examine the effect of dif-
ferent textbook preferences on student performance. Bos et al. [7], in another example
of observational analysis, observe that online (recorded) lectures can impact student
learning. Results of the study show that students participating in both activities
including attending lectures and watching online lectures outperform (in exams and
assignments) those students who participate only one or no activities. There is, how-
ever, no significant difference between students that participate in each activity alone.

Observational analyses rely on expert knowledge to identify what can be observed
in the context of learning and how this observation can have potential effects on the
learning setting. The observational analysis has the following limitations:

e Observational analysis works best in a deterministic environment. However, when
the environment being studied includes human behavior, the observations become
dependent on context, a small change in which might substantially affect results.
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e Observational analysis requires that each hypothesis be manually constructed. This
kind of analysis is limited in its ability to take large amounts of information into
account before developing hypotheses due to sheer scale.

e In observational analysis, researchers are primed with the observation. The priming
can produce an unintentional bias in approach taken to explore and analyze data.
This bias can also limit the search towards only those patterns that are already
understandable and observable by the data scientists.

Computational analysis is a response to the limitations of observational analysis. It
shifts data mining towards approaches that learn from the data rather than relying on
observations of domain experts. In contrast to observational analysis, research in
computational analysis focuses on finding patterns in educational settings without
having made specific prior hypotheses. This can be useful for obtaining a general view
of learners’ activity, finding groups (clusters) in data to understand underlying struc-
tures or even in identifying irregularities in data.

For example, Ma et al. [8] classified students based on association rules and a score
function to identify weak students. Similar approaches in Minaei-Bidgoli and Punch
[9], Morris et al. [10], and Bravo and Ortigosa [11], could predict the learning outcome
(final grade or course completion) with relatively high accuracy. Romero et al. [12]
explored Moodle student activity log data to obtain a general view of student activity.
Romero et al. [12] built a complete data mining pipeline for analyzing student activity
on Moodle, from data collection and preprocessing to applying a machine learning
algorithm and rule generation. They proposed data exploration and visualization tools
for better understanding of student data. Later approaches focus more on analytics that
generate actionable knowledge rather than emphasizing the common-sense predictors
of student success such as GPA and course assignment grades. Course Signals [13—-16]
is one of the successful learning analytic tools that not only classify and identify
students at-risk but also makes interventions to improve student learning based on
analyzed data. Based on the Course Signals system, Jayaprakash et al. [17], proposed
the Open Academic Analytics Initiative (OAAI) that uses predictive analytical tools to
identify students at-risk of course failure. OAAI uses four sources of data to predict if a
student is “at-risk”. OAAI system uses two intervention tools to improve student
learning after it detects a student who is at-risk: sending notification emails and asking
the student to participate in learning support systems. Another use of computational
analysis is to automatically discover patterns without having prior observation. For
instance, Macfadyen and Dawson [18] analyzed Blackboard student interaction data to
find features correlated with student final grades to create an “early warning system” for
students at-risk. The features include the total number of discussion messages posted,
the total number of mail messages sent and the total number of assessments completed.

The most common goal of computational analysis is to find patterns in data which:

e Informs about facts and increases understanding about student data.
e Provides actionable knowledge that can guide further decisions.

Another approach to analyze student data to improve student performance is to
visualize the data. Visualizing data can act as a preamble for the computational analysis
to facilitate the process or it can be used by itself to increase motivation and
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self-reflection for the students by showing them the visualizations in a dashboard. We
focus on the latter and investigate how presenting students a dashboard can help them
reflect the learning and motivate them. Santos et al. [5] and Martinez-Maldonado et al.
[19] use this approach to motivate the students.

The success of visual analysis depends on the researcher’s preparation and visu-
alization of the data in such a way that it conveys the information succinctly and as
comprehensively as possible. A well-designed visual analysis should assist the
researcher in addressing the following questions: How does a visualization present a
data model that informs the viewer (or the students) of expectations? Is a visualization
able to show the trends in the data so that it builds expectations for the viewer?

2.2 Knowledge Discovery

Knowledge discovery in big data projects typically follows four steps to discover
knowledge and make sense of massive data sources [20]. These steps, shown in Fig. 1,
are in an iterative sequence that starts with preprocessing - cleaning and integrating the
data sources. The preprocessing step is followed by data selection and transformation
to a representation that contains the necessary features for data mining. The third step in
knowledge discovery is to apply the data mining algorithm on the transformed data. In
the last step, the results of the data mining algorithm are evaluated and presented.

Knowledge

|| 4. Evaluation /

| Presentation =
i 3. Data mining } I

2. Selection and

1. Cleaning and || Transformation 1 i

Raw Data |

=

Fig. 1. The process of knowledge discovery adapted from Han et al. [20].

Integration

One approach to knowledge discovery in big data, both within education and more
broadly, is to detect parts of the data that are interesting. Based on Han et al. [20],
interesting patterns are generated in the third step of knowledge discovery process, and
evaluated in the last step by a data scientist. Current research in knowledge discovery
and data mining has a focus on automatically detect interesting patterns. Geng and
Hamilton [21] reviewed techniques for automatically detecting interesting patterns,
finding that most of them can be described as objective, subjective, or semantic.
Finding automated interestingness measure still remains a challenge, and many such
measures have been proposed. McGarry [22] investigated interestingness in knowledge
discovery research, and suggested that surprise is the key to find actionable interesting
patterns. McGarry [22] describes surprise in terms of unexpectedness, novelty, and
actionability. Similarly, but in the domain of association rule mining, Yuejin et al. [23]



324 M. J. Mahzoon et al.

defines interestingness as the union of novelty, unexpectedness, surprise, usefulness,
actionability, and applicability.

3 Interactive Exploratory Learning Analytics Framework

Analytical approaches in the learning domain generally follow a similar process to the
Han’s [20] knowledge discovery process. For example, Chatti et al. [1] characterizes
the process as a cycle of data collection and preprocessing, analytics and action, and
post-processing. In our description of the learning analytics process we use more
general terms for naming the four steps of the process: data collection, feature
extraction, analytical approach, and evaluation.

Data collection: The learning analytics process starts with collecting data about
students. Student data may include students’ background information, academic per-
formance, and LMS interactions such as assignment scores, quizzes and forum par-
ticipations. A recent trend in learning analytics is to incorporate data related to student
social networking usage, an area referred to as “social learning analytics” [24-26]. In
social learning analytics researchers are investigating aspects of learning in social and
informal contexts. The data collection step contains all the necessary preprocessing
tasks to collect, integrate and clean the various student data sources.

Feature Extraction: In the feature extraction step collected data is transformed
into a student data model that has the necessary features needed for analysis. These
features are usually engineered by researchers and often tailored to the analytical
algorithm. Student demographic, academic background information, and student per-
formance scores are among the most common features used by researchers.

Analytic Approach: The next step is where an analytical method is used to build
visual, statistical, and/or predictive models based on the data model created in the
previous step. The analytical method can be from any of the three approaches:
observational, computational, and visual.

Evaluation: In the last step of the learning analytics process, data scientists gen-
erate potentially interesting patterns from the student data using the analytical
approach. The patterns are evaluated using several measures such as accuracy and
coverage (recall) over the data set. Evaluation measures are also used by data scientists
to assess and validate the overall analytical approach. Based on the evaluations, data
scientists decide to refine the process and iterate one more time or to stop and report
back the results.

We developed an interactive framework around this process as shown in Fig. 2.
This framework has a loop that starts and ends with the domain expert. The domain
expert builds a data model based on a challenge, then runs an analytical model to
automatically produce potentially interesting patterns (the outcome) that can be used to
solve the challenge.

Interactivity is critical feature of the framework shown in Fig. 2. Traditionally a
knowledge discovery process such as the process shown in Fig. 1 is carried out by data
scientists, with only the finished result shown to other domain experts. The data sci-
entists iteratively perform the knowledge discovery process to obtain potential inter-
esting patterns and by the end of the process present the results to the domain experts.
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Fig. 2. Interactive exploratory learning analytics framework.

In case the results were not interesting or useful to the experts, the data scientists use
the feedback received from the experts to revise and perform the knowledge discovery
process again. Technical skill requirements typically prevent domain experts from
being “in the loop” and providing feedback during the process of iterative refinement.

The separation of domain expert from the loop limits the discoverability of patterns
that are both interesting and useful, as the data scientist may not possess all the
knowledge necessary to make those judgements accurately without input from domain
experts. Our framework has the domain expert in the loop to define and exploit the
knowledge discovery process.

As illustrated in Fig. 2, the interactive exploratory learning analytics framework
contains five entities: Domain expert and data scientist, challenge, data model, analytic
model, and outcome. Domain experts includes faculties, stakeholders and policymakers
of the learning environment. They are actively involved with the learning domain
challenges such as retention or identifying students at-risk to improve the learning
environment. Challenges are defined by the domain experts in the beginning of the
interaction and can be refined during later iterations of interaction. Once the challenge
is defined by the domain expert, the analytics process containing the data model and the
analytic model can be run to address the challenge. In the next iterations of interaction,
the domain expert can explore different options for the data model and the analytic
model to see the effects of changes on the outcomes. This exploration is directed
towards obtaining more useful and interesting outcomes as the domain expert evaluates
them in each iteration and incorporates the background knowledge into the process.

The interactive exploratory learning analytics loop iterates until the analytics pro-
cess is refined and tailored to the challenge to be able to produce both useful and
interesting outcomes. The exploratory feature of the framework allows the domain
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expert to be part of the analytics process, and the interactivity in the framework makes
it possible to achieve useful and interesting outcomes much faster and more efficient
than the traditional approach by involving the domain expert into the process.

In addition to interactivity, the framework supports exploratory data analytics.
Since the collaboration between the data scientists and the domain experts takes place
in all steps of the process, the domain expert can explore different options of data
model and analytical method with the help of the data scientists and discover
hypotheses while interacting with the data. For example, the domain experts can
propose to change the feature sets used in the data model to evaluate the predictive
power of certain features in the data set.

After the analytics process is done, results are reported to the stakeholders or policy
makers to help them make decisions about the learning environment. One of the biggest
challenges in interpreting and using the results is that not all analysis produces
actionable knowledge. Actionable knowledge is needed for policymakers to be able to
initiate an action to improve the learning environment. For instance, no action can be
initiated from a result that indicates that there is a high positive correlation between
“academic success” and “GPA”. More examples of non-actionable knowledge is when
data scientists find correlation between student background (such as ethnicity) and
being at-risk of not graduating on-time.

However, identifying different student behavior trends in taking courses or par-
ticipation in activities can help domain experts to understand academic processes which
lead to different behavior trends and take action if necessary. Having actionable
knowledge makes it possible to help improving the learning environment using ana-
Iytics results. This closes a loop which starts with the data collection from the learning
environment and ends with applying obtained actionable knowledge to the learning
environment [27].

The interactive exploratory learning analytics framework in Fig. 2 enables domain
experts to not only explore and interpret the results of certain analytical methods, but
also interactively analyze student data by exploring the content of the data model and
choosing from a variety of analytic models, a process typically only performed by data
scientists. This “human-in-the-loop” approach allows the domain experts to effectively
leverage their domain knowledge and expertise at the critical junctures of the analytical
process on heterogeneous student data.

Our interactive learning analytics framework contributes to the field by providing
the following features:

1. Interactivity between the domain expert and the learning analytics process. The
domain expert can directly interact with the analytics process, and refine the process
by evaluating the usefulness and interestingness of the outcomes.

2. Productivity of the interaction between the data scientists and domain experts. In
our framework, the domain experts collaborate with the data scientists to refine the
data model and analytic model to generate more interesting and useful outcomes.

3. Directed exploratory data analysis. Domain experts can explore different options
and combinations of data models and analytic models during the refining process.
This allows them to take part in a directed exploratory data analysis to look for new
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analytic opportunities directed towards generating more interesting and useful
outcomes.

4. Agile analytics. Having an iterative refining process with the domain experts
involved in the process makes analytics development very quick in comparison with
traditional approaches.

4 Focus Groups

We held two focus group meetings during which we met with our College of Com-
puting and Informatics (CCI) leadership team, faculty and advisors to discuss
hypotheses about student risk and success based on and derived from student data.

The first focus group meeting explored how an interactive learning analytics
approach can facilitate decision making pertaining to education policies and practices.
The focus group members included the CCI college Dean, Associate Dean, and Chairs
of Software and Information Systems and Computer Science departments. Our design
and analytics team included three PhD students and three faculty members. During the
focus group meeting, we performed an interactive data analysis session with the college
leadership team using 10 years of our student data analyzed by an existing visual
analytics system, EventFlow, which is designed to visually present aggregated
sequences of events [28]. We chose to use Eventflow, a visual analytic tool, rather than
a computational analytic tool because it affords the interactivity we achieve in our
learning analytics framework.

In the focus group, we started by introducing the learning analytics process and
presented our sequence visual analytics in EventFlow. Figure 3 shows a screenshot of
the EventFlow application presenting the time to graduation and time to attrition for the
different populations of students. During the presentation, we walked through some
examples of student sequences to describe and interpret them. We also demonstrated
some trends of attrition for different populations such as freshmen, transfers, male, and
female students in CCI major using EventFlow.

During the meeting, participants were able to discover patterns pertaining to a
group of students that enrolled in CCI but quickly transferred to other colleges, and
looked more closely at individual student trajectories. This interaction led to discus-
sions around new hypotheses related to college-level student attrition. The participants
appreciated the ability to interactively analyze student data and build new hypotheses.
They were more interested in a data-driven approach that enables them to find novel
fine-grained actionable knowledge rather than approaches that reinforce hypotheses
they expected to be confirmed.

The second focus group included faculty and advisors in addition to the academic
leadership. The focus group members included CCI Associate Dean, Chairs of Soft-
ware and Information Systems and Computer Science departments in addition to seven
CCI faculty members. Our design and analysis team included two PhD students and
four CCI faculty members. Similar to the first meeting we used the EventFlow
application to present student sequences to the participants. We walked through some
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865 Male Freshmen students 151 Female Freshmen students

Mean time to graduate
for 382 students: Mean time to graduate

4 years and 9 months for 72 students:

4 years and 4 months

sl Mean time to leave UNCC i
for 253 students:
2 years and 5 months

Mean time to leave CCI
for 45 students:
1 years and 11 months

Mean time to leave CCI
for 230 students:
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Mean time to leave UNCC
for 34 students:
2 years and 3 months

Fig. 3. An aggregate view in Eventflow showing the time for graduation and attrition for
Freshmen students. The left timeline is for male students, while the right timeline is for the
female students.

examples of student sequences and explained how the sequences can be interpreted in
EventFlow.

This meeting, in contrast to the first focus group, was designed to engage the
participants by asking them the following questions.

e What type of data would you suggest adding into the data model?
What new hypotheses can you discover?
What hypotheses can be generated for retention and graduation?

In the discussions, participants formed the following insights:

e Identify groups of students with a similar story and then try to find an intervention
for each group.

e Analytically form clusters to find groups of similar students by discarding extreme
low/high performing students.

e Find the difference between attrition patterns of all university students vs only CCI
students.

e Extract statistical measures from the visual representation and confirm the statistics
with the visual representation.

e Analyzing data after applying different filters such as part-time/full-time,
transfers/freshmen, male/female, traditional/non-traditional, etc.

Overall, both scenarios engaged stakeholders with exploring and discovering new
hypotheses. There was little interest in receiving the results of predictive or descriptive
models without knowledge of how those models were formed and what source data
produced the results. These focus groups reinforce the need for an interactive
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framework that affords iteration in the development of the student data model as well as
the visual and analytic results and interpretation. While Eventflow facilitates iteration in
the aggregation and visualization of the results, it does not provide affordances for
changing the data model or selecting different features to be included in the data model.

5 Summary

Learning analytics is a developing research area and can benefit from research in other
domains such as human computer interaction, data mining, and knowledge discovery
that are struggling with making sense of big data. This paper contributes an interactive
learning analytics framework inspired by the processes in data mining and knowledge
discovery. This framework gives us the opportunity to investigate research trends and
opportunities from a perspective of interaction and explorability. The trends in current
research in learning analytics reveal a need for research that creates opportunities to
include more agility in identifying salient data items to be included in the data model,
to create alternative structures for the data models such as temporal models, and to
include a broader range of predictive and visual analytic models.
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