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ABSTRACT
The most metal-poor stars are the oldest objects, they provide a unique opportunity to study
the earliest epoch of the Galaxy formation and individual nucleosynthesis events. These stars
should be investigated with a scrupulous care, taking into account all available photometric,
spectroscopic, and astrometric informations. We determined atmospheric parameters for 17
ultra metal-poor (UMP) stars, using an extensive method based on colour-Teff calibrations,
isochrones, Gaia DR2 trigonometric parallaxes, and non-local thermodynamic equilibrium
(NLTE) analysis of the Ca I/Ca II ionization equilibrium and the Balmer line wings. We updated
the model atom of Ca I- II by including recent quantum-mechanical rate coefficients for the
Ca I + H I and Ca II + H I inelastic collisions. For any line of Ca I and Ca II in our sample
stars, the changes in collisional data result in a shift of smaller than 0.05 dex in the NLTE
abundance. We determined magnesium and calcium NLTE and LTE abundances of our sample
stars. For 10 stars, we found close-to-solar [Ca/Mg] NLTE abundance ratios. In the remaining
stars, magnesium and calcium abundances do not follow each other, such that [Ca/Mg] varies
between −3.15 and + 0.36, suggesting a contribution to stellar Mg and Ca abundances from
a small number of supernova explosions with different properties. The obtained atmospheric
parameters will be used in the forthcoming paper to determine NLTE abundances of chemical
elements observed in spectra of the UMP stars.

Key words: atomic data – atomic processes – line: formation – stars: abundances – stars:
atmospheres – stars: fundamental parameters.

1 IN T RO D U C T I O N

The atmospheres of low-mass stars contain information on the
chemical composition of the interstellar medium at the time and
place of their birth. Ultra metal-poor (UMP; −5 < [Fe/H] < −4)
and hyper metal-poor (HMP; [Fe/H] < −5) stars (Beers & Cristlieb
2005) were presumably among the first stars, which were formed
in the Galaxy after a small number of nucleosynthesis events. The
determined abundance patterns of these stars can be matched to
the yields calculated from supernova models in order to infer the
properties of the first massive metal-free (Population III) stars and
their explosion mechanism (see e.g. Limongi, Chieffi & Bonifacio
2003; Lai et al. 2008; Heger & Woosley 2010; Placco et al. 2016;
Frebel et al. 2018). To determine accurate abundances, accurate
atmospheric parameters are required. For example, an increase in
Teff from 5050 K to 5300 K results in 0.5 dex higher abundance
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from the Mg Ib lines. Determination of atmospheric parameters of
UMP stars is not a trivial task, and various methods possess their
advantages and disadvantages.

One of the most common methods used to determine atmospheric
parameters in wide range of spectral types and luminosity classes,
including UMP stars, is a spectroscopic method based on deter-
mination of effective temperature (Teff) from the Fe I excitation
equilibrium, surface gravity (log g) from the Fe I/Fe II ionization
balance, and microturbulent velocity (ξ t) from a requirement of
the same abundance from lines of different strength. Thus, to
determine Teff, log g, [Fe/H], and ξ t, only stellar spectrum is
required, and this is considered as one of the main advantages
of this method. The second advantage is that spectrum does not
depend on interstellar (IS) reddening in contrast with photometric
methods of Teff determination.

However, in the atmospheres of metal-poor stars, the Fe I/Fe II

number density ratio is subject to departures from the thermody-
namic equilibrium value (Mashonkina et al. 2011; Bergemann et al.
2012; Amarsi et al. 2016; Ezzeddine, Frebel & Plez 2017; Lind et al.
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2017). Therefore, the theoretical spectra have to be calculated based
on the non-local thermodynamic equilibrium (NLTE) line formation
for Fe I- II. Another shortage is that in spectra of UMP stars, the lines
of Fe II are weak, if they can be detected at all. For example, among
20 stars with metallicity [Fe/H] < −4, the lines of Fe II in the
visible spectrum range were detected only in six stars (Ezzeddine
et al. 2017). In the near-UV range (2327–2343 Å), several Fe II

lines exist that are stronger than all of those potentially available
in the optical regime. However, observations in this spectral region
are available for small number of UMP stars (Roederer et al. 2012,
2018; Ezzeddine & Frebel 2018). It is known that spectroscopic
method gives systematically lower Teff compared to those, derived
from photometry. Frebel et al. (2013) found a difference between
Teff from Fe I lines and those, derived from photometric colours,
of about 70–270 K depending on Teff and suggested to use an
empirical relation between these two temperature scales if accurate
photometry is not available.

For UMP stars, calcium is the only element observed in two
ionization stages and can be used for atmospheric parameter
determination. Norris et al. (2007), Korn et al. (2009), Mashonkina,
Korn & Przybilla (2007a), and Caffau et al. (2012) employed
Ca I/Ca II ionization balance in NLTE to determine log g for UMP
stars. It is worth noting that a detailed comparison of parameters
derived from Ca I/Ca II and Fe I/Fe II for VMP stars is missing in
the literature. The only comparison was presented for CD-38 245
([Fe/H] = −4), where the NLTE abundance differences Fe I–Fe II

and Ca I–Ca II do not exceed 0.11 dex in absolute value when
photometric Teff and distance-based log g are adopted (Sitnova,
Mashonkina & Pakhomov 2018).

An application of hydrogen Balmer lines for Teff determination
requires accurate continuum normalization and line-formation cal-
culations. For Hα, NLTE leads to weaker line wings, which results
in 80–100 K higher Teff for VMP stars, compared to that derived in
LTE (Mashonkina et al. 2010; Wu et al. 2015; Amarsi et al. 2018).
The Hγ line is less sensitive to NLTE effects and changes in log g
compared to Hα; however, it is more sensitive to the convection
treatment and it is more difficult to place continuum correctly due
to lower signal-to-noise ratio (S/N) in the blue spectral region
compared to those in the red. Deviations from LTE, 3D effects,
and changes in log g do not affect significantly the wings of Hβ,
and this line can serve as the most robust indicator of Teff under
classical 1D LTE spectral syntheses.

The spectroscopic methods strongly depend on model atmo-
sphere and line formation modelling. When using photometric
colours to determine Teff, interstellar reddening must be properly
taken into account. The colour–Teff calibrations are mostly tested
with the [Fe/H] ≥ −3 stars (Alonso, Arribas & Martı́nez-Roger
1999; Ramı́rez & Meléndez 2005) due to poor statistics of the more
metal-deficient stars with accurate infra-red flux method effective
temperatures available. Therefore, using such calibrations for the
UMP and HMP stars can lead to systematic errors in Teff.

Evolutionary tracks are widely used to determine log g for MP
stars. However, this method does not allow to distinguish between
a dwarf and a subgiant for G-stars. For giants, a small uncertainty
in Teff results in a large uncertainty in log g.

For the first time, astrometric distances for a large number of UMP
stars became available with Gaia DR21 (Gaia Collaboration et al.
2018) that makes possible to determine their log g. For comparison,
at the time of Hipparcos (van Leeuwen 2007), trigonometric

1https://gea.esac.esa.int/archive/

parallax was measured for the only UMP star, G 77-61 (π = 16.9
mas). The first Gaia data release appended parallax measurement
for one more UMP star, CD-38 245. However, for distant (d > 6 kpc)
stars, errors of the Gaia DR2 parallaxes lead to uncomfortably large
errors for log g, of more than 0.12 dex. The Gaia DR2 data suffer
from a systematic shift in parallax (Arenou et al. 2018).

Taking into account the listed above advantages and disad-
vantages of different methods, we apply them for atmospheric
parameter determination for the 17 most metal-poor stars known to
date. Namely, we investigate lines of calcium in the two ionization
stages and wings of the Balmer lines based on the NLTE line
formation, use multiband photometry, isochrones, and Gaia DR2
parallaxes. As an initial guess, we use atmospheric parameters,
derived by Ezzeddine et al. (2017) from spectroscopic method based
on NLTE analyses of iron lines. We also determine magnesium
LTE and NLTE abundance for the sample stars. In this study, we
use [Mg/H] ratio instead of [Fe/H] as a main tracer of the chemical
evolution, as it was recommended for MP stars by Fuhrmann (1998),
Cayrel et al. (2004), and Andrievsky et al. (2010).

We outline the method of NLTE calculations for Mg I and Ca I– II

in Section 2. Section 3 describes stellar sample and observations.
The literature data on atmospheric parameters of the investigated
stars are reviewed in Section 4. A procedure of stellar parameter
determination is presented in Section 5. The derived [Ca/Mg]
abundance ratios are presented in Section 6. Our recommendations
and conclusions are given in Section 7.

2 ME T H O D O F C A L C U L ATI O N S

In this section, we describe the model atoms for magnesium and
calcium statistical equilibrium calculations and the programs used
for computing the level populations and spectral line profiles.

2.1 Mg I model atom

The Mg I model atom, atomic data and main NLTE mechanisms
were described in detail by Mashonkina (2013). The model atom
is based on that of Zhao, Butler & Gehren (1998); however, it was
updated by Mashonkina (2013) by including fine structure levels
of the Mg I 3p 3P◦ term, which is connected with the Mg Ib lines,
and by accounting for H I impact excitations and charge transfer
processes Mg I + H I ↔ Mg II + H− with the rate coefficients
from detailed quantum mechanical calculations of Barklem et al.
(2012). Photoionization is treated by employing accurate cross-
sections from the Opacity Project (OP; see Seaton et al. 1994
for a general review), which are accessible in the TOPBASE2

data base.

2.2 Ca I-II model atom

For calcium, we apply the NLTE method treated by Mashonkina,
Korn & Przybilla (2007b) and modified by Mashonkina, Sitnova &
Belyaev (2017) by accounting for H I impact excitation and de-
excitation processes and charge transfer processes Ca I + H I ↔
Ca II + H− with the rate coefficients from quantum mechanical
calculations of Mitrushchenkov et al. (2017). Photoionization is
treated by employing accurate cross-sections from the OP. We refer
to the cited papers for details of atomic data implemented in the
Ca I– II model atom.

2http://cdsweb.u-strasbg.fr/topbase/topbase.html
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Here, we consider for the first time an impact on NLTE abun-
dances of the recent quantum-mechanical data for the Ca II + H I

collisions from Belyaev, Voronov & Gadéa (2018) instead of
approximate Drawinian (Drawin 1968, 1969) rates with scaling
coefficient, SH = 0.1. For the Ca I + H I collisions, we apply rate
coefficients updated by Belyaev et al. (2017) instead of those from
Mitrushchenkov et al. (2017).

We tested how the use of new accurate collisional data impacts
on NLTE abundances from different lines of Ca I and Ca II in model
atmosphere with Teff = 4900 K, log g = 2.0, ξ t = 1.9 km s−1,
and [Ca/H] = −3.7. As shown in the earlier NLTE studies (see
Mashonkina et al. 2017, and references therein), the departures
from LTE for Ca I are ruled by radiative bound-free transitions from
the ground (4s2 1S) and low-excitation (3d 3D, 4p 1P◦) levels. The
overionization of Ca I results in weakened Ca I lines and positive
NLTE abundance corrections (�NLTE = log ANLTE – log ALTE). A
replacement of the Mitrushchenkov et al. (2017) data with that
of Belyaev et al. (2017) for the Ca I + H I collisions leads to
smaller NLTE effects and smaller NLTE abundance corrections.
The changes in �NLTE are smaller than 0.02 dex for Ca I 4226,
4318, 4454, and 6122–62 Å and 0.05 dex for Ca I 5588 and 6439–
62 Å. For comparison, �NLTE amounts to 0.16–0.2 dex for different
lines in a given model atmosphere. An exception is the Ca I 4226 Å
resonance line, for which �NLTE is close to 0 (see Section 5.4 for
explanations).

Ca II is the majority species, and the departures from LTE are
minor for the Ca II H and K resonance lines, with �NLTE < 0.02 dex
when either Drawinian or quantum-mechanical rates are adopted
for the Ca II + H I collisions. For the Ca II excited states, the
deviations from LTE in their populations are ruled by radiative
and collisional bound–bound transitions resulting in strengthened
infrared (IR) triplet lines (8498, 8542, and 8662 Å, transition 3d 2D
– 4p 2P◦), but weakened 3706 and 3737 Å lines (transition 4p 2P◦ –
5s 2S). Using quantum mechanical rate coefficients leads to smaller
deviations from LTE compared to those derived with the Drawinian
rates (SH = 0.1) and reduces the NLTE abundance corrections in
absolute value, by 0.02–0.04 dex for different subordinate lines of
Ca II. While, in a given model atmosphere, the NLTE abundance
corrections amount to −0.6 dex and 0.1 dex for the Ca II IR triplet
lines and 3706 Å, respectively.

2.3 Programs and model atmospheres

The coupled radiative transfer and SE equations were solved
with a revised version of the DETAIL code (Butler & Giddings
1985). The update was presented by Mashonkina et al. (2011).
The pre-calculated departure coefficients were then used by SYN-
THV NLTE code (Tsymbal 1996; Tsymbal, Ryabchikova & Sit-
nova 2018; Ryabchikova et al. 2016) to compute the synthetic
spectra.

Throughout this study, the element abundance is determined from
line profile fitting. The integration of the SYNTHV NLTE code in
the IDL BINMAG code by O. Kochukhov3 allows us to obtain the best
fit to the observed line profiles with the NLTE effects taken into
account.

We used classical plane-parallel model atmospheres interpolated
for given Teff, log g, and [Fe/H] in the MARCS model grid (Gustafsson
et al. 2008). The iron abundances for our sample stars were adopted
from NLTE determinations by Ezzeddine et al. (2017).

3http://www.astro.uu.se/∼oleg/download.html

Full list of the investigated lines is presented in Table 1 along
with the transition information, gf-value, excitation energy of the
lower level, and damping constants (log γ rad, log γ 4, log γ 6). The
line list for synthetic spectrum calculation was extracted from the
VALD data base (Kupka et al. 1999; Ryabchikova et al. 2015). For
the Ca II resonance lines and the Ca II IR triplet lines, we take into
account the isotopic components.

3 STELLAR SAMPLE AND OBSERV ED
SPECTRA

Our stellar sample contains 17 UMP stars, from dwarfs to giants,
taken from Placco et al. (2015). Majority of them were studied in
several papers. For each star, Ezzeddine et al. (2017) presented a
list of papers, where a given star was investigated, together with
atmospheric parameters determined from spectroscopic method
based on NLTE analyses of iron lines.

The characteristics of the stellar spectra, which were used in this
study, are summarized in Table 2. Observed spectra were retrieved
from VLT/UVES4 and Keck/HIRES5 archives or private collections.
New observations in the blue (3330–4960 Å) and red (4830–9410 Å)
spectrum region have been obtained for HE1424−0241 with the
MIKE spectrograph (Bernstein et al. 2003) on the Magellan/Clay
Telescope at Las Campanas Observatory. The observing set-up of
0.7 arcsec slit was used that yielded a resolving power of R ∼ 35 000
and R ∼ 28 000 in the blue and red spectral ranges, respectively. For
the other stars, details of the observations and the data reduction
can be found in the original papers.

4 LI TERATURE DATA O N ATMOSPHERIC
PA R A M E T E R S

To determine and compare element abundances of different stars,
first, a homogeneous set of atmospheric parameters is required. We
review available in the literature determinations of Teff and log g for
each star of our sample. Different studies adopted different methods
based on photometry, isochrones, spectrum energy distribution,
wings of the Balmer lines, lines of iron and calcium. Table 3 presents
the minimal and maximal Teff and log g available in the literature for
each star of our sample. For half stars of the sample, a spread in Teff

is larger than 100 K. The two most investigated stars, CD-38 245
and CS22949-037, whose atmospheric parameters were determined
in more than ten papers each, show a large and similar spread of
330 K in Teff. The largest difference of 500 K in Teff is found
for J0140+2344. The lowest effective temperatures originate from
either Roederer et al. (2014) or Ezzeddine et al. (2017), where Teffs
were determined with Fe I excitation equilibrium method. One can
note that independent of either LTE (Roederer et al. 2014) or NLTE
(Ezzeddine et al. 2017), the temperatures based on Fe I are lower
compared to those, derived from the other methods.

For FG-type stars, when log g is determined from isochrones, two
values of log g correspond to a given Teff, and one cannot distinguish
a dwarf from a subgiant. In this case, a spread of the literature data on
log g for a given star can exceed an order of value. For example, for
J0140+2344, Norris et al. (2013) recommended Teff = 5703 K and
log g = 3.36 or 4.68. For giants, a single value of log g corresponds
to a given Teff. However, a small uncertainty in Teff results in a large
uncertainty in log g. A difference of 1.15 and 1.68 dex between

4http://archive.eso.org/wdb/wdb/adp/phase3 main/form
5https://koa.ipac.caltech.edu/
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Table 1. The list of Mg I, Ca I, and Ca II lines with the adopted atomic
data. For the Ca II resonance and IR triplet lines, wavelengths and log gfε
are presented for different isotopic components together with their atomic
masses (the second column).

λ Eexc log gf log γ r log γ 4 log γ 6

(Å) (eV) (rad s−1)
(rad s−1

cm3) (rad s−1 cm3)

Mg I

3829.355 2.70 − 0.227 0.000 − 4.560 − 7.291
3832.300 2.71 − 0.353 0.000 − 4.560 − 7.291
3832.304 2.71 0.125 0.000 − 4.560 − 7.291
3838.290 2.71 − 1.527 0.000 − 4.560 − 7.291
3838.292 2.71 0.397 0.000 − 4.560 − 7.291
3838.294 2.71 − 0.351 0.000 − 4.560 − 7.291
4167.271 4.34 − 0.745 8.710 0.000 0.000
4571.096 0.00 − 5.623 2.340 − 6.460 − 7.770
5167.322 2.70 − 0.870 7.990 − 5.470 − 7.267
5172.684 2.71 − 0.450 7.990 − 5.430 − 7.267
5183.604 2.71 − 0.239 7.990 − 5.430 − 7.267
5528.405 4.34 − 0.498 8.720 − 4.630 − 7.179
Ca I

4226.728 0.00 0.244 8.360 − 6.031 − 7.562
4283.010 1.88 − 0.136 8.320 − 5.840 − 7.720
4318.652 1.89 − 0.139 8.320 − 5.760 − 7.720
4454.779 1.89 0.258 8.017 − 5.596 − 7.162
5588.749 2.52 0.358 7.853 − 6.072 − 7.538
5857.451 2.93 0.240 8.477 − 5.424 − 7.316
6122.217 1.88 − 0.316 7.860 − 5.320 − 7.189
6162.173 1.89 − 0.090 7.860 − 5.320 − 7.189
6439.075 2.52 0.390 7.649 − 6.072 − 7.569
Ca II

3706.024 3.12 − 0.402 8.630 − 5.530 − 7.610
3736.900 3.14 − 0.104 8.640 − 5.530 − 7.610
3933: 0.00 8.207 − 5.730 − 7.760
3933.655 48 − 2.623
3933.657 46 − 4.293
3933.659 44 − 1.576
3933.660 43 − 2.765
3933.661 42 − 2.084
3933.664 40 0.092
3968: 0.00 8.193 − 5.730 − 7.761
3968.460 48 − 2.928
3968.462 46 − 4.598
3968.465 44 − 1.881
3968.466 43 − 3.070
3968.467 42 − 2.389
3968.469 40 − 0.213
8498: 1.69 8.207 − 5.700 − 7.675
8498.020 40 − 1.429
8498.077 42 − 3.605
8498.098 43 − 4.286
8498.129 44 − 3.097
8498.181 46 − 5.814
8498.233 48 − 4.144
8542: 1.69 8.207 − 5.700 − 7.675
8542.088 40 − 0.476
8542.143 42 − 2.652
8542.165 43 − 3.333
8542.198 44 − 2.144
8542.252 46 − 4.861
8542.307 48 − 3.191
8662: 1.69 8.193 − 5.700 − 7.675
8662.138 40 − 0.736
8662.193 42 − 2.912

Table 1 – continued

λ Eexc log gf log γ r log γ 4 log γ 6

(Å) (eV) (rad s−1)
(rad s−1

cm3) (rad s−1 cm3)

8662.215 43 − 3.593
8662.258 44 − 2.404
8662.302 46 − 5.121
8662.357 48 − 3.451

different log g determinations is found for giants CD-38 245 and
CS22949−037, respectively. A giant and subgiant scenarios with
log g = 2.65 and 3.41 were adopted for HE0057−5959 by Norris
et al. (2013) and Jacobson et al. (2015), respectively.

Differences in atmospheric parameters, derived for a given star
in different papers, are larger than the claimed accuracy. To fix Teff

and log g, advanced approaches are required.

5 D ETERMI NATI ON O F ATMOSPHERI C
PA RAMETERS

To derive a homogeneous set of atmospheric parameters (Teff and
log g), we rely on photometry, isochrones, wings of the Balmer lines,
Ca I/Ca II ionization equilibrium in NLTE, and Gaia DR2 parallaxes.
We applied the following strategy of atmospheric parameter deter-
mination. For each sample star, we determine Teff from photometric
colours and Balmer lines and calculate log g using trigonometric
parallaxes from Gaia DR2. Then we select a pair of Teff and log g
that provides a reasonable position on the isochrone and consistent
within the error bars NLTE abundances from Ca I and Ca II. To
fulfil our requirements, we allow Teff and log g to be varied within
200 K and 0.2 dex, respectively. The details on the different methods
of parameter determination and the derived results for the sample
stars are presented in the following subsections. Due to insufficient
number of spectral lines in the observed spectra of the sample
stars, we compute microturbulent velocity (ξ t) using the empirical
relation from Mashonkina et al. (2017). This relation was deduced
from NLTE analyses of Fe I and Ti I lines in a sample of VMP
giants with well-determined atmospheric parameters. It provides an
accuracy of 0.2 km s−1 for ξ t. Our final atmospheric parameters are
presented in Table 3.

5.1 Photometry

The photometric magnitudes were taken from the SIMBAD6

(Wenger et al. 2000) and 2MASS7 (Skrutskie et al. 2006) data
bases. For those stars, where V and IC magnitudes are not available
or of low accuracy, we used colour transformations between SDSS
and Cousins magnitudes from Jordi, Grebel & Ammon (2006).
Exceptions are HE2139−5432 and HE0057−5959, for which
neither V nor gri magnitudes are available. We adopted a colour
excess E(B − V) from the Schlegel, Finkbeiner & Davis (1998)
map. For the sample stars, we calculated photometric Teff, using V
− ICJK colours and calibrations from Ramı́rez & Meléndez (2005,
hereafter RM05) and Alonso, Arribas & Martinez-Roger (1999,
hereafter A99).

Fig. 1 shows a comparison of effective temperatures derived from
different colours and calibrations for our sample stars. For our

6http://simbad.u-strasbg.fr/simbad/
7http://irsa.ipac.caltech.edu/frontpage/
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Table 2. Characteristics of the observed spectra.

Star, instrument ID R (103) S/N λ (nm) Reference

CS22949−037, 1 34 20-60 319–900 Cohen et al. (2013), C66H, C02H; PI:Shuler, A226Hr
CS30336−049, 2 39, 31 330–490, 490–940 Norris et al. (2013)
HE0057−5959, 2 39, 31 91 330–490, 490–940 Norris et al. (2013)
HE0107−5240, 3 40 329–452, 478–681 Christlieb et al. (2004), 268.D-5745(A), 074.D-0387(A)
HE0107−5240, 3 66.32 30 665–1042 Bessell, Christlieb & Gustafsson (2004), 70.D-0009(A),

076.D-0165(A)
HE0233−0343, 3 50, 52, 57 25, 45, 20 328–456, 472–683, 570–946 Hansen et al. (2014), 076.D-0546(A)
HE0557−4840, 3 41, 42 30, 30 330–452, 473–684 Norris et al. (2007), 276.D-5041(A)
HE0557−4840, 3 40.97, 42.31 30, 30 302–388, 565–946 Norris et al. (2012), 380.D-0040(A)
HE1310−0536, 3 50, 35, 57 65, 20, 30 373–499, 472–683, 565–946 Hansen et al. (2014), 077.D-0035(A)
HE1327−2326, 3 46, 70, 70 40–200 305–387, 478–680, 572–947 Frebel et al. (2006)
HE1327−2326, 4 60 305–460, 355–525, 403–680 Aoki et al. (2006)
HE1424−0241, 1 34 30 320–834 Cohen et al. (2007), C14H, C231Hb, C239Hr
HE1424–0241, 2 35, 28 10 333–496, 483–941 this paper
HE2139−5432, 2 37, 30 86, 86 330–490, 490–940 Norris et al. (2013)
HE2239−5019, 3 18, 37 20, 40 328–456, 472–682 Hansen et al. (2014), 076.D-0546(A)
J0140+2344, 1 48 51 372–460, 466–560, 566–654 Norris et al. (2013)
J0313−6708, 2 35, 29 80 330–490, 490–940 Keller et al. (2014)
J1313−0019, 2 35, 29 45, 55 330–490, 490–940 Frebel et al. (2015)
J2209−0028, 3 39 17-48 376–500, 570–750, 767–947 Spite et al. (2013), 087.D-0123(A)

Notes. 1 = Keck/HIRES, 2 = Magellan/MIKE, 3 = VLT/UVES, 4 = Subaru/HDS.
The proposal ID are indicated for the spectra, retrieved from the archives.

Table 3. Stellar atmospheric parameters.

Data from the literature: This study:

Star min; max Teff (K) Ref. min; max log g Ref. Teff (K)
log g

(CGS)

CD–38 245 4520; 4850 R14; R96, N01 0.65; 2.33 R14; HC13 4850 1.8
CS22949–037 4630; 4960 R14; N13 0.95; 2.10 R14; M95 4900 1.9
CS30336–049 4685; 4827 E17; L08 1.19; 1.51 N13; L08 4800 1.4
HE0057–5959 5200; 5413 E17; J15 2.65; 3.41 N13; J15 5400 3.0
HE0107–5240 5050; 5100 E17; C04, N13 2.20; 2.30 C04, N13; E17 5300 2.5
HE0233–0343 6020; 6100 E17; HT14 3.4 HT14, E17 6300 4.2
HE0557–4840 4800; 4900 E17; N07 2.20; 2.40 N07; E17 5100 2.2
HE1310–0536 5000 E17; HT14 1.9 E17; HT14 4850 1.7
HE1327–2326 6130; 6180 E17; F05, A06, K07 3.7 F05, A06, K07, E17 6180 3.7
HE1424–0241 5140; 5260 E17; N13 2.50; 2.80 C07; E17 5200 2.5
HE2139–5432 5270; 5416 E17; N13 3.04; 3.20 N13; E17 5400 3.0
HE2239–5019 6000 HT14, E17 3.5 HT14, E17 6000 3.5
J0140+2344 5600; 6100 E17; A13 3.36; 4.68 N13 5900 4.6
J0313–6708 5125 K14 2.30 K14 5125 2.3
J1029–1729 5811 C11 4.00 C11 5800 4.7
J1313–0019 5100; 5380 E17; A15 2.60; 3.00 F15; A15 5400 3.0
J2209–0028 6440 S13 4.0 S13 6300 4.5

Notes. A06 – Aoki et al. (2006), A13 – Aoki et al. (2013), A15 – Allende Prieto et al. (2015), C04 – Christlieb et al. (2004), C07 – Cohen et al. (2007), C11 –
Caffau et al. (2011), E17 – Ezzeddine et al. (2017), F05 – Frebel et al. (2005), F15 – Frebel et al. (2015), HC13 – Hansen et al. (2013), HT14 – Hansen et al.
(2014), J15 – Jacobson et al. (2015), K14 – Keller et al. (2014), L08 – Lai et al. (2008), M95 – McWilliam et al. (1995), N01 – Norris, Ryan & Beers (2001),
N07 – Norris et al. (2007), N13 – Norris et al. (2013), R96 – Ryan, Norris & Beers (1996), R14 – Roederer et al. (2014), S13 – Spite et al. (2013).

sample stars, calibrations of RM05 and A99 provide consistent
Teff for each of (V − K) and (V − I) colours, with average
differences of T (V − K)RM05 − T (V − K)A99 = 11 ± 30 K and
T (V − I )RM05 − T (V − I )A99 = 65 ± 101 K. For the majority of
the sample stars, A99 calibration provides lower Teff from (V − I)
compared to those from (V − K) and T(V − K) – T(V − I) = 150
± 140 K (when excluding an outlier, HE2239−5019). For RM05
calibration, we found T(V − K) – T(V − I) = 100 ± 147 K. The
difference between temperatures from (V − I) and other colours
exceeds 300 K in two faint sample stars, namely HE2239−5019
and J1313−0019, with V = 15.85 and 16.64 mag, respectively. We

suspect, for these stars, the errors in the I and g, r, i magnitudes are
larger than the claimed ones, of not exceeding 0.01 dex (Beers et al.
2007; Ahn et al. 2012). For all sample stars, Teff from (V − K) and
(V − J) in RM05 calibration agree well and the average difference
amounts to T(V − K) – T(V − J) = −25 ± 70 K.

Finally, we conclude that temperatures from (V − K) colour in
A99 calibration and (V − K) and (V − J) colours in RM05 calibration
to be the most reliable and provide unbiased with respect to each
other effective temperatures with a small scatter. For the sample
stars, the difference between Teff derived from the former colours
never exceeds 150 K.
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Figure 1. Difference between photometric temperatures derived from
different colours and calibrations of Alonso, Arribas & Martı́nez-Roger
(1999) and Ramı́rez & Meléndez (2005) as a function of the V magnitude
for our sample stars.

It is worth noting that the colour-Teff calibrations depend on
metallicity, and they are supposed to be applied for stars with
[Fe/H] > −2.5 and [Fe/H] > −3 in case of A99 and RM05
calibrations, respectively. The results presented in Fig. 1 were
derived by adopting a similar metallicity [Fe/H] = −3 for all sample
stars. Using [Fe/H] = −4 leads to 50 and 80 K higher Teff from (V −
K) for dwarfs and giants, respectively, and even larger differences
for (V − I) and (V − J) colours, which depend on [Fe/H] stronger
than (V − K). When individual [Fe/H] is adopted for each star, which
ranges between −5.1 and −3.7, the difference between temperatures
from different colours increases, for example, an offset between T(V
− K) and T(V − J) in RM05 calibration becomes prominent and
equals to −115 ± 82 K.

5.2 Balmer lines

In addition to photometry, we relied on the wings of Hα and Hβ

to determine Teff. We adopted the NLTE method of H I line forma-
tion calculations from Mashonkina et al. (2008). The theoretical
profiles of the Balmer lines were computed by convolving the
profiles resulting from the thermal, natural, and Stark broadening
(Vidal, Cooper & Smith 1970, 1973), as well as self-broadening
(Barklem, Piskunov & O’Mara 2000). For the investigated range
of atmospheric parameters, NLTE leads to weakened wings of Hα,
which results in 80–100 K higher Teff, compared to those, derived
in LTE. The NLTE effects increase towards higher Teff and lower
log g. The wings of Hα are sensitive to Teff and log g variations.
For example, Hα line profiles calculated with atmospheric models
5900/4.6 and 5800/4.7 are similar. The wings of Hβ are better
indicators of Teff, since they are much less sensitive to changes in
log g and NLTE effects compared to Hα. For four stars with different
stellar parameters (a giant HE0107−5240, a subgiant J1313−0019,
and dwarfs HE0233−0343 and J2209−0028), we show in Fig. 2 the
effect of changes in Teff and log g on the Hα and Hβ line profiles.
Depending on an S/N and continuum normalization of the observed
spectra, we estimate an accuracy of Teff determination from Hα

and Hβ to be no less than 50 K and no more than 200 K. For
faint stars with V of 16–18 mag and uncertain photometric Teff, we
employed Balmer lines for Teff determination. For the other stars, we
checked that the adopted Teff provides a reasonable fit to the wings
of Hα and Hβ in the observed spectra. The Hα and Hβ line profiles
calculated in NLTE and LTE with our final atmospheric parameters

are presented in Fig. A1. For HE2139−5432 and HE0057−5959,
the observed spectra are plotted with continuum normalization as
provided by David Yong (private communication).

5.3 Surface gravities based on Gaia DR2 trigonometric
parallaxes

For each star of our sample, Gaia DR2 parallaxes (Gaia Collabora-
tion et al. 2018) are available. To calculate distance based surface
gravities, we adopted a relation between log g, stellar mass, visual
magnitude, and bolometric correction. For dwarfs and giants, a mass
of 0.7 and 0.8 solar masses was adopted, respectively. Bolometric
corrections were adopted from Casagrande & VandenBerg (2014).

For the vast majority of stars in the second Gaia data release,
reliable distances cannot be obtained by inverting the parallax. A
correct inference procedure must instead be used to account for
the non-linearity of the transformation and the asymmetry of the
resulting probability distribution (Bailer-Jones et al. 2018). For our
sample stars, we adopted distances from Bailer-Jones et al. (2018)
available at http://www.mpia.de/∼calj/gdr2 distances/main.html.
Uncertainties in log gDR2 were calculated using the lower and upper
bounds on the confidence interval of the distances recommended by
Bailer-Jones et al. (2018). For the sample stars at distances closer
than �1 kpc and more distant stars, the uncertainties in distances
result in log g uncertainties of smaller than 0.08 and 0.20 dex,
respectively. An exception is J2209−0028 at d = 2466 ± 766 with
log g error of 0.33 dex. It is also worth noting that the Gaia DR2
parallaxes suffer from a systematic shift, which does not exceed
0.1 mas in absolute value (Arenou et al. 2018; Lindegren et al. 2018;
Graczyk et al. 2019; Schönrich, McMillan & Eyer 2019). Bailer-
Jones et al. (2018) calculated distances applying a systematic shift
of 0.029 as recommended by Lindegren et al. (2018).

Fig. 3 presents a comparison of distance based surface gravities
with our final results and the data from the literature. For the
majority of stars, we found our surface gravities to be consistent
within the error bars with those, based on distances. Excep-
tions are HE2139−5432 and J1313−0019. For HE2139−5432,
log gDR2 = 1.71 ± 0.44, while we adopted log g = 3.0.
HE2139−5432 is a component of a binary system (Arentsen et al.
2018), and its distance based log g can be underestimated. For
J1313−0019, log gDR2 = 3.85 ± 0.23, while we adopted log g = 3.0.
Neither analysis of the position of this star on the H–R diagram
nor analysis of the Balmer line wings do support high log gDR2.
We calculated the NLTE profiles of Hα and Hβ with the model
atmosphere 5600/3.5/-4 (Fig. 2) and obtained that their wings are
too strong compared with the observed spectra, while the theoretical
profiles in the 5400/3.0/-4 (our final Teff/log g) model match the
observations well.

We note that, for J1029+1729, Caffau et al. (2012) adopted
Teff/log g = 5811 K/4.0 despite the fact that the Ca I/Ca II ionization
equilibrium was achieved in NLTE with log g = 4.8. Based on
the Gaia DR2, Bonifacio et al. (2018) came to the conclusion
that this star is, indeed, a dwarf. This is fully consistent with our
determination.

5.4 Calcium and magnesium abundances of the stellar sample

Impact of NLTE on abundance determination: For different stars
of the sample, from 2 to 10 lines of calcium and from 1 to 6 lines
of magnesium were used for abundance determination. For weak
lines of the minority species, such as Ca I and Mg I, NLTE results
in weaker lines and larger abundance compared to LTE (�NLTE
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Improved atmospheric parameters of UMP stars 3533

Figure 2. Hα (left-hand panels) and Hβ (right-hand panels) NLTE line profiles calculated with model atmospheres with different parameters for HE0107−5240,
HE0233−0343, J1313−0019, and J2209−0028 (from top to bottom).
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Figure 3. The difference between our final surface gravities and log gDR2

is shown by filled circles. For comparison, we show the differences between
the literature values (multiple determinations) and log gDR2 by open circles.
The uncertainties in log gDR2 are indicated with dashes. The stars are placed
in the order of increasing their distance from the Sun (from left to right).

Figure 4. The NLTE abundance corrections for lines of Mg I, Ca I, and Ca II

in the sample stars as a function of the line equivalent width. Dwarfs and
giants are shown by filled and open symbols, respectively.

> 0) due to an overionisation mechanism caused by superthermal
radiation of non-local origin below the thresholds of the Ca I and
Mg I low-excitation levels. For strong lines of Ca I and Mg I, with
equivalent widths of larger than 60 mÅ, NLTE leads to weaker line
wings, but stronger line core, which finally can result in larger total
absorbed energy in NLTE compared to LTE and negative NLTE
abundance correction (�NLTE < 0). A line core strengthens if an
upper level of the corresponding transition is depopulated relative
to its LTE population in the larger extent compared with the lower
level. This happens in the upper atmospheric layers due to photon
loss in the investigated line itself. In the metallicity range with
what we deal in this study, only the Ca I 4226 Å and Mg I b lines
can be strong enough to reveal this effect. The NLTE abundance
corrections for Ca I 4226 Å and Mg I 5172 Å vary from −0.1 to
0.3 dex in different stars of our sample (Fig. 4).

Ca II dominates the element number density. No process seems
to affect the Ca II ground state population and it keeps its
thermodynamic-equilibrium (TE) value. For the excited levels of
Ca II, deviations from LTE are ruled by radiative bound–bound
transitions. Ca II resonance-line pumping produces a slightly en-
hanced excitation of the level 4p in the atmospheric layers between
log τ 5000 � 0 and −1. In the very metal-poor atmospheres, the
metastable level 3d is only weakly coupled to the ground state
and follows 4p until photon losses in the Ca II IR lines start to
depopulate 4p. Overpopulation of 3d level and photon losses in the
cores of the Ca II IR triplet lines lead to their strengthening and
negative �NLTE, increasing in absolute value with the equivalent
width. For example, from −0.1 to −0.6 dex for the 8498 Å line
(Fig. 4). Generally, for the Ca II resonance lines, deviations from
LTE are small and lead to a strengthened line core and negative
NLTE abundance corrections of not exceeding several hundredth.
The smallest NLTE abundance correction of −0.12 dex we found in
HE1327–2326 with [Ca/H] = −5.2. In contrast to other stars of the
sample, the most metal-poor star known to date, J0313–6708, shows
a positive �NLTE of 0.14 and 0.23 dex for the Ca II H and K lines,
respectively. This happens because these lines wholly form in the
layers where Ca II resonance-line pumping overpopulates 4p level
relative to its TE population and the line source function exceeds
the Planck function.

A problem of underestimated abundance from Ca I 4226 Å and
Mg I b lines. In line with the earlier studies of calcium lines in
VMP stars by Mashonkina et al. (2007b) and Spite et al. (2012), we
found systematically smaller abundance from the Ca I 4226 Å line
compared to those derived from other lines of Ca I and Ca II either
in NLTE or in LTE. For stars with Teff > 5600 K, the difference
between abundance from Ca I 4226 Å and average abundance from
the other lines, �4226-Ca, is within 0.1 dex in absolute value and never
exceeds the error bars. For cool giants with strong Ca I 4226 Å line,
with an equivalent width EW > 60 mÅ, �4226-Ca reaches −0.9 dex in
LTE, and varies from −0.2 to −0.5 dex in NLTE (Fig. 5). This effect
is attended by weakened wings and strengthened core in NLTE,
which results in negative NLTE abundance corrections, in contrast
to other lines of Ca I and Ca I 4226 Å with EW < 60 mÅ. The NLTE
mechanism of the line core strengthening is caused by decrease
of the line source function below the Planck function as described
by Mashonkina et al. (2007b). Classical 1D model structures with
NLTE line formation fail to achieve consistent abundances from
Ca I 4226 Å and other calcium lines. Spite et al. (2012) concluded
that a fully consistent 3D NLTE line formation modelling is
required to shed light on this problem. Full 3D-NLTE calculations
for calcium in the most metal-poor star known to date, J0313−6708,
were performed by Nordlander et al. (2017). However, only lines
of Ca II were detected in the observed spectrum of J0313−6708.
For lines of neutral species, 3D leads to strengthened lines and
negative abundance corrections (Collet, Asplund & Trampedach
2007; Dobrovolskas et al. 2013), and accounting for this effect by
a simple addition of �3D and �NLTE corrections even increases the
discrepancy between the Ca I 4226 Å line and the other calcium
lines.

Using Hubble Space Telescope high-resolution spectra around
Mg II 2800 Å line, Dupree, Li & Smith (2007) found that metal-
poor giants possess chromospheric activity despite of their old age.
A semi-empirical model structure, which includes a chromosphere,
was constructed by Dupree, Avrett & Kurucz (2016) for the metal-
poor giant in ω Cen with Teff/log g/[Fe/H] = 4745 K/1.74/−1.7.
They found the semi-empirical model to be hotter up to 300 K in
line-formation layers with respect to classical model structure with
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Figure 5. Top panel: Differences between abundances from Ca I 4226 Å
line and other lines in NLTE (circles) and LTE (triangles) in the sample stars
are plotted versus the line equivalent width. Bottom panel: the same values
are plotted versus effective temperature. Error bars are shown only for the
NLTE case. In LTE, error bars are larger compared to those in NLTE.

the same parameters calculated with ATLAS09 code (Castelli &
Kurucz 2004). An increase of temperature in upper atmospheric
layers would lead to a weakened core for strong lines of neutral
species and higher abundance, while weak lines of neutral species,
which form in deep atmospheric layers, and lines of the dominant
species will not change.

A similar core-wing effect was described by Mashonkina (2013)
for strong Mg Ib lines in the VMP stars. We also obtained negative
NLTE abundance corrections for the Mg Ib lines in our two Mg-
enhanced giants, that is �NLTE = −0.05 and −0.07 dex for Mg I

5172 and 5183 Å in HE2139−5432 and �NLTE = −0.03 dex for
both lines in CS22949−037. For HE2139−5432, NLTE leads to
consistent within 0.10 dex abundances from five different lines of
Mg I. In CS22949−037, the NLTE wing-core effect and negative
�NLTE = −0.04 dex were found for one more strong line, Mg I 3829
Å. The NLTE abundances from the Mg I 3829 and 5172 Å lines are
found to be 0.2 dex lower compared to those from 4167, 4571, and
5528 Å lines.

Some lines of Mg I and Ca I 4226 Å were excluded from
abundance determination if they show a peculiar behaviour and
provide substantially underestimated abundance compared to the
other lines.

Ca I/Ca II ionization equilibrium: Fig. 6 shows the Ca I–Ca II

abundance differences in NLTE and LTE for 11 stars of our sample
calculated with atmospheric parameters derived in this study and in

Figure 6. NLTE (circles) and LTE (triangles) Ca I–Ca II abundance dif-
ferences for the stars of the sample as a function of Teff. Top and bottom
panels represent results derived with atmospheric parameters derived in this
study and in Ezzeddine et al. (2017), respectively. Large circles represent
those stars, where log g was determined from Fe I–Fe II ionization balance
in NLTE.

Ezzeddine et al. (2017). LTE leads to negative Ca I–Ca II abundance
differences, of down to –1 dex. While, with our set of atmospheric
parameters, for each star, NLTE abundance difference Ca I–Ca II

does not exceed 0.1 dex in absolute value. With spectroscopic
atmospheric parameters from Ezzeddine et al. (2017), we achieve
consistent within the error bars NLTE abundances from Ca I and
Ca II for eight stars, while Ca I–Ca II > 0.2 dex in absolute value
for the other four stars. For three of these four stars, atmospheric
parameters of Ezzeddine et al. (2017) rely only on the lines of Fe I

and the derived log g is uncertain, with an error of 0.4 dex. It is
worth noting that among the 12 stars, where abundances from Ca I

and Ca II are available, only three of them have lines of both Fe I

and Fe II.

5.5 Position on the Hertzsprung–Russell diagram

For each star, the derived effective temperature and surface gravity
were checked by comparing its position in the log g–Teff plane
with the theoretical isochrones of 12 and 13 Gyr (total metallicity
z = 3.6e−6 and [α/Fe] = 0.4) in the Yi, Demarque & Kim
(2004) grid (Fig. 7). The main sequence and turn-off stars of
our sample favour an age of 13 Gyr or slightly higher. For those
F-G stars, for which the literature determinations based on the
isochrones give two possible surface gravities for a given Teff, we
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Figure 7. Investigated stars compared with the isochrones of 12 Gyr (solid
line) and 13 Gyr (dotted line) for z = 3.5e−6 and [α/Fe] = 0.4 from Yi et al.
(2004) grid. The large cross indicates log g and Teff error bars of 0.2 dex and
150 K, respectively. Coloured symbols represent data from the literature,
while open stars represent atmospheric parameters adopted in this study.

found an one-valued solution relying on the NLTE analysis of the
Ca I/Ca II ionization equilibrium and the Gaia DR2 parallax. In
line with their old age, our giant stars sit well on the isochrones
of 12 and 13 Gyr, which are indistinguishable in the red giant
branch. We conclude that HE1327−2326 is a subgiant, in line
with Korn et al. (2009), J0140+2344 is a dwarf, in line with
Ezzeddine et al. (2017), and J1029+1729 is a dwarf, in line with
Bonifacio et al. (2018). For comparison, we also show in Fig. 7
the pairs Teff/log g determined in the literature. For a part of our
giant sample, in particular, CD+38 245, CS22939, HE0557−4840,
HE1424−0241, HE2139−5432, and J1313−0019, some of the
literature effective temperatures are too low to allow the stars to
sit on the 12–13 Gyr isochrones. These low temperatures originate
from spectroscopic determinations based on the Fe I excitation
equilibrium.

5.6 Notes on individual stars

J0313–6708: For the most iron-deficient star known to date we use
three lines of Ca II, namely 3933, 3968, and 8542 Å, to determine
abundance, in contrast with the earlier studies by Keller et al. (2014),
Bessell et al. (2015), and Nordlander et al. (2017), who relied only
on the Ca II H and K lines. Fig. 8 shows the Ca II 8542 Å line in
J0313−6708 and the NLTE and LTE profiles calculated with [Ca/H]
= −7.09. This line is strong enough (EW = 10 mÅ) to be measured.
We found consistent within 0.09 dex NLTE abundances from the
three lines, while LTE leads to a discrepancy of 0.5 dex between
Ca II 8542 Å and Ca II H and K lines.

We note several stars, for which our final atmospheric parameters
differ significantly from the literature data.

Figure 8. The Ca II 8542 Å line profiles in J0313−6708 calculated with
[Ca/H] = −7.09 in NLTE (solid line) and LTE (dashed line). The observed
spectrum is shown with circles.

HE0233–0343: We adopted Teff/log g = 6300/4.20, while
6100/3.4 and 6020/3.4 were derived by Hansen et al. (2014) and
Ezzeddine et al. (2017), respectively. Similarly to HE2239–5019, no
line of Fe II was detected in HE0233–0343 and the uncertainty of the
Fe I based surface gravity is 0.4 dex. Using 6100 K/3.4 model leads
to 0.2 dex difference in NLTE abundance between Ca I and Ca II.
The revision is based on photometry and Gaia DR2 parallax. For
example, for V − K colour, Teff = 6260 and 6360 K when using A99
and RM05 calibrations, respectively, and Teff = 6390 K for V − J
colour and RM05 calibration. An extinction E(B − V) = 0.024 from
Schlegel et al. (1998) was adopted. For HE0233–0343, the Gaia
DR2 leads to log g = 4.44 ± 0.06. An increase of 0.8 dex in log g
compared to the literature data results in an appropriate position on
the isochrone and consistent within the error bars abundances from
Ca I and Ca II.

HE0107–5240: We adopted Teff/log g = 5300/2.5, while the
literature data give 5100/2.2 (Christlieb et al. 2004) and 5050/2.2
(Ezzeddine et al. 2017). Photometric effective temperatures calcu-
lated with E(B − V) = 0.012 are equal to Teff(V − K) = 5300 K
for A99 and RM05 calibrations and Teff(V − J) = 5330 K for
RM05 calibration. With 5100/2.2, we found the NLTE abundance
difference, Ca I–Ca II = −0.26 dex, while consistent within 0.1 dex
NLTE abundances from Ca I and Ca II are obtained when using
5300 K/2.5.

J1313–0019: We adopted Teff/log g = 5400/3.3, while the lit-
erature data give 5380/3.0 (Allende Prieto et al. 2015), 5170/2.6
(Frebel et al. 2015), and 5100/2.7 (Ezzeddine et al. 2017). With
parameters from Frebel et al. (2015) and Ezzeddine et al. (2017),
we found the NLTE abundances from Ca I and Ca II to be consistent
within 0.1 dex, while a discrepancy of −0.27 dex is found when
using parameters from Allende Prieto et al. (2015). To achieve
consistent NLTE abundances from Ca I and Ca II with photometric
Teff = 5400 K, we adopted log g = 3.3, which agrees within the
error bars with log gDR2. These atmospheric parameters are also
supported by the Hα and Hβ line wings (Fig. A1), and the star sits
well on the 12–13 Gyr isochrones (Fig. 7).

J2209–0028: We adopted Teff/log g = 6300/4.5, while the litera-
ture data give 6440/4.0 (Spite et al. 2013; Ezzeddine et al. 2017).
With the adopted stellar parameters we found the NLTE abundances
from the Ca I 4226 Å and the Ca II IR triplet lines to be consistent
within 0.06 dex, while a discrepancy of 0.18 dex between these
lines is found with the literature parameters. For J2209–0028, the

MNRAS 485, 3527–3543 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/485/3/3527/5369630 by M
IT Libraries user on 23 July 2019



Improved atmospheric parameters of UMP stars 3537

Table 4. The derived NLTE and LTE element abundance ratios.

Star Teff log g ξ t [Ca/H] [Mg/H] [Ca/Mg] Nlines

(K CGS km s−1)
NLTE LTE NLTE LTE NLTE LTE Ca Mg

CD-38 245 4850 1.8 2.0 −3.61 ± 0.10 −3.51 ± 1.06 −3.55 ± 0.11 −3.78 ± 0.10 − 0.06 0.27 5 4
CS22949–037 4900 1.9 1.9 −3.35 ± 0.06 −3.45 ± 0.19 −2.52 ± 0.02 −2.67 ± 0.12 − 0.83 − 0.78 8 3
CS30336–049 4800 1.4 2.1 −3.52 ± 0.07 −3.47 ± 0.27 −3.76 ± 0.09 −3.92 ± 0.08 0.24 0.45 6 4
HE0057–5959 5400 3.0 1.3 −3.17 ± 0.05 −2.97 ± 0.33 −3.30 ± 0.06 −3.35 ± 0.05 0.13 0.38 3 3
HE0107–5240 5300 2.5 1.9 −4.82 ± 0.07 −4.80 ± 0.30 −4.66 ± 0.09 −4.96 ± 0.10 − 0.17 0.17 3 2
HE0233–0343 6300 4.2 1.3 −3.72 ± 0.09 −3.32 ± 0.28 −3.64 ± 0.10 −3.86 ± 0.11 − 0.08 0.54 4 4
HE0557–4840 5100 2.2 1.9 −4.06 ± 0.04 −3.54 ± 0.44 −3.93 ± 0.05 −4.26 ± 0.09 − 0.13 0.73 5 3
HE1310–0536 4850 1.7 2.0 −3.30 ± 0.11 −3.15 ± 0.84 −3.66 ± 0.06 −3.81 ± 0.01 0.36 0.66 3 2
HE1327–2326 6180 3.7 1.7 −5.15 ± 0.06 −5.05 ± 0.16 −3.71 ± 0.00 −4.03 ± 0.01 − 1.44 − 1.01 5 2
HE1424–0241 5200 2.5 1.8 −4.12 ± 0.08 −3.87 ± 0.22 −3.48 ± 0.01 −3.76 ± 0.09 − 0.64 − 0.11 4 2
HE2139–5432 5400 3.0 1.3 −3.47 ± 0.05 −3.34 ± 0.42 −2.18 ± 0.05 −2.20 ± 0.11 − 1.29 − 1.13 5 5
HE2239–5019 6000 3.5 1.4 −3.57 ± 0.02 −3.67 ± 0.18 −3.25 ± 0.06 −3.56 ± 0.09 − 0.32 − 0.11 2 3
J0140+2344 5900 4.6 0.9 −3.18 ± 0.07 −3.20 ± 0.11 −3.20 ± 0.09 −3.37 ± 0.10 0.02 0.17 2 3
J0313−6708 5125 2.3 2.0 −7.12 ± 0.05 −7.09 ± 0.39 −3.96 ± 0.02 −4.25 ± 0.01 − 3.15 − 2.84 3 2
J1029+1729 5800 4.7 0.8 −4.48 ± 0.06 −4.35 ± 0.20 −4.38 ± 0.07 −4.51 ± 0.08 − 0.10 0.16 4 4
J1313–0019 5400 3.0 1.5 −4.10 ± 0.06 −3.80 ± 0.23 −4.10 ± 0.08 −4.21 ± 0.04 0.00 0.41 3 2
J2209–0028 6300 4.5 1.2 −3.68 ± 0.04 −3.45 ± 0.21 −3.85 ± 0.14 −4.09 ± 0.15 0.17 0.64 4 3

Atmospheric parameters from Ezzeddine et al. (2017):

CD-38 245 4700 2.0 2.2 −3.74 ± 0.07 −3.61 ± 0.76 −3.85 ± 0.31 −3.90 ± 0.13 0.11 0.29 5 4
CS22949–037 4800 1.9 1.9 −3.44 ± 0.07 −3.54 ± 0.18 −2.60 ± 0.06 −2.75 ± 0.16 − 0.84 − 0.79 8 3
CS30336–049 4685 1.4 2.1 −3.62 ± 0.18 −3.70 ± 0.11 −3.91 ± 0.11 −4.01 ± 0.11 0.29 0.30 6 4
HE0057–5959 5200 2.8 1.9 −3.35 ± 0.26 −3.18 ± 0.17 −3.48 ± 0.06 −3.62 ± 0.09 0.13 0.44 2 3
HE0107–5240 5050 2.3 2.2 −5.04 ± 0.16 −4.96 ± 0.50 −5.27 ± 0.04 −5.54 ± 0.06 0.23 0.58 3 2
HE0233–0343 6020 3.4 2.0 −4.06 ± 0.12 −3.84 ± 0.25 −3.79 ± 0.08 −4.06 ± 0.08 − 0.27 0.22 3 4
HE0557–4840 4800 2.4 1.8 −4.11 ± 0.05 −3.53 ± 0.01 −4.32 ± 0.06 −4.50 ± 0.05 0.21 0.97 3 3
HE1310–0536 5000 1.9 2.2 −3.27 ± 0.05 −3.11 ± 0.69 −3.58 ± 0.06 −3.75 ± 0.01 0.31 0.64 3 2
HE1327–2326 6130 3.7 2.1 −5.19 ± 0.15 −5.11 ± 0.22 −3.70 ± 0.01 −4.03 ± 0.01 − 1.49 − 1.08 5 2
HE1424–0241 5140 2.8 2.2 −4.18 ± 0.07 −3.92 ± 0.20 −3.68 ± 0.03 −3.82 ± 0.02 − 0.50 − 0.09 3 2
HE2139–5432 5270 3.2 1.0 −3.52 ± 0.22 −3.36 ± 0.79 −2.37 ± 0.24 −2.40 ± 0.18 − 1.15 − 0.96 4 5
HE2239–5019 6000 3.5 1.8 −3.63 ± 0.04 −3.72 ± 0.18 −3.31 ± 0.02 −3.61 ± 0.05 − 0.33 − 0.11 23 3
J0140+2344 5600 4.6 1.0 −3.75 ± 0.15 −3.75 ± 0.15 −3.51 ± 0.06 −3.63 ± 0.07 − 0.24 − 0.12 1 3
J1029+1729 5811 4.0 1.5 −4.66 ± 0.12 −4.56 ± 0.11 −4.34 ± 0.11 −4.55 ± 0.13 − 0.32 − 0.01 4 4
J1313–0019 5100 2.7 1.8 −4.47 ± 0.01 −4.12 ± 0.29 −4.32 ± 0.01 −4.52 ± 0.04 − 0.15 0.40 3 2
J2209–0028 6440 4.0 1.3 −3.68 ± 0.16 −3.63 ± 0.13 −3.77 ± 0.08 −4.00 ± 0.08 0.09 0.38 5 3

Gaia DR2 leads to log g = 4.80 ± 0.33. The J, H, and K magnitudes
are not available, and Teff (V − I) = 6280 and 6550 K when using
RM05 and A99 calibrations, respectively, and E(B− V) = 0.08.
The adopted atmospheric parameters are supported by the Hα and
Hβ line wings (Fig. 2), and the star sits well on the 12–13 Gyr
isochrones (Fig. 7).

6 C A L C I U M TO M AG N E S I U M A BU N DA N C E
R AT I O S

Table 4 presents [Ca/Mg] NLTE and LTE abundance ratios, derived
with atmospheric parameters from this study and from Ezzeddine
et al. (2017). For different stars, in NLTE, our [Ca/H] ratios vary
from −7.1 to −3.2, while [Mg/H] spans the −4.7 to −2.2 range.
Fig. 9 shows [Ca/Mg] NLTE and LTE abundance ratios derived with
our final atmospheric parameters. We divided our sample stars into
five groups depending on the derived [Ca/Mg] ratio.

For 10 stars, we found close to solar [Ca/Mg] NLTE abundance
ratios, while in LTE, [Ca/Mg] shows a large spread and varies from
−0.1 to 0.7.

For the two stars, namely CS30336−049 and HE1310–0536, we
found positive [Ca/Mg] NLTE ratios of 0.24 and 0.36, respectively.

Figure 9. [Ca/Mg] NLTE (filled symbols) and LTE (open symbols) abun-
dance ratios for the sample stars.

HE1424−0241 is a Ca-deficient star as found by Cohen et al.
(2007) and we obtain low [Ca/Mg] = −0.83. This is a rare type of
stars and it comprises 10 per cent of stars with [Fe/H] < −3 that do
not reveal carbon enhancement (Cohen et al. 2013).
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Figure 10. Comparison of magnesium and calcium NLTE abundances
derived with atmospheric parameters adopted in this study with the data
from the literature. Abundance differences in stars, where adopted Teff and
log g differ from those in the literature are shown with open symbols. Stars,
where NLTE and LTE literature abundances are available, are shown with
squares and circles, respectively.

For the three stars, namely CS22949−037, HE2139−5432, and
HE1327–2326, we derived very low [Ca/Mg] ratio of −0.83, −1.29,
and −1.44, respectively. In contrast to the Ca-deficient stars, this
is a result of magnesium enhancement, with [Mg/H] = −2.52,
−2.18, and −3.71, respectively, according to our determinations.
These stars are known to be rich also in carbon, nitrogen, and
oxygen, as found by Depagne et al. (2002), Cayrel et al. (2004), Aoki
et al. (2006), Frebel et al. (2008), and Yong et al. (2013). Element
abundance pattern of these stars can be explained by nucleosynthesis
in a faint SN (Nomoto 2012).

For the most iron-poor star known to date, J0313−6708, we
found an extreme value of [Ca/Mg] = −3.15 in line with Keller
et al. (2014).

When using atmospheric parameters from Ezzeddine et al.
(2017), we obtain [Ca/Mg] abundance ratios in individual stars to be
similar to those determined with our final atmospheric parameters,
although the errors in abundance increases together with a scatter
in [Ca/Mg] for those 10 stars with solar ratios.

We compared our NLTE magnesium and calcium abundances
with the earlier determinations from the literature (Fig. 10). For
J0313−6708 and J1029+1729, NLTE abundances of magnesium
and calcium were determined by Nordlander et al. (2017, NLTE,
1D) and Caffau et al. (2012), respectively. For HE0557–4840
and HE1327–2326, calcium NLTE abundances were determined
by Norris et al. (2007) and Korn et al. (2009), respectively. For

Figure 11. Ca I 4454 Å (top panel) and 6172 Å (bottom panel) lines
in observed spectrum of HE1310–0536 (circles). The line profiles are
calculated with [Ca/H] = −3.27 in NLTE (solid line) and LTE (dotted line)
and with [Ca/H] = −4.15 in LTE (dashed line) as determined by Hansen
et al. (2015).

HE1327–2326 and J0313–6708, where our adopted Teff and log g
agree with the literature data, our NLTE abundances are consistent
with the earlier NLTE determinations. For the other stars, only
LTE abundance determinations are available in the literature. Our
magnesium and calcium NLTE abundances are prevalently larger
compared to those LTE. Positive abundance differences can be
explained with the NLTE effects. For lines of Mg I and Ca I, NLTE
results in up to 0.4 dex higher abundance compared to LTE. The
largest discrepancy of 0.9 dex we found for calcium abundance
in HE1310−0536, investigated by Hansen et al. (2015). This
discrepancy cannot be explained with the NLTE effects only. Using
atmospheric parameters from Hansen et al. (2015), we calculated
NLTE and LTE profiles of the Ca I 4454 and 6162 Å lines in
HE1310−0536. Fig. 11 shows our best NLTE fits together with
LTE synthetic spectra and LTE synthetic spectra, calculated with
calcium abundance from Hansen et al. (2015). We cannot fit Ca I

4454 and 6162 Å in HE1310–0536 with atmospheric parameters
and abundance [Ca/H] = −4.15 from Hansen et al. (2015) either in
LTE, or in NLTE.

7 C O N C L U S I O N S

The most metal-poor stars are the oldest objects, they provide
a unique opportunity to study the earliest epoch of the Galaxy
formation and individual nucleosynthesis events. These stars should
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be investigated with a scrupulous care, taking into account all
available photometric, spectroscopic, and astrometric information.

We determined atmospheric parameters for 17 ultra metal-poor
stars, using an extensive method based on careful inspection of
photometric colour–Teff calibrations, Gaia DR2 trigonometric par-
allaxes, inspecting the star position on the 12 and 13 Gyr isochrones,
and NLTE analysis of the Ca I/Ca II ionization equilibrium and the
Balmer line wings.

The following observational data are still required to constrain
better atmospheric parameters of the sample stars:

(i) HE2239−5019 and J0140+2344: spectra covering the Ca II

IR triplet;
(ii) J2209−0028: accurate JHK magnitudes, spectra covering the

Mg Ib lines;
(iii) HE0057−5959, HE2139−5432, and HE2239−5019: accu-

rate visible and IR photometry.

Model atom of Ca I II from Mashonkina et al. (2017) was updated
by including quantum-mechanical rate coefficients for the Ca I + H I

and Ca II + H I collisions from Belyaev et al. (2017) and Belyaev
et al. (2018), respectively. For different lines of Ca I in our sample
stars, the abundance difference between employing rate coefficients
from Belyaev et al. (2017) and Mitrushchenkov et al. (2017) does not
exceed 0.05 dex. The same is true for lines of Ca II and the abundance
difference between employing accurate data of Belyaev et al. (2018)
and classical Drawinian rates for the Ca II + H I collisions.

We determined magnesium and calcium NLTE and LTE abun-
dances of our sample stars. For each star, abundances from different
lines of Ca I and Ca II are found to be consistent. An exception
is the Ca I 4226 Å line. If this line is strong, with an equivalent
width of larger than about 50 mÅ, it gives up to 0.8 dex lower
abundance compared to that from the other lines, independent of
NLTE or LTE. If this line is weaker, it provides the NLTE abundance,
which is consistent with that from the other lines, and Ca I 4226 Å
can be used for abundance determination. Application of accurate
quantum-mechanical data for Ca I + H I collisions does not help
to make a progress in the solution of this long-standing problem
(Mashonkina et al. 2007b; Spite et al. 2012; Mashonkina et al.
2017).

For 10 stars, we found close-to-solar [Ca/Mg] NLTE abundance
ratios. In the remaining stars, magnesium and calcium abundances
do not follow each other, such that [Ca/Mg] varies between −3.15
and +0.36, arguing for a small number of nucleosynthesis events
contributed to their chemical abundances.

The obtained atmospheric parameters will be used in the forth-
coming paper to determine NLTE abundances of chemical elements
observed in spectra of the UMP stars.
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Figure A1. NLTE (solid lines) and LTE (dashed lines) profiles of the H α (left-hand column) and H β (right-hand column) lines in the sample stars.
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Figure A1 – Continued
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Figure A1 – Continued
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