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Abstract

Robust PCA is a widely used statistical procedure to recover an underlying low-rank matrix
with grossly corrupted observations. This work considers the problem of robust PCA as a
nonconvex optimization problem on the manifold of low-rank matrices and proposes two
algorithms based on manifold optimization. It is shown that, with a properly designed
initialization, the proposed algorithms are guaranteed to converge to the underlying low-
rank matrix linearly. Compared with a previous work based on the factorization of low-rank
matrices Yi et al. (2016), the proposed algorithms reduce the dependence on the condition
number of the underlying low-rank matrix theoretically. Simulations and real data examples
confirm the competitive performance of our method.

Keywords: principal component analysis, low-rank modeling, manifold of low-rank matri-
ces.

1. Introduction

In many problems, the underlying data matrix is assumed to be approximately low-rank.
Examples include problems in computer vision Epstein et al. (1995); Ho et al. (2003),
machine learning Deerwester et al. (1990), and bioinformatics Price et al. (2006). For
such problems, principal component analysis (PCA) is a standard statistical procedure to
recover the underlying low-rank matrix. However, PCA is highly sensitive to outliers in
the data, and robust PCA Candeés et al. (2011); Chandrasekaran et al. (2011); Clarkson
and Woodruff (2013); Frieze et al. (2004); Bhojanapalli et al. (2015); Yi et al. (2016);
Chen and Wainwright (2015); Gu et al. (2016); Cherapanamjeri et al. (2016); Netrapalli
et al. (2014) is hence proposed as a modification to handle grossly corrupted observations.
Mathematically, the robust PCA problem is formulated as follows: given a data matrix
Y € R™*"2 that can be written as the sum of a low-rank matrix L* (signal) and a sparse
matrix S* (corruption) with only a few nonzero entries, can we recover both components
accurately? Robust PCA has been shown to have applications in many real-life applications
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including background detection Li et al. (2004), face recognition Basri and Jacobs (2003),
ranking, and collaborative filtering Candes et al. (2011).

Since the set of all low-rank matrices is nonconvex, it is generally difficult to obtain
an algorithm with theoretical guarantee since there is no tractable optimization algorithm
for the nonconvex problem. Here we review a few carefully designed algorithms such that
the theoretical guarantee on the recovery of underlying low-rank matrix exists. The works
Candes et al. (2011); Chandrasekaran et al. (2011) consider the convex relaxation of the
original problem instead:

min [Tl +[IS[h, s.t. Y =L+, (1)

where ||L||. represents the nuclear norm (i.e., Schatten 1-norm) of L, defined by the sum
of its singular values and ||S||; represents the sum of the absolute values of all entries of
S. Since this problem is convex, the solution to (1) can be solved in polynomial time. In
addition, it is shown that the solution recovers the correct low-rank matrix when S* has
at most v* = O(1/u?r) fraction of corrupted non-zero entries, where r is the rank of L*
and p is the incoherence level of L* Hsu et al. (2011). If the sparsity of S* is assumed
to be random, then Candes et al. (2011) shows that the algorithm succeeds with high
probability, even when the percentage of corruption can be in the order of O(1) while the
rank 7 = O(min(ny,n2)/plog® max(ny,n)), where u is a coherence parameter of the low-
rank matrix L* (this work defines p slightly differently compared to Candes et al. (2011)
and (16) in this work, but the value is comparable).

However, the aforementioned algorithms based on convex relaxation have a computa-
tional complexity of O(ning min(ny,ny)) per iteration, which could be prohibitive when n;
and no are very large. Alternatively, some faster algorithms are proposed based on non-
convex optimization. In particular, the work by Kyrillidis and Cevher (2012) proposes a
method based on the projected gradient method. However, it assumes that the sparsity
pattern of S* is random, and the algorithm still has the same computational complexity
as the convex methods. Netrapalli et al. (2014) proposes a method based on the alter-
nating projecting, which allows v* < ﬁ, with a computational complexity of O(r?ninz)
per iteration. Chen and Wainwright (2015) assumes that L* is positive semidefinite and
applies the gradient descent method on the Cholesky decomposition factor of L*, but the
positive semidefinite assumption is not satisfied in many applications. Gu et al. (2016)
factorizes L* into the product of two matrices and performs alternating minimization over
both matrices. It shows that the algorithm allows v* = O(1/u?/3r%/3 min(ny, ng)) and has
the complexity of O(r?ning) per iteration. Yi et al. (2016) applies a similar factorization
and applies an alternating gradient descent algorithm with a complexity of O(rnins) per
iteration and allows v* = O(1/k%ur3/?), where x is the condition number of the underlying
low-rank matrix. There is another line of works that further reduces the complexity of the
algorithm by subsampling the entries of the observation matrix Y, including Mackey et al.
(2011); Li and Haupt (2015); Rahmani and Atia (2017); Cherapanamjeri et al. (2016) and
(Yi et al., 2016, Algorithm 2), which will also be discussed in this paper as the partially
observed case.

The common idea shared by Gu et al. (2016) and Yi et al. (2016) is as follows. Since
any low-rank matrix L € R™*"2 with rank r can be written as the product of two low-rank
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matrices by L = UVT with U € R™*" and V € R™*" we can optimize the pair (U, V)
instead of L, and a smaller computational cost is expected since (U, V) has (n; + na)r
parameters, which is smaller than ning, the number of parameters in L. In fact, such a
re-parametrization technique has a long history Ruhe (1974), and has been popularized by
Burer and Monteiro Burer and Monteiro (2003, 2005) for solving semi-definite programs
(SDPs). The same idea has been used in other low-rank matrix estimation problems such
as dictionary learning Sun et al. (2017), phase synchronization Boumal (2016), community
detection Bandeira et al. (2016), matrix completion Jain et al. (2013), recovering matrix
from linear measurements Tu et al. (2016), and even general problems Chen and Wainwright
(2015); Wang et al. (2017); Park et al. (2016); Wang et al. (2017); Park et al. (2017). In
addition, the property of associated stochastic gradient descent algorithm is studied in De Sa
et al. (2015).

The main contribution of this work is a novel robust PCA algorithm based on the gradi-
ent descent algorithm on the manifold of low-rank matrices, with a theoretical guarantee on
the exact recovery of the underlying low-rank matrix. Compared with Yi et al. (2016), the
proposed algorithm utilizes the tool of manifold optimization, which leads to a simpler and
more naturally structured algorithm with a stronger theoretical guarantee. In particular,
with a proper initialization, our method can still succeed with v* = O(1/kur3/?), which
means that it can tolerate more corruption than Yi et al. (2016) by a factor of x. In ad-
dition, the theoretical convergence rate is also faster than Yi et al. (2016) by a factor of
. Simulations also verified the advantage of the proposed algorithm over Yi et al. (2016).
We remark that while manifold optimization has been applied to robust PCA in Cambier
and Absil (2016), our work studies a different algorithm and gives theoretical guarantees.
Considering the popularity of the methods based on the factorization of low-rank matrices,
it is expected that manifold optimization could be applied to other low-rank matrix esti-
mation problems. In addition, we implement our method in an efficient and user-friendly
R package morpca, which is available at https://github.com/emeryyi/morpca.

The paper is organized as follows. We first present the algorithm in Section 2, and
explain how the proposed algorithms are derived in Section 3. Their theoretical properties
are studied and compared with previous algorithms in Section 4. In Section 5, simulations
and real data analysis on the Shoppingmall dataset show that the proposed algorithms
are competitive in many scenarios and have superior performances to the algorithm based
on matrix factorization. A discussion about the proposed algorithms is then presented in
Section 6, followed by the proofs of the results in Appendix.

2. Algorithm

In this work, we consider the robust PCA problem in two settings: fully observed setting and
partially observed setting. The problem under the fully observed setting can be formulated
as follows: given Y = L*+S*, where L* is a low-rank matrix and S* is a sparse matrix, then
can we recover L* from Y? To recover L*, we solve the following optimization problem:

L = arg min f(L), where (L) = | F(L —Y)|}. 2)
rank(L)=r
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where F': R"*"2 — R™*"2 i3 a hard thresholding procedure defined in (3):

0, if [A;j| > |A;.|D) and |A;] > |A. ;|0

A;j, otherwise.

Fij(A) = { (3)
Here A, . represents the i-th row of the matrix A, and A. ; represents the j-th column of A.
|A;.|P! and |A. ;| represent the (1 — +)-th percentile of the absolute values of the entries
of A;. and A.; for v € [0,1). In other words, what are removed are the entries that are
simultaneously among the largest «-fraction in the corresponding row and column of A in
terms of the absolute values. The threshold v is set by users. If some entries of A;. or A_;
have the entries with identical absolute values, the ties can be broken down arbitrarily.

The motivation is that, if S* is sparse in the sense that the percentage of nonzero
entries in each row and each column is smaller than 7, then F(L* —Y) = F(—S*) is zero
by definition thus f(L*) is zero. Since f is nonnegative, L* is the solution to (2). To solve
(2), we propose Algorithm 1 based on manifold optimization, with its derivation deferred
to Section 3.3.1.

Algorithm 1 Gradient descent on the manifold under the fully observed setting.

Input: Observation Y € R™*"2: Rank r; Thresholding value y; Step size 7.
Initialization: Set k = 0; Initialize L(®) using the rank-r approximation to F(Y).

Loop: Iterate Steps 1-4 until convergence:

1: Let L) = g sk vk T,

2: Let D®) = p(L®) —Y).

3(a): (Option 1) Let Q) = UMU®BTDFE L DEOVEVET _ygEyu® TpryvEvET,
and let UK+ ¢ Rrxr 3(k+1) ¢ R7*7 and V1) € R?2X7 be matrices consist of the top
r left singular vectors/singular values/right singular vectors of Lk — 77(2(]“).

3(b): (Option 2) Let Q;, Ry be the QR decomposition of (L*) — yD*)TU®) and Qa, Ry
be the QR decomposition of (L*) — nD®))V*) Then UKD = Q,, V*+) = Q; and
Bk = Ry[UR T(LK) — nD®))V(R]-IRT,

4: k=k+1.

Output: Estimation of the low-rank matrix L*, given by limy_, L&),

Under the partially observed setting, in addition to gross corruption S*, the observed
matrix Y has a large number of missing values, i.e., many entries of Y are not observed.
We denote the set of all observed entries by ® = {(4,j)|'Y;; is observed}, and define F :
Rnl X1 N Rnl XNy

“ B A;j, otherwise.

D2l and |A;;] > |A.;|7®]

(4)

Here |A;.|®) and |A.;|"®] represent the (1 — )-th percentile of the absolute values of
the observed entries of A;. and A.; of the matrix A respectively.
As a generalization of Algorithm 1, we propose to solve

arg min f(L), f(L) =+ 3 Fy(L—Y) (5)

rank(L)=r 2 (i.j)e®
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Algorithm 2 Gradient descent on the manifold under the partially observed setting.

Input: Observation Y € R™*"2: Set of all observed entries by ®; Rank r; Thresholding
value ~y; Step size 7.

Initialization: Set k = 0; Initialize L) using the rank-r approximation to F(Y).

Loop: Iterate Steps 1-4 until convergence:

1: Let L) be a sparse matrix with support @, with nonzero entries given by the corre-
sponding entries of U® SRV H#) T,

2: Let D) = F(L®) —Y).

3(a): (Option 1) Let Q) = M U®BTPDFE L pEVEVET _ygky® TpkyvEyvE T,
and let UKD ¢ Rrixr s3(k+1) ¢ Rrxr and VE+1) ¢ R7%2%" be matrices consists of the top
r left singular vectors/singular values/right singular vectors of Lk — nﬂ(k).

3(b): (Option 2) Let Q1, Ry be the QR decomposition of (L(k) — nD(k))TU(k) and Qs, Ro
be the QR decomposition of (L*) — nD®)V*), Then Ukt = Q,, V*+) = Q; and
Bk = Ry[URM T(LKF) — yD®))VR]-IRT,

4: k=k+1.

Output: Estimation of the low-rank matrix L*, given by limy_,c, L*).

which is similar to (2) but only the observed entries are considered. The implementation is
presented in Algorithm 2 and its derivation is deferred to Section 3.3.2.

For Algorithm 1, its memory usage is O(n1ng) due to the storage of Y. For Algorithm 2,
storing Y and L*) requires O(|®|) and storing U*) and V*) requires O(r(n1+n3)). Adding
them together, the memory usage is O(|®| + r(ni + na)).

For both Algorithm 1 and Algorithm 2 with Option 1, the singular value decomposition
is the most computationally intensive step and as a result, the complexity per iteration is
O(rninz). For Algorithm 1 and Algorithm 2 with Option 2, their computational complex-
ities per iteration are in the order of O(rning) and O(r?(ny + na) + r|®|) respectively.

3. Derivation of the Proposed Algorithms

This section gives the derivations of Algorithms 1 and 2. Since they are derived from
manifold optimization, we first give a review of manifold optimization in Section 3.1 and
the geometry of the manifold of low-rank matrices in Section 3.2.

3.1. Manifold optimization

The purpose of this section is to review the framework of the gradient descent method on
manifolds. It summarizes mostly the framework used in Vandereycken (2013); Shalit et al.
(2012); Absil et al. (2009), and we refer readers to these work for more details.

Given a smooth manifold M C R" and a differentiable function f : M — R, the
procedure of the gradient descent algorithm for solving min,eaq f(x) is as follows:

Step 1. Consider f(z) as a differentiable function from R™ to R and calculate the Euclidean
gradient V f(z).
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Figure 1: The visualization of gradient descent algorithms on the manifold M. The black
solid line is the Euclidean gradient. The blue solid line is the projection of the
Fuclidean gradient to the tangent space. The red solid line represents the ortho-
graphic retraction, while the red dashed line represents the projective retraction.

Step 2. Calculate its Riemannian gradient, which is the direction of steepest ascent of f(x)
among all directions in the tangent space T, M. This direction is given by Pp, mV f (),
where Pr, a4 is the projection operator to the tangent space T, M.

Step 3. Define a retraction R, that maps the tangent space back to the manifold, i.e.
R, : T,M — M, where R, needs to satisfy the conditions in (Vandereycken, 2013,
Definition 2.2). In particular, R,(0) = z, R.(y) = x +y + O(||y||*) as y — 0, and R,
needs to be smooth. Then the update of the gradient descent algorithm z™ is defined
by

2" = Ro(—nPr,mV f(x)), (6)

where 7 is the step size.

We remark that in differential geometry, the standard “retraction” is the exponential map
from the tangent space to the manifold. However, in this work (as well as many works on
manifold optimization) it is used to represent a generic mapping from the tangent plane
to the manifold. As a result, the definition of retraction is not unique in this work. In
Figure 1, we visualize the gradient descent method on the manifold M with two different
kinds of retractions (orthographic and projective). We will discuss the details of those two
retractions in Section 3.2.
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3.2. The geometry of the manifold of low-rank matrices

To apply the gradient descent algorithm in Section 3.1 to the manifold of the low-rank
matrices, the projection Pr,r¢ and the retraction R, need to be defined. In this section, we
let M be the manifold of all R™**™2 matrices with rank r» and X € M be a matrix of rank
r and will find the explicit expressions of Pr, ¢ and R,.

The tangent space Tx M and the retraction Rx of the manifold of the low-rank matrices
have been well-studied Absil and Oseledets (2015): Assume that the SVD decomposition
of X is X = UXVT, then the tangent space Tx M can be defined by Tx M = {AVVT +
UUTB : for A € Rm*™ B € R™>*™} according to Absil and Oseledets (2015). The
explicit formula for the projection Pry aq is given in (Absil and Oseledets, 2015, (9)):

Pr,m(D) =UU'D + DVV?T - UU'DVV?, D ecR™*2, (7)

For completeness, a proof of (7) is presented in Appendix.

There are various ways of defining retractions for the manifold of low-rank matrices,
and we refer the reader to Absil and Oseledets (2015) for more details. In this work, we
consider two types of retractions. One is called the projective retraction Shalit et al. (2012);
Vandereycken (2013), Given any 6 € Tx M, the retraction is defined as the nearest low-rank
matrix to X + § in terms of Frobenius norm:

Rgé)(é) =argmin|| X +0 — Z||p. (8)
ZeM
The solution is the rank-r approximation of X + ¢ (for any matrix W, its rank-r approxi-
mation is given by 25:1 aiuiv;‘r, where 0}, u;, v; are the ordered singular values and vectors
of W).
In order to further improve computation efficiency, we also consider the orthographic

retraction Absil and Oseledets (2015). Denoted by Rgg) (0), it is the nearest rank-r matrix
to X + § that their difference is orthogonal to the tangent space Tx M:

RY(5) = arg min | X + 6 — Z||p, st. (RP () — (X +06),Z)p =0 for all Z € TxM, (9)
ZeM

and its explicit solution of (9) is given in (Absil and Oseledets, 2015, Section 3.2),

RY(6) = (X +6)VUT(X +6)V]'UT (X +0), (10)
and a proof is given in Appendix.
3.3. Derivation of the proposed algorithms

3.3.1. DERIVATION OF ALGORITHM 1

The gradient descent algorithm (6) for solving (2) can be written as
L) = Ry gy (—nPr_, VLK), (11)

where P, is defined in (7) and Ry is defined in (8) or (10). To derive the explicit
algorithm, it remains to find the gradient V f.
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If the absolute values of all entries of A are different, then we have
VL) =FL-Y). (12)

The proof of (12) is deferred to Appendix. When some entries of A are equivalent and
there is a tie in generating F'(L — Y), the objective function could be non-differentiable.
However, it can be shown that by arbitrarily breaking the tie, F'(L —Y) is a subgradient
of f(L).

The corresponding gradient descent method (or subgradient method when f is not
differentiable) with projective retraction can be written as follows:

L*+Y .= rank-r approximation of [L(k) — nPTL(k>F(L(k) -Y)|, (13)

where the rank-r approximation has been defined after (8). This leads to Algorithm 1 with
Option 1.

For the orthographic retraction, i.e., Ry &) defined according to (10), by writing D =
F(L®) —7Y), the update formula (11) can be simplified to

Lt = (¥ — yD)yvO[u®ET(® — yp)yvO]-1u®@T(L® — yD), (14)

where U) € R™*" is any matrix such that its column space is the same as the column
space of L*®): and V(%) € R"*" is any matrix such that its column space is the same as
the row space of L), The derivation of (14) is deferred to Appendix, and it can be shown
that the implementation of (14) leads to Algorithm 1 with Option 2.

3.3.2. DERIVATION OF ALGORITHM 2

By a similar argument as in the previous section, we can conclude that when all entries of
|IL — Y] are different from each other, then applying the same procedure of deriving (12),
we have

VF(L) = F(L-Y);

and F(L—Y) is a subgradient when f(L) is not differentiable. Based on this observation, the
algorithm under the partially observed setting is identical to (13) or (14), with F' replaced
by F'. This gives the implementation of Algorithm 2.

3.3.3. BASIC CONVERGENCE PROPERTIES OF ALGORITHMS 1 AND 2

An interesting topic is that, can we still expect the algorithm to have reasonable basic prop-
erties, such as convergence to a critical point? Unfortunately, it is impossible to have such
a theoretical guarantee if a fixed step size 7 is chosen: in general, the subgradient method
with fixed step size does not have the convergence guarantee if the objective function is
non-differentiable. However, if we choose step size with line search, then any accumulation
point of L*), f,, would have the property that either the objective function is not differen-
tiable at f,, or it is a critical point in the sense that its Riemannian gradient is zero. For
example, the line search strategy for Algorithm 1 can be described as follows: start the step
size ng with a relatively large value, and repeatedly shrinks it by a factor of 8 € (0,1) such
that the following condition is satisfied: for L(*+1) = RL(M(—nkPTL(k)Vf(L(k))),

FL®)y — pLEFDY > cnk||PTL<k)vf(L(k))”27

8
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where ¢ € (0,1) is prespecified. The argument for convergence follows from the same
argument as the proof of (Absil et al., 2009, Theorem 4.3.1).

3.4. Prior works on manifold optimization

The idea of optimization on manifolds has been well investigated in the literature Vander-
eycken (2013); Shalit et al. (2012); Absil et al. (2009). For example, Absil et al. Absil
et al. (2009) give a summary of many advances in the field of optimization on manifolds.
Manifold optimization has been applied to many matrix estimation problems, including re-
covering a low rank matrix from its partial entries, i.e., matrix completion Keshavan et al.
(2010); Vandereycken (2013); Wei et al. (2016) and robust matrix completion in Cambier
and Absil (2016). In fact, the problem studied in this work can be reformulated to the
problem analyzed in Cambier and Absil (2016). In comparison, our work studies a different
algorithm and gives additional theoretical guarantees.

In another aspect, while Wei et al. (2016) studies matrix completion, it shares some
similarities with this work: both works study manifold optimization algorithms and have
theoretical guarantees showing that the proposed algorithms can recover the underlying
low-rank matrix exactly. In fact, Wei et al. (2016) can be considered as our problem under
the partially observed setting, without corruption S*. It proposes to solve

. 2
arg min E (Yi; — Lyj)~,
LeR™1 %72 rank(L)=r (i,j)€®

which can be considered as f in (5) when v = 0.

4. Theoretical Analysis

In this section, we analyze the theoretical properties of Algorithms 1 and 2 and compare
them with previous algorithms. Since the goal is to recover the low-rank matrix L* and
the sparse matrix S* from Y = L* 4+ S*, to avoid identifiability issues, we need to assume
that L* can not be both low-rank and sparse. Specifically, we make the following standard
assumptions on L* and S*:

Assumption 1 Fach row of S* contains at most Y*ny nonzero entries and each column of
S* contains at most y*ny nonzero entries. In other words, for v* € [0,1), assume S* € S~
where

Sy = {A e R™X™ || 4; Jlo < v'ng, for 1 <i<nq;||A jllo <v*np, for 1 <j < ng}.
(15)

Assumption 2 The low-rank matriz L* is not near-sparse. To achieve this, we require that
L* must be p-coherent. Given the singular value decomposition (SVD) L* = U*X*V*T
where U* € R™M*" gnd V* € R™*" we assume there exists an incoherence parameter

such that
T . r
[0 ll0 < /200 1V 200 < /5 (16)
ni Ny
where the norm || - [|2,00 is defined by ||All2,00 = max|z),—1 [|AZ||co and [|x[|oc = max; [x;].
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4.1. Analysis of Algorithm 1

With Assumption 1 and 2, we have the following theoretical results regarding the conver-
gence rate, initialization, and stability of Algorithm 1:

Theorem 1 (Linear convergence rate, fully observed case) Suppose that |[LO)—L*||p <
ao(L*), where o,.(L*) is the r-th largest singular value of L*, a < 1/2, v > 2v* and

Cy = \/4(7 + 29 )ur + 4717* + a2 < 3, then there exists ng = no(C1,a) > 0 that does not
depend on k, such that for all n < ng,

*

1-20C

k
©0) _*
=) L L .

I - L < (1-

Remark 2 (Choices of parameters). It is shown in the proof that 1y can be set to the
solution of the equation

2

1 a 1
1 2|2 = —(1-20y).

Since the LHS is an increasing function of ny and is zero when ng = 0, and its RHS is a
positive number.

While C1 < 1/2 requires \/4v* /(v —~v*) < 1/2, i.e., v > 17y*. In practice a much
smaller v can be used. In Section 5, v = 1.57* is used and works well for a large number of
examples. It suggests that some constants in Theorem 1 might be due to the technicalities
in the proof and can be potentially improved.

Remark 3 (Simplified choices of parameters) There exists ¢1 and cy such that if a < ¢y,
Y ur < co and vy = 657, then one can choose ng = 1/8. In this sense, if the initialization
of the algorithm is good, then the algorithm can handle v* as large as O(1/ur). In addition,
it requires O(log(1/€)) iterations to achieve |L*) — L*||p/||L©®) — L*||r < e.

Since the statements require proper initializations (i.e., small a), the question arises as to
how to choose proper initializations. The work by Yi et al. (2016) shows that if the rank-r
approximation to F(Y) is used as the initialization L(?), then such initialization has the
upper bound ||L(®) — L*|| according to the proofs of (Yi et al., 2016, Theorems 1 and 3) (we
borrow this estimation along with the fact that |L(®) — L*||r < v/2r||LO) — L*|)).

Theorem 4 (Initialization, fully observed case) Ify > ~* and we initialize L(O) using
the rank-r approximation to F(Y), then

L — L¥||p < 8yurv/2roy (L*).

The combination of Theorem 1, 4 and the fact that v = O(v*) implies that under the
fully observed setting, the tolerance of the proposed algorithms to corruption is at most
v = O(m\lﬁm), where k = 01(L*)/o,(L*) is the condition number of L*. We also study

the stability of Algorithm 1 in the following statement.

10
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Theorem 5 (Stability, fully observed case) Let L be the current value, and let L™ be
the next update by applying Algorithm 1 to L for one iteration. Assuming Y = L* + S* +
N*, where N* is a random Gaussian noise i.i.d. sampled from N(0,02), v > 10v* and
(v + 29" )ur < 1/64, then there exist C,a,c,ny > 0 such that when n < np,

P(|L* —L*|p < (1 —cn) |[L—L*|p for all L €T) =1, asny,ny o0,  (17)
where

I = {L € R"*"™ : yank(L) = r, Co+/(n1 + n2)rIn(ning) < |L — L*||r < ac,.(L*)]

Since 1 —en < 1, and Theorem 5 shows that when the observation Y is contaminated with
a random Gaussian noise, if L) is properly initialized such that ||L(®) — L*|z < ac,(L*),
Algorithms 1 will converge to a neighborhood of L* given by

{L:|[L-L"f < Ca\/(nl + ng)rin(ning)}

in [~ log(|L©® — L*||p) + log(Co+/(n1 + n2)rIn(n1na))]/log(1 — cn) iterations, with prob-
ability goes to 1 as nj,ng — oo.

4.2. Analysis of Algorithm 2

For the partially observed setting, we assume that each entry of Y = L* 4+ S* is observed
with probability p. That is, for any 1 < i < nj and 1 < j < ng, Pr((i,j) € ®) = p. Then
we have the following statement on convergence:

Theorem 6 (Linear convergence rate, partially observed case) There exists ¢ > 0
such that for n = max(ni,ng), if p > max(curlog(n)/e? min(ny, ns), ij), then
1

with probability 1 — 2n=3 — 6n1,

(k) _ 1. - a € . ~

n*a®(p + pe)* (1 + 53)2}’“ (18)
1 —na(p + pe)(1+ C1)
for
= 1 N 3v* a
Cl—m[6(7+27 )pwﬂ+47_37*( p(1+6)+§)2+a2}.

Remark 7 (Choice of parameters) Note that when n is small, the RHS of (18) is in the
order of
~ 1 =+ 6) ~
-2 (1-6 - 2L 2).
- (126 - B )+ oo
As a result, to make sure that the RHS of (18) to be smaller than 1 for smalln, we assume

that
ap(1 + ¢)

2(1—a)
For example, when ap(1 + €) = 4(1 — a), it requires that C1 < 1/3. If (19) holds, then there

exists ng = no(C1,p, €,a) such that for all n < ng, the RHS of (18) is smaller than 1.
The practical choices of n and v will be discussed in Section 5.

1-C — (1+Cy) > 0. (19)
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Remark 8 (Simplified choice of parameters) There exists {c;}?_; > 0 such that when € <
1/2, a < e1p, v ur < co and v = c3y*, then when n < 1/8,

IL® — L)

2\ k
m§(1_6477p)-

Compared with the result in Theorem 1, the addition parameter p appears in both the initial-
1zation requirement a < c1p as well as the convergence rate. This makes the result weaker,
but we suspect that the dependence on the subsampling ratio p could be improved through
a better estimation in (39) and the estimation of C1 in Lemma 16, and we leave it as a
possible future direction.

We present a method of obtaining a proper initialization in Theorem 9. Combining it with
Theorem 6, Algorithm 2 allows the corruption level v* to be in the order of O(M\p/;n).

Theorem 9 (Initialization, partially observed case) There exists c1,c2,c3 > 0 such
2

that if v > 2v*, and p > co(% + é)log n/min(ny,ny), and we initialize L) using the

rank-r approximation to F(Y), then

HL(O) —L*r < 167,m"crl(L*)\/§+ 2\661601(11*)

with probability at least 1 — can™', where o1(L*) is the largest singular value of L* .

4.3. Comparison with Alternating Gradient Descent

Since our objective functions are equivalent to the objective functions of the alternating
gradient descent (AGD) in Yi et al. (2016), it would be interesting to compare these two
works. The only difference of these two works lies in the algorithmic implementation: our
methods use the gradient descent on the manifold of low-rank matrices, while the methods
in Yi et al. (2016) use alternating gradient descent on the factors of the low-rank matrix.
In the following we compare the results of both works from four aspects:

1. Accuracy of initialization. What is the largest value ¢ that the algorithm can
tolerate, such that for any initialization L(®) satisfying ||L(®) —L*|| ¢ < ¢, the algorithm
is guaranteed to converge to L*?

2. Convergence rate. What is the smallest number of iteration steps k such that the
algorithm reaches a given convergence criterion €, i.e. |L*) —L*||z/||LO) —L*||p < €?

3. Corruption level (perfect initialization). Suppose that the initialization is in a
sufficiently small neighborhood of L* (i.e. there exists a very small ¢y > 0 such that
L) satisfies | L(®) — L*||p < ¢), what is the maximum corruption level that can be
tolerated in the convergence analysis?

4. Corruption level (proper initialization). Suppose that the initialization is given
by the procedure in Theorem 4 (for the partially observed case) and 9 (for the fully
observed case), what is the maximum corruption level that can be tolerated?

12
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These comparisons are summarized in Table 1. We can see that under the full observed
setting, our results remove or reduce the dependence on the condition number k, while
keeping other values unchanged. Under the partially observed setting our results still have
the advantage of less dependence on k, but sometimes require an additional dependence on
the subsampling ratio p. The simulation results discussed in the next section also verify
that when k is large our algorithms have better performance, while that the slowing effect
of p under the partially observed setting is not significant. As discussed after Theorem 6,
we suspect that this dependence could be removed after a more careful analysis (or more
assumptions).

— Accuracy of  Convergence Max corruption Max corruption
Criterion

initialization  rate (perfect init.) (proper init.)
Algorithm 1 O(o,(L*)) O(log(1)) O(i) O(W%)

Nl
S~—
.

APG (full) 0(‘”@*)) O(rlog(L))  Of
Algorithm 2 O(,/po,(L*))  O(log(3)/p?)  O(5;)
APG (partial) O(”T(L )) O(rpurlog(L) O(

(max prt 5 1.5 ng,ur))
()
(

max(prl- "f{l 5 H2MT‘))

)

o)

Table 1: Comparison of the theoretical guarantees in our work and the alternating gradient descent
algorithm in Yi et al. (2016). The four criteria are explained in details in Section 4.3.

Here we use a simple example to give some intuition of why our proposed methods work
better than gradient descent method based on factorization. Let us consider the following
simple optimization problem:

arg min f(z), where z = Ax + By,
zcR™

where x,y € R" and A,B € R™*". In this example, (x,y) can be considered as the
“factors” of z. The gradient descent method on the factors (x,y) is then given by

xt =x—nA"f(z), y©" =y — B f'(2). (20)
Writing the update formula (20) in terms of z, it becomes
t = AxT + By" =z —n(AAT + BBY)f/(2).

As a result, the “gradient descent on factors (x,y)” has a direction of —(AAT +
BB7”) f(z). In comparison, the gradient descent on the variable z has a direction of — f/(z),
which is the direction that f decreases fastest. If AAT + BB7 is a matrix with a large con-
dition number, then we expect that the gradient descent method on factors (x,y) would not
work well. This example shows that generally, compared to applying the gradient descent
method to the factors of a variable, it is better to apply it to the variable itself. Similar
to this example, our method applies gradient descent on the L itself while Yi et al. (2016)
applies gradient descent to the factors of L.

13
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4.4. Comparison with other robust PCA algorithms

In this section we compare our result with other robust PCA methods and summarize them
in Table 2. Some criterion in Table 1 are not included since they do not apply. For ex-
ample, (Netrapalli et al., 2014, Alternating Projection) only analyzes the algorithm with
specific initialization, and the criterion 1 and 3 in Table 1 do not apply to this work. As
a result, we only compare the maximum corruption ratio that these methods can han-
dle, and the computational complexity per iteration in Table 2. As for the convergence
rate, it depends on assumptions on parameters such as the coherence parameter, rank,
and the size of the matrix: The alternating projection Netrapalli et al. (2014) requires
10log(4nyp%r||Y — L(O||2/e\/n1nz) iterations to achieve an accuracy ¢, under the assump-
tions that v* < 1/512ur? and a tuning parameter is chosen to be 4,u2rm. The alternat-
ing minimization method Gu et al. (2016) have the guarantee that if [|[L() — L*|lo < o1 (L*),
then

k
LD — L p < o ( 96/ 2vpu/7(s" /d)* 2oy ) ILO — L7,
1 — 24V 2vpu/r(s*/d)3/2koy

where v is a parameter concerning the coherence of L*, s* is the number of nonzero entries
in S*, d = min(ny,n2). As a result s*/d is approximately 7* max(nj,n2) in our notation.
If v is in the order of O(1), then this results requires that p/rro; max(ny,ny)3/2y*3/2 <
O(1), which is more restrictive than our assumption in Theorem 1 that v*ur < O(1).
Convex methods usually have convergence rate guarantees based on convexity, for example,
the accelerated proximal gradient method Toh and Yun (2010) has a convergence rate of
O(1/k?). While it is a slower convergence rate compared to the result in Theorem 1 in this
work or the results in Netrapalli et al. (2014); Gu et al. (2016) and it does not necessarily
converge to the correct solution, this result does not depend on any assumption on the
low-rank matrix and the corruption ratio.

o Maximum Complexity
Criterion . . .
corruption level per iteration
Algorithm 1 O(1/kur3/?) O(rning)
Convex methods O(1/pu?r) O(ning min(ni, n2))
Netrapalli et al. (2014) 1/512u2r O(r*ning)
Gu et al. (2016) O(1/p2/3r?/3 min(ny,ne))  O(r’nyny)
Yi et al. (2016) O(1/k?pur3/?) O(rning)

Table 2: Comparison of the theoretical guarantees in our work and some other robust PCA algo-
rithms.

The stability in Theorem 5 is comparable to analysis in Netrapalli et al. (2014) (the
works Gu et al. (2016) and (Yi et al., 2016, Alternating Gradient Descent) do not have
stability analysis). The work Netrapalli et al. (2014) assumes that [[N*|s < o7(L*)/100n2
and proves that the output of their algorithm L satisfies

T % * 8y/ning *
B Ll < e 2 (TNl + V2N )
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where € is the error of the algorithm when there is no noise. If N* is i.i.d. sampled from
N(0,0?), this result suggests that ||L — L*||r is bounded above by € + O(u2,/Fiinzo). In
comparison, Theorem 5 suggests that after a few iterations, |[L*) — L*||r is bounded above
by Co+/(n1 + na)rIn(nins) with high probability, which is a tighter upper bound.

5. Simulations

In this section, we test the performance of the proposed algorithms by simulated data sets
and real data sets. The MATLAB implementation of our algorithm used in this section
is available at https://sciences.ucf.edu/math/tengz/. For simulated data sets, we
generate L* by UXVT, where U € R™*" and V € R™*" are random matrices that i.i.d.
sampled from N(0,1), and ¥ € R™*" is an diagonal matrix. As for S* € R™*"2  each
entry is sampled from N(0,100) with probability ¢, and is zero with probability 1 — g.
That is, g represents the level of sparsity in the sparse matrix S*. It measures the overall
corruption level of Y and is associated with the corruption level v* (v* measures the row
and column-wise corruption level). For the partially observed case, we assume that each
entry of Y is observed with probability p.

5.1. Choice of parameters

We first investigate the performance of the proposed algorithms, in particular, the depen-
dence on the parameters 1 and ~. In simulations, we let [n1,ng] = [500,600], r = 3, ¥ =1,
and g = 0.02. For the partially observed case, we let p = 0.2.

The first simulation investigates the following questions:

e Should we use the Algorithms 1 and 2 with Option 1 or Option 27
e What is the appropriate choice of the step size n?

The simulation results for Option 1 an 2 with various step sizes are visualized in Figure 2,
which show that the two options perform similarly. Usually the algorithms converge faster
when the step size is larger. However, if the step size is too large then it might diverge.
As a result, we use the step size n = 0.7 for Algorithm 1 and 0.7/p for Algorithm 2 for the
following simulations.

The second simulation concerns the choice of v. We test v = ¢y* for a few choices of ¢
(v* can be calculated from the zero pattern of S). Figure 5.1 shows that if v is too small,
for example, 0.57*, then the algorithm fail to converge to the correct solution; and if v is
too large, then the convergence is slow. Following these observations, we use v = 1.57* as
the default choice of the following experiments, which is also used in Yi et al. (2016).

5.2. Performance of the proposed algorithm

In this section, we analyze the convergence behavior as the parameters (overall ratio of
corrupted entries g, condition number k, rank r, subsampling ratio p) changes and visualized
the result in Figure 4.

Figure 4(a) shows the simulation for corruptions level ¢, we use the setting in Section 5.1,
but replace the corruption level ¢ by ¢ = 0.1,0.2,0.3,0.4. Figure 4 shows that the algorithm
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converges slower with more corruption, which is expected since there is fewer information
available. However, the algorithm still converges even with an overall corruption level at
0.4.

Figure 4(b) shows the simulation for rank r, we use the setting in Section 5.1, but replace
r by r = 3,10, 30, 100, 300 respectively. Simulations show that the algorithm works fine for
rank r = 3,10, 30, 100 and it converges slower for rank r» = 300.

Figure 4(c) shows the simulation for condition number x of L, we use the setting in
Section 5.1, but replace ¥ by ¥ = diag(1,1,1/x) and try various values of k. While the
algorithm converges for x up to 30 in the simulation, for larger s the algorithm converges
slowly at the beginning, and then decreases quickly to zero. We suspect that the initial-
ization is not sufficiently good and it takes a while for the algorithm to reach the “local
neighborhood of convergence”. We also remark that L with a very large condition number,
e.g. k = 100, is generally challenging for any nonconvex optimization algorithm, as shown
in Figure 5, Setting 4. It is because that when x is large, the solution is close to a matrix
with rank less than r — a singular point on the manifold of the matrices of rank r, which
gives a geometry of manifold that is not “smooth” enough. We observe that when x = 100,
our algorithm performs well if the rank r is set to 2 (instead of the true value 3)—in fact,
when x = 100, the underlying matrix is approximately of rank 2 since the third singular
value is very small.

We test the algorithm with various matrix sizes using the setting in Section 5.1 and
set [n1,n2] = [1000, 1200], [5000, 6000], [10000, 12000]. Figure 4(d) shows that Algorithm 1
converges quickly for all of the choices within a few iterations.

In the last simulation, we test Algorithm 2 under the setting in Section 5.1 with various
choices of the subsampling ratio p. Figure 4(e) shows suggest that the algorithm converges
for p as small as 0.1, though the convergence rate is slow for small p.

5.3. Comparison with other robust PCA algorithms

In this section, we compare our algorithm with the accelerated proximal gradient method
(APG) and the alternating direction method of multiplier (ADMM) based on convex relax-
ation (1); the robust matrix completion algorithm (RMC) Cambier and Absil (2016) based
on manifold optimization problem

arg min Z Lij — Y] + A Z Lw’

rank(L)=r (; e (i) €

as well as the alternating gradient descent method (AGD) in Yi et al. (2016) that solves the
same optimization as this work, but with an implementation based on matrix factorization
rather than manifold optimization. We use the implementation of APG from Toh and Yun
(2010) and the implementation of ADMM from https://github.com/dlaptev/RobustPCA.
In these two algorithms, we use the choice of parameter A = 1/y/max(ny,ng), which is the
default choice in the implementation Toh and Yun (2010) and the theoretical analysis in
Candes et al. (2011). For ADMM, the augmented Lagrangian parameter is set by default
as 10A. For RMC and GD, we use their default setting of parameters. Since the setting
of Algorithm 2 does not apply to the implementations of APG/ADMM, we compare them
under the fully observed setting. We compare them in the following four settings:
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Figure 5: The comparison of the performance of the algorithms under the fully observed
setting. The running time is measured in seconds.

Setting 1: same setting as in Section 5.1.

Setting 2 (large condition number): replace ¥ by diag(1,1,0.1) in Setting 1.

Setting 3 (large matrix): replace n; and ng by 3000 and 4000 in Setting 1.
e Setting 4 (large condition number): replace ¥ by diag(1,1,0.01) in Setting 1.

Figure 5 shows that under Setting 1, 2 and 3, Algorithm 1 converges faster than other
algorithms. In particular, the advantage over the AGD algorithm is very clear under Setting
2, where the condition number is larger. This verifies our theoretical analysis, where the
convergence rate is faster than the analysis in Yi et al. (2016) by a factor of /. In Setting 3,
the algorithms RMC, AGD and Algorithm 1 converge much faster than APG and ADMM,
which verifies the computational advantage of nonconvex algorithms when the matrix size
is large. However, in Setting 4, the convex algorithms converge to the correct solution
while the nonconvex algorithms converge to a local minimizer that is different than the
correct solution. This is due to the fact that the nonconvex algorithms have more than one
minimizer, and if it is not initialized well then it could get trapped in local minimizers. In
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10 4 Comparison of robust PCA algorithms, partially observed setting
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Figure 6: The comparison of the performances of the algorithms under the partially ob-
served setting. The running time is measured in seconds.

practice, we observed that if the initialization is well chosen and close to the true L*, then
Algorithm 1 converges quickly to the correct solution.

We also compare the performance of RMC, AGD and Algorithm 2 under the partially
observed setting. We use Setting 1 with p = 0.3 and visualize the result in Figure 6.
The results are similar to that of the fully observed setting: AGD and Algorithm 2 are
comparable and RMC converges faster at the beginning, but then does not achieve higher
accuracy, possibly due to their choice of the regularization parameter.

We also test the proposed algorithms in a real data application for video background
subtraction. We adopt the public data set Shoppingmall studied in Yi et al. (2016)," A few
frames are visualized in the first column of Figure 7. There are 1000 frames in this video
sequence, represented by a matrix of size 81920 x 1000, where each column corresponds
to a frame of the video and each row corresponds to a pixel of the video. We apply our
algorithms with » = 3 and +* = 0.1, p = 0.5 for the partially observed case, the step size
n = 0.7. We stop the algorithm after 100 iterations. Figure 7 shows that our algorithms
obtain desirable low-rank approximations within 100 iterations.

In Figure 8, we compare our algorithms with APG in terms of the convergence of the
objective function value. In this figure, the relative error is defined as |F(L —Y)||r/| Y| F,
a scaled objective value. A smaller relative error implies a better low-rank approximation.
Figure 8 shows out that our algorithms can obtain smaller objective values within 100
iterations under both fully observed and partially observed cases.

1. The data set is originally from http://perception.i2r.a-star.edu.sg/bk_model/bk_index.html, and
is available at https://sciences.ucf.edu/math/tengz/.
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Figure 7: The performance of Algorithms 1 and 2 in video background subtraction, with
three rows representing three frames in the video sequence. For Algorithm 2, a
subsampling ratio of p = 0.5 is used.

0.3 T ‘
—— Algorithm 1, fully observed case
— — AGD, fully observed case

025+ —— Algorithm 2, partially observed case| |
: AGD, partially observed case

0.2+

Relative Error
o
o

0 5 10 15 20 25
Iterations

Figure 8: The relative error of Algorithms 1, 2, and AGD with respect to the iterations,
for both fully observed case and partially observed case in the experiment of
background subtraction.
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6. Conclusion

This paper proposes two robust PCA algorithms (one for fully observed case and one for
partially observed case) based on the gradient descent algorithm on the manifold of low-
rank matrices. Theoretically, compared with the gradient descent algorithm with matrix
factorization, our approach has a faster convergence rate, better tolerance of the initializa-
tion accuracy and corruption level. The approach removes or reduces the dependence of
the algorithms on the condition number of the underlying low-rank matrix. Numerically,
the proposed algorithms performance is less sensitive to the choice of step sizes. We also
find that under the partially observed setting, the performance of the proposed algorithm
is not significantly affected by the presence of the additional dependence on the observation
probability. Considering the popularity of the methods based on matrix factorization, it
is an interesting future direction to apply manifold optimization to other low-rank matrix
estimation problems.
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Appendix for “Robust PCA by Manifold Optimization"

A. Technical Derivations in Section 3

Verification of (7). Formula (7) can be verified as follows. Let (-)p be the Frobenius
inner product of two matrices, then

(D — Pry (D), AVVT)p = (I -UUD)DI - VVT) AVVT)
=(I-UUDA-VVH)VVT A)p = (0,A)r =0

and similarly (D — Pr, (D), UUTB)r = 0. As a result, (D — P (D), AVVT +
UU'B)r = 0 for all A € R™*™ and B € R"*"2 which verifies formula (7) by showing
that D — Pry pmq(D) is orthogonal to Tx M.

Verification of (10). It is clear that Rgg) (0) defined in (10) has rank 7; and to show that
<R§§) (0) = (X+9),Z)r = 0 for all Z € Tx M, we first write this property as [Rg?) (0)—(X+
§)] L TxM for simplicity, and since Tx M = {AVVT + UUTB : for A € R"*™ B €
R™2xm2} " we just need to show that <Rg)(5) — (X +6),AVVT + UUTB)p = 0 for all
A € R"*™ and B € R™*"2, This is easy to verify, because we have Rgz) 0V =(X+9)V,

(R (0) = (X +6), AVVT) p = (RP (9)V — (X + ) V)VT, A)p = (0,A)p =0, (21)

Similarly, we can easily verify that UTRg)((S) = UT(X + §), we have <Rgg) (0) — (X +
§),UUTB)r = 0, and therefore [Rgz) (0) = (X +6)] L TxM. As a result, there exists a
unique Rgg) such that rank(Rgz)) =r and [Rgz) (0) — (X +9)] L TxM.

Verification of (12). We first define the operator S : R™*"2 — R"1*"2 guch that F'(A) =
S(A) o A (o represents the elementwise product), i.e.,

sa)y =% i |A;;| > |A;. [P and |Ay] > AL (D],
B 1, otherwise.

Then if the absolute values of all entries of A are different, the sparsity pattern does
not change under a small perturbation, i.e., S(A) = S(A + A). Then by definition of f(-),

1 1
fL+A) = fL) = S[SL=Y + A)o (L= Y + A = 5[S(L = Y) o (L= Y)F
1 1
=5 IS =Y) o (L= Y +A)[f - SIS - Y) o (L-Y)|%
=(S(L-Y)o(L-Y),A)r+O(|A[F).
where o represents the Hadamard product, i.e., the elementwise product between matrices.

Verification of (14). It is sufficient to prove the case where U®) and V*) are given by
the SVD decomposition L*) = UK EFEVET Denote D = VF(L*®)) = F(L®) —Y). Set
X =L® and § = _UPTL<k)M(D) in (10), we have

LD = (LY Py MD)VIUETLS — Py | ((D)YVEL (22)
UBTL® —ppp (D))
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On the other hand, from (7) we have the projection
PTL(k)M(D) = U®yuETp L pvEvET _ gEyrTpyEyET,
As a result
Pr (k)M(D)V(k) = [URU®ETD 4 pvEvET _ gyt Tpy kv ETvE)
L
= U®yumTpyv®k L pvEvETyE _grykETpyEyvETy Kk — pyk)

and similarly,
uTpp (D) =UWTD.

Combining (23), (24) with (22), the update formula (14) is verified.
B. Proof of Theorem 1

In this proof, we will investigate | L™ — L*||, where

L™ = RnL(-—nPr, F(L-Y)).

(23)

(24)

It is sufficient to prove that when ||L — L*|| < ao,(L*) with the value a satisfying the

conditions in Theorem 1, then

Lt LYp < 1_1—201
8

n) L~ L .
To prove (25), we first introduce three auxiliary lemmas.
Lemma 10 (a) LeteD=L-L*—-F(L-Y)=L-L*—- F(L —L*—S*), then

ID|I% < CFIIL - L*|%.

(b) For the noisy setting where Y = L* +S* + N*, and D’ =L — L* — N* — F(L —

we have
ID'||% < 2CF||L — L*|[F + 2(y + 5v") Vi,

where Ny = ng Y iy [N [P 4 ny Z;Zl N,

max

Lemma 11 If |L — L*||r < ao,(L*) and a < 1, then

(L~ L)~ Pr (L~ L)l <57

* * a *
I(L = L) = Py, (L = LY)[|lp <5 |IL — L7l -

IL =L,

Lemma 12 For X € Ty M, then

][5
2(o, (L) — [IX]])

IRY(X) — (L +X)||p <

, for either i =1 or 2.

24

(25)

(26)
Y),

(27)



RoBusT PCA BY MANIFOLD OPTIMIZATION

To prove (25), first we note that
IL —L*||% — L —nPr, F(L - Y) - L*[%
=L - L% — |L - L% + 2n(L - L*, Pr, F(L = Y))F — [[nPr, F(L = Y)| %

=2n(L — L*, P, F(L = Y))r — [InPr, F(L = Y)||%

=2n(L —L*, P (L —L*) — P (L= L* = F(L=Y)))r — || P, F(L = Y)||3
=2n(Pp, (L = L*), Pr (L — L") — P D)p — || P, F(L = Y) | %

>21)(|| Pry, (L — L) — D¢l Pry, (L = L) [[p) = 7*(|L — L*[| ¢ + [ D[ ). (30)

The fourth line is obtained by Pp, (L - L* - F(L-Y)) = L-L* - P F(L-Y))p.
The fifth line is because L — L* = Pr (L — L*) + P%L(L — L*). The last line uses Cauchy-
Schwarz inequality (Pr, (L—L*), Pr,D)r < [|D||r|Pr, (L—L*)| 7 and triangular inequality
1Pr, F(L = Y)|lp < |L —L*|F + [[Pr,(D)|r < [|L = L*|[p + |D|lp. Lemma 11 and the

assumptions ||L — L*||p < ao,(L*) and , /1 — (ﬁﬂ > £ imply

* 1 *
1P, (L = LY)[[p 2 S[IL — L7 . (31)

Combining it with the estimation of ||D||r in Lemma 10, we have

IL —L*||% — |IL - nPr F(L - Y) - L*|%

1 i} .
> (5 = CIL = L} = (1 + C1)? L — L7 3. (32)

When ths RHS of (32) is positive (i.e., when (1 —2C7) > 2n(1 + C1)?), (32) implies ||L —
L*||p > |L —nPr, F(L-Y)—L*|p and
IL-Lp =L —nPp F(L-Y)-L"p
(3 — C)|L - L*||7 —7°(1 + C1)*||L — L*||3
T L =L+ L =nPr F(L-Y) - L*p

>3 (13 - € =P+ P ) L -1 (33)

In addition,
1P, F(L = Y)[[p < |[F(L=Y)[|r = [L-L"r+[D]r < (1+C)IL-L[r  (34)
and Lemma 12 give
IL" =Ly — L —nPr F(L-Y) - L*|p <L - 9P, F(L-Y) - L7
PP FL-Y)E  _ n?a?(1+C1)°
or(L*) = nl|Pr, F(L = Y)[lr = 1 —na(1+ C1)
Combining (33) and (35),

L-L*|rp—| LT —-L* 1 1

L — L7 (35)

CL2

IL —L*p 1 2 1-n(l+Cia
Therefore, Theorem 1 is proved when C7 < 1/2, and 7 is chosen such that
1 a? 1
14+C)% | 1-2C
w1+ [+ ) < 50200
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C. Proof of Theorem 5

The proof of the noisy case also follows similarly from the proofs of Theorem 1 and 6. Note
that
FL-Y)=L-L*-N*-D/,

and define Q = P (L—L*), then following the proof of Theorem 1 and applying Lemma 10
(b), we have

IL-L*|% - |L—nPr, F(L-Y)-L*|%
=2n(L — L*, P, F(L = Y))p + O(n?) = 2n(Pp (L — L*), P, F(L = Y))p + O(n?)
=2n(Pr, (L —L*), Pr, (L—L* = N* = D)) p + O(n?)

zm(mu%mﬁQﬁHmm¢%mme%+%v+Mﬂm>+om%

In addition, (35) gives
IL* ~ Lilp - |L = P, F(L = Y) = L*|[p[ = O().

Combining it with the estimation of Cf1, Nl, and (N* Q)r in Lemma 13 and the fact that
(1- ﬁ)HL —L*r <|QllFr < (1+ SIgE=m] HL L*||r (which follows from Lemma 11),
the Theorem is proved.

Lemma 13 If N* ¢ R"lxn? is elementwisely i.i.d. sampled from N(0,0?), then
(a) with probability 1 — 7 g S (INE maX)2 < 16020y In(nyng), and S (N, max)2 <
2 b

160212 1In(ning), and as a result, N1 < 320°n1ns In(ning).
(b) There exists Cg > 0 such that as n1 + ng — oo, the probability that

(N, Pry (L~ L) < 1| P (L~ L)} (36)

holds for all {L : Cgo+/(n1 + n2)rn(ning) < ||L — L*||r < ao,(L*)} converges to 1.

D. Proof of Theorem 6

This proof borrows two lemmas from (Yi et al., 2016, Lemmas 9, 10) as follows.

Lemma 14 (Yi et al., 2016, Lemma 9) There exists ¢ > 0 such that for all 0 < e < 1,
if p > curlog(n)/e? min(ny, ng), then with probability at least 1 — 2n=3, for all X in the
tangent plane Ty,«, i.e., all X that can be written as L*A + BL*, where A € R"2*™ gnd

B e R™*™,

1
(1= OlIXI% ];HP@XHF (1 + &)X

Lemma 15 (Yi et al., 2016, Lemma 10) If p > 56__logn ___ “ype with probability at least

= 3 ymin(ni,n2)’
1 — 6n~!, the number of entries in ® per row is in the interval [pns/2,3pna/2], and the
number of entries in ® per column is in [pny/2,3pny/2].

Then we introduce the following lemma parallel to Lemma 10:
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Lemma 16 When the events in Lemmas 14 and 15 hold, for D = Pg[L — L* — F(L —Y)]
we have
DI < CTIIL - L7[|%, (37)

with

The proof of Theorem 6 is parallel to the proof of Theorem 1, with L™ defined slightly
differently by
L™ = RnL(-—nPr F(L-Y)).

Deﬁning Pg : R™Mxn2 _y Rru1xn2 by

Xij, if (4,7) € @,

PaXl = {o, if (i, §) ¢ ®.

Then F(L —Y) = PgF (L —Y). Following a similar analysis as (30),

|IL—L*|% — |L — nPp Pe F(L — Y) — L*|| %
=2n(L — L*, P, Pe F(L = Y))p — |[nPr, Pa F'(L — Y)||%
>2n)(Pg Pry (L — L*), Pe F(L — Y))p — |[nPe F(L — Y)||%
>2n(Pg(L — L*) — P Py (L — L*), Pg(L — L*) = D)p — n*(|| Pe(L — L*)||p + ||]5HF22, |
38

here P:%L represents the projector to the subspace orthogonal to 71,. Lemma 11 and
Lemma 14 imply

HPQP%L(L_L*)”F < ‘|Pﬁ(L_L*)||F < ap(1 +¢)
1Pe(L —L)[lr — [Pa(L-L)|r = 2(1-a)’

(39)

and combining it with the estimation of D in Lemma 16, the RHS of (38) is larger than

P -1l (20 (1- G- P en) < ). o)

In addition, Lemma 14 implies

|PeF(L—Y)|r < ||Pa(L —L*)||r + || PeD| r
< (14 C)||Ps(L — L*)||F,
< (1+C)p(l+e)|L - L*|

and combining it with Lemma 12,

~ 2 2 201 1 )2
IL* — L*lp — |IL — nPp PoP(L — Y) — L*|p < T FPIAHCOT gy
L
1 —na(p + pe)(1 + Ch)
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Combining it with (40) and Lemma 11, we have

HL+ - L*HF ~ ap(l 4 6) _ ~
L -L*|F S\/1 —p*(1—¢)? (277 <1 - C1 — m(l + 01)) —n2(1+ 01)2>

n?a?(p + pe)*(1 + C1)?
1—na(p +pe)(1+ C1)’

and Theorem 6 is proved.

E. Proof of Lemmas
Lemma 10(a) Proof By the definition of F, for any matrix A, A — F(A) is a sparse
matrix, therefore

D=L-L*-S8 - F(L-L*—S§*)+8*

is a sparse matrix. Denote the locations of the nonzero entries of D by S, and divide it into
two sets 81 U Sy defined as follows:

Si={(i,j) : |[L—L*=8%;| > |[L—L*—8"];.|" and |[L—L*—S*];;| > |[L—L*—S*].;|"},

and
So=1{(i,j) ¢ S1: Dy = [L = L"];; — F(L — L* — S%);; # 0}.

For (l,j) € Sy, [F(L —L* — S*)]l] = 0. As a result, Dij = [L - L*]” In addition, by
definition of F'(-), each row or column of D has at most v percentage of points in Sj.

For (i,7) € &g, since [F(L — L* — §8)];; = [L — L* — S*];;, we have D;; = Sj; # 0. By
Assumption 1, therefore, for each row or column of D, at most v* percentage of points lie
in 82.

Combine the results

L - L= 87, ) < (I - L+ 1871 < (L - 1, 0,

L -1 =87 7 < {I[L - L7+ (87, 17 < L = L0,

with [F(L — L* — S*)];; = [L — L* — S*];;, we have for (i,j) € S»

[Djj| =[[L — L* = F(L — L" — S%)],;
<|[L = L*);| + [F(L — L = 87)];4
<|[L — L*];;| + max(|[L — L* — 8*]; |7, |[L — L* — 8%]. ;")
<|[L — L*)5;| + max(|[L — L], [0~ |[L — L7 ;{77)).

Applying the estimations above, and repeatedly use the fact that (z + y)? < 222 + 2y?, we
have
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||D|yF_ZD > D+ Y Di< Y L-L

lj ES ( ).])681 (Z,])GSQ (7*7.7)681
* * 2
+ > {IL = L)+ max( - 1 0 L - 10 |
( 7])6‘52

< Y L-LH+2 Y L-L5+2 Y max{|[L - L7 [0 |[L - 1] ;0

(3,5)esS (4,§) €S2 (4,4) €S2
< > L-UPh+2 3 L-Lh+2 3 (- L T L - L, 0

(ivj)esl (iaj)e’SQ (inj)eSQ
< D L-L+2 Y L-LG+4 Y {|L-L7 07+ {|L -1 b1y

(i,j)651 (i7j)682 (i,j)€$2
<> L-L5+ ) [L- L*]U+4 *||L—L*||%

(i,5)€S (4,7)€S2

* * ’y *

<2 Y Pr.(L-L)5+2 Y [Pr.(L-LYJ 4l - L7l

(i-)€S (i.d)€S2

+2 ) [L-L*—Pp.(L-L)}+2 Y [L-L"—Pg. (L-L"}

(i-)€S (i,)€S2

<2 Y [Pr.(L-L95+2 Y [Pr.(L-L)}+4 I

(i-d)€S (i.4)€S2

+4|L - L* = Pr. (L — L") 3. (41)

Note that from line 5 to line 6, we used the fact that for x € R, and k < n

k() < (@@)® + (@asn)” + 4 @ue1) + (@mw) < (@) + -+ (@m) = =7,

where z ;) is the k-th order statistics of x1,...,zy, i.e. the k-th smallest value. This gives
us

(v =7l [L = L [P T <L =L 13 (3 = 9")mal[L = L] (07T < L — L7 3.

Therefore .
DDNR[1 PR P N L - AN s GRS 7 P (42)
(e (v = 7*)n2
YL -1 < L - L) 3 (43)
a5, (v =)

The values v*ng2 and v*n; in the numerator of the right hand sides in 42 and 43 are due to
the fact that, in each row or column of D, at most v* percentage of points lie in S,.
On the other hand, Lemma 11 implies

* * a *
JL—L* = Py (L= L) < SL— L' . (44)
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In addition, using the fact that there exists A € R™*” and B € R™*"  such that
Pr..(L—-L*) = AVT + UB? and ||P7. (L — L*)||% = |AVT|Z + ||[UBT|%, and that for
each row or column, at most v 4+ v* percentage of points lie in S, we have

Y Pr L-LM5 <2 ) [IAV);]° + [(UBT)?

(4,5)€S (4,7)€S
<2(y +A")pr > AV LI+ 1UBT)l°] = 2(v + v*)ur | Py (L — L)%
1<i<ng, 1<j<n2
<2(y +7*)pr||L — L*|3. (45)

Similarly, ||Al2,00 = max|y,—1 | Az|o

> Pr (L= L <29 | L= L, (46)
(ivj)682
Combining (41)-(46), (26) is proved. [ |

Lemma 10(b) Proof Let L’ =L — N*, then applying the fact that for any x,y € R",

[+ ¥ < {1 o],

where |[x]|™®* represents the largest value of |[x]|. We have
DI < 30 WL Y WL
(y)es (4,4)€S2
+2 3 (O - L D) (L - 02
(i:j)682

<2 Y L-LP+INGPP+ ) [L-LYF + INg 2

(i.1)€S (i.4) €S2
+4 > Al i 0772 4 (N2 (|1 — 12 0 )2 (N )2y
(7'7.7)682

< 2C7|L — L*||% + 2(y + 57*) V1,

where the last inequality follows from the proof of part (a) and the definition of Nj. |

Lemma 11 Proof Let the SVD decomposition of L* be L* = UXV, Ut and V' be
orthogonal matrices of sizes R™*("1~7) and R">*("2=7) such that Col(U') L Col(U) and
Col(V4) L Col(V) (here Col(U) represents the subspace spanned by the columns of U).
Let

iy =UTLY, (12 = ULV,

Ly, = ULV, (02 = ULV
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Since rank(L*) = r, we have

*

* * —1y
L(2,2): (2,1)H(1,1) L(1,2)-

Since all singular values of L, ;) are larger than (1 —a)o,(L*), if the singular value decom-

*

position of L(1 1)_1 is given by
Li ' =UeS Ve,
then the | 2| < 1/(1 — a)o,(L*). Applying
IAB|[% < |A[ZIBIE
and the fact that for a square, diagonal matrix ¥, |[XX];;| = |X;;2;;] < || Z]||X;|, we have

||Lf2,2)||F = HL?QJ)UOEOV(?L}{LQ)HF
< L1 UoSollplI VG Ly ol

! * Tt *
= WHL(ZUUOHFHVO LiylF
1 . )
< A gy Ly llF Ly e
< L (’L&l)u% - ”LE,Q)H%‘)
— (1 _ a)UT(L*) 9
2 *\2
< 1 (a or(L*) )
(1—a)o,(L*) 9
2
a
< )
<o) )
and (28) is proved. The proof of (29) is similar. .

Lemma 12 Proof Let the SVD decomposition of L be L = UXV, and
Ly =U"(X+L)V,Ljg =UN(X+L)V*
=U'XV! L) = U7 (X +L)V=U"XV,
then it is clear that
R (X) = L+ X + UL Lay 'Lag V',

and using the same argument as in (47),

1
-1
||L(2,1)L(1,1) L(1,2) 7 Sm HL(1,2) ||F||L(2,1) 13

(1,1

1 (HL(2,1)H2F + [|L1,2) H%)
~ o (L) — |IX]| 2

1 X%

“or(L) X2
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So Lemma 12 is proved for Rg ) (X).
By definition, RS)(X) is the closest matrix to L + X that has rank r, so ||Rg)(X) —

(L+X)||r < Rg) (X) — (L + X)||r and Lemma 12 is also proved for RS)(X). |
Lemma 13 Proof WLOG, we assume ¢ = 1 and the generic cases can be proved
similarly.

(a) It follows from the estimation of the distribution of the maximum of n; i.i.d. Gaussian
variables {g;};;:

2

Pr{ max o < 4v/Inna)) > (1 2exp (- VAR

(4+/In(n1nz))?

21—2n1exp<— 5

) =1- 2n1_7n2_8,
where the first inequality applies the estimation of the cumulative distribution function of
the Gaussian distribution (Ledoux and Talagrand, 1991, pg 8).

Combining this estimation for each column of N* and applying the union bound, the sec-
ond inequality in part (a) holds with probability 1 —2n7 n, . Similarly, the first inequality
in part (a) holds with the same probability.

(b) First, we parameterize L by g(L) = Pp+«(L — L*). Then we claim that, for any L
and L’ such that |L — L*||p, ||l — L*||p < ac,(L*), there exists Cy depending on a such
that

|Pr (L — L) = Py, (L'~ L) | < Collg(L) — g(L') . (48)

To prove (48), apply (29) and obtain

1
-3

IL - Lp < lg(L) = (L)l - (49)

Since Pr, = ULUf + VLVE — ULU{VLVE, and using Davis-Kahan theorem Davis
and Kahan (1970) and the assumption ||L — L*||r < ao,(L*), there exists ¢1, ¢ depending
on a such that

HULUE — UL/UT/”F < Ci, HVLV%j — VL’VE/HF < C2,
so there exists ¢’ depending on a such that

|Pr (L = L") = Pr, (L' = L") (50)
=[[Pr, (L - L") = P, (L' = L")] + [P, (L = L) = Py, (L = L")]||
<L = L[p + C'|L - L'|| .

Combining (49) and (50), (48) is proved.

Second, based on (48), we will apply an e-net covering argument to finish the proof that
combines probabilistic estimation for each L and a union bound (e-net covering argument
is a standard argument in probabilistic estimation Vershynin (2012)). Use the estimation of
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the cumulative distribution function of the Gaussian distribution (Ledoux and Talagrand,
1991, pg 8), for any L/,

* * * ]' t2
Pr{(N ,PTL,(L/_L NF > tHPTL,(L/ - L )HF} < 5exp (—2> )

For any L such that ||g(L') — g(L)||r < €, applying (48),

Pr{N Pry (L~ L)) 2 0] Pry (B = D) e + Col N[+ 0} < o (=5 ).

Using union bound, there is an enet of the set {g(L) : ||g(L)||r = =z} with at most
(Csx /€)™ 12r="* points. Therefore, for all L such that # — e < | P (L — L*)||p < z + ¢,

Pr {(N*, Pr (L — L*))r > t|| Py, (L — L")[|r + 2Coe(|IN*||» + 1)}

1 t2 C’5$ nir+nor—r2
<5 exp (‘2) (=) ' (51)

Let t = x/8 and € = x/16Cy||IN*||p, then when ||[N*||z > 1 (which holds with high proba-
bility as ning goes to infinity), then using Cyp > 1 we have € < /16, and when = > 4,

* * x
£l Py, (L = L)l + 2C0e(IN"[F +1) < S(z+e) +
T x z? 2?17 =«
e Sy < i < LT 4T < (z—e)?
s ST N, S8 16 8T s16 32 (@=

1 *
<P (L - 1),

where the last inequality applies the assumption z — € < || P (L — L*)||p. Combining (51)

and (52) and recall that ¢ = x/8, we have that for all L such that x — 2/16Cy||N*||p <
1Pr, (L = L) || < 2 4 2/16C0 [N £,

* * 1 *
Pr{<N Pr (L =17))p > 2| Pr (L= 1Y) 7,

<
16Co||N*|| ¢

for all L s.t. ‘HPTL(L—L*)HF—Q:’ x}
1 ;1;2 . n1r+n2r—r2
<Lexp (—128) - (16C5ColN"I1r) . (53)
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Let x; = \/n1 + n2 + 128(n17 + nar — r2) In(16C5Co | N*[| ) (1 + 1/16Co||N*||p)¢ with i =
1,2,..., then

iexp <— f;i) . (160500HN*HF)mqﬂ—irWﬂ_T2
=1
<exp(~"LE 1) Y exp(—(1-+ 1/16C0 N )
=1
<exp(— 11—;;2) iexp(—l —i/8ChH||N*|| )
=1
:eXp(_nll—gan — U3 ixig(l—/f/%(‘)'jllﬂl)lw) < 8GNl eXp(_nlgsnz -0 (4

where the last inequality uses exp(—c) < 1 — ¢ when ¢ > 0. Clearly, the RHS goes to 0 as
ny1 + ng — o0.

Combining the estimation (53) for {z;}22,, with probability 1—8C||N* ||z exp(— {522 —
1), the event (36) holds for all L such that

lg(L)|| 7 > max(y/n1 4 ng + 128(n1r + nor — r2) In(16C5Co |N*|| ), 4).
Combining it with (29), the event (36) holds for all for all L such that
ao,(L*) > [[L — L*||r
1
>

_1_%

max(\/n1 + ng + 128(n17 + ngr — 2) In(16C5Co | N*[| ), 4).

Considering that \/ny + n2 + 128(n17 + nar — r2) In(16C5Co | N*|| ) is the dominant term
when ny,n9 — oo, Lemma 13(b) is proved. [ |

Lemma 16 Proof Following (41) and the proof of Lemma 10[a], and note that Lemma 15
means that 4* and v are replaced by arbitrary numbers in the intervals [0.5p*, 1.5p7*] and
[0.5p, 1.5p7], we have

*

3y

IDIIF < 6(v + 29" )ppr||L — L*|3 + 4 1Pe (L — L)% + o*|[L — L*| 7.

Applying Lemma 11 and (44), we have
|Ps(L — L) || < [|PsPry. (L — L) p + || Ps Py . (L — L) ||

* a *
< V(T + L - Ll + S IL — L7 .

Combining it with the estimation of |[Pe(L — L*)||r in Lemma 11, we have ID||F <
Cl||Pq>(L — L*)”F with

*

3y
v —3*

1
C = [6(7 + 29" )pur + 4

o0 ( p(1+6)+§)2+a2}.
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