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Abstract

A number of intrinsically disordered proteins have been shown to self-assemble
via liquid-liquid phase separation into protein-rich and dilute phases. The resulting
coacervates can have important biological functions, and the ability to form these
assemblies is dictated by the protein’s primary amino acid sequence as well as by the
solution conditions. We present a complete phase diagram for the simple coacervation
of a polyampholyte intrinsically disordered protein using a field theoretic simulation
approach. We show that differences in the primary amino acid sequence and in the
distribution of charged amino acids along the sequence leads to differences in the phase
window for coacervation, with block-charged sequences having a larger coacervation
window than sequences with a random patterning of charges. The model also captures
how changing solution conditions modifies the phase diagram and can serve to guide

experimental studies.

Intrinsically disordered proteins (IDP), unlike globular proteins, do not fold to a well-
defined folded three-dimensional structure, but rather populate a variety of partially struc-
tured, marginally stable conformations under physiological conditions. IDPs play a variety
of roles in the cell, from cell signaling to transduction, functions that take advantage of the
IDPs ability to adopt structures that can bind to different partners.!™ The lack of a well-
folded structure with a buried hydrophobic core heightens the likelihood that these structures
will aggregate in a concentrated cellular environment. A well-characterized aggregated form
of IDPs is the amyloid fibril, a solid entity with an ordered cross-g-sheet structure, that
deposit on organs in the body, and is a hallmark of amyloid diseases.*® A growing number
of IDPs have also been observed to undergo a different form of assembly process, a liquid-
liquid phase separation (LLPS) known as coacervation, which manifests as the formation
of protein-rich liquid droplets of biomolecular aggregates.® ' The process of coacervation
has been observed in proteins associated with amyloid-diseases (for example the tau protein
implicated in tauopathies,'® and the FUS protein linked to ALS®), which has led to specu-

lation that liquid droplet formation might play a role in the IDP fibrillization process.!? 14



It remains unclear whether the droplets are on-pathway to fibril formation, maturing from
a liquid state to a solid state, or whether the droplets rather sequester peptides and offer an
alternate to fibrillization. In some instances, the role of the liquid droplets appears to be
purely physiological, forming membrane-less organelles such as the Cajal and nuclear bodies,
storing peptides, or serving as reactive centers in which biomolecular reactions can proceed
at an accelerated rate.%11:15.16

While it is recognized that the unique amino acid sequence for a given IDP ultimately
determines the phase behavior, few theories are able to model polyampholyte coacervation
for heterogenous polymers such as IDPs.'” In IDPs, as opposed to synthetic polyelectrolytes,
the placement of charges along the chain is not random, and one expects correlations among
charges introduced by chain connectivity to play an important role in controlling the phase
behavior. However, these intramolecular charge correlations are neglected by mean-field
approaches such as the widely used Voorn-Overbeek (VO) model.'®1? Recent theoretical
work has called attention to the fact that the simple VO model neglects this important
physics, leading to incorrect scaling predictions over all concentration ranges.?° If a polymer
physics model is to be applied to IDPs, it must properly account for heterogeneous sequences
and make predictions based on the specific charge distribution of a given IDP. Explicit
charge patterning was introduced in a recently proposed theoretical model?!?? based on
the random phase approximation (RPA),?® demonstrating that the pattern of charges has a
large effect on the phase diagram.?* The RPA model is a marked improvement over mean-
field approaches and can be formally derived by considering Gaussian fluctuations in the
fields.?® Despite its qualitative success, the RPA is expected to break down under conditions
at which field fluctuations become large. For example, Monte Carlo simulations of lattice
chains have shown that the RPA model over-predicts the dependence of charge sequence
on the stability of the homogeneous phase.?® Recent theoretical efforts have aimed at a
more sophisticated treatment of fluctuations and electrostatic correlations either through

a renormalization approach?”?® or a hybrid approach in which theory is informed from



simulation. 293!

Complementary to analytical theories are numerical methods, such as molecular dynam-
ics (MD) simulation. All-atom explicit-water MD is useful to study the early stages of
aggregation in short chains, but is computationally expensive, which hinders its applicabil-
ity for studying IDP phase separation. On the other hand, coarse-grained models are useful
for understanding how the parameterization of the potential of mean force acting between
effective segments of the polyampholyte model can affect the phase diagram.3? For example,

an approach using a slab geometry developed for vapor-liquid transitions, 3334

has recently
been introduced to achieve a converged density profile within a coarse-grained MD simula-
tion, enabling the computation of the phase diagram.3*3% Still, these methods require long
equilibration times to obtain the phase coexistence points and suffer from finite size effects
due to the limited number of chains that can be reasonably included in the simulation box.

An alternative to these theoretical and particle-based approaches is to employ field theo-
retic simulation (FTS),3¢37 which is a numerical technique based on the formal equivalence
between a particle-based representation and a statistical field description in which ensemble
averages are evaluated as path integrals over spatially varying chemical and electrostatic
potential field configurations. A major advantage of FTS over other methods such as self-
consistent field theory or the RPA is that FTS stochastically samples the fully fluctuating
field theoretic Hamiltonian, making it possible to generate phase diagrams without addi-
tional approximations. In the context of IDP phase separation, FTS is appealing because
one can efficiently simulate large dense systems without invoking uncontrolled approxima-
tions, as done in the RPA, and without the need for long equilibration times, as required
by particle-based MD. This method has been applied to study polyelectrolyte coacervation
for relatively simple homopolymers and block co-polymers. 20349 We introduce in this letter
a discrete-chain implementation to study the effect of sequence variation at the individual
monomer level, a critical feature in order to describe IDP coacervation. IDP coacervation

can occur in a simple or complex manner (the latter requiring the presence of a second



type of molecule, typically RNA), but we focus here on simple coacervation, noting that the
methodology presented can be readily extended to complex coacervation. IDPs come in a
variety of flavors, and we study in this letter the archetypal liquid-liquid phase-separating
IDP, a polyelectrolyte consisting of the same number of positively charged and negatively
charged monomers. Electrostatic effects on the phase diagram emerge not just as a result of
the net charge or charge density, but also on how the individual charged residues are arranged
along the chain into charged “patches.” Clustering of like charges into a local charge patch
amplifies their effect, whereas scattering charges diminishes their effect due to screening from
proximal oppositely charged residues. 11244142

To study the role of charge-charge interactions in driving self-coacervation, we consider
different permutations of positively and negatively charged monomers based on the sequences
of 25 lysine (K) and 25 glutamic acid (E) residues introduced by Das and Pappu.*' The five
sequences considered exhibiting different patterning of E and K are shown in Fig. 1. Since
FTS fully samples compositional fluctuations, we are able to efficiently compute both dilute
and concentrated regimes and to present a complete phase diagram for the coacervation of
model IDP sequences with different distributions of charged residues. We also introduce
particle-based MD simulations to expose the individual-chain structures in the dilute states
and to provide an additional consistency check of our FTS results. A detailed comparison of
the structural correlations within the solution phase for the various EK sequences is presented
in the Supporting Information.

Our system consists of n polymers with N monomers per chain in a volume V', with a
resulting monomer number density p = nN/V. Each monomer has a site-specific charge
in units of the electronic charge e such that each chain a has a charge pattern {o,;} =
{001,002, ...,00n} Where o, ; is the charge of the jth residue on chain o. Chain connec-
tivity is enforced by a harmonic bond potential SUpong = % o Zj.vzlﬂra,j — Taj1])?
where r, ; denotes the position of bead j on chain «, b is the statistical segment length,

and 8 = 1/kgT. The solvent is treated implicitly as a uniform dielectric continuum. All
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Figure 1: Five model IDP sequences of glutamate and lysine considered in this work. Se-
quences and nomenclature were originally introduced in Ref 41. Also shown are the sequence
charge decoration (SCD) metric of Sawle and Ghosh,*® and the k parameter of Das and
Pappu*!

monomers interact through an excluded volume potential fUq = vé(r), where v is the ex-
cluded volume parameter, taken to be identical for all monomer types.**® Electrostatic
interactions are described by a Coulomb potential Uy = lMTGJ where I = €% /(4mepe, k)
is the Bjerrum length, ¢, is the vacuum permittivity, €, the relative dielectric strength of
the solvent, and e is the unit of electronic charge. The total microscopic bead number
density is p(r) = > " Zjv d(r — r, ), and similarly the total microscopic charge density is
pe(r) =>"" Zjv 04,j0(r —1, ;). These microscopic densities are smeared so that both masses
and charges have a Gaussian distribution.?%46 The smeared densities corresponding to either
p(r) or p(r) are

pr) = [ di' T(ir — ¥l &

with

[(r) = (27;2)3/2 exp (—r?/2a”) (2)

a normalized Gaussian with smearing width a. The resulting interaction energy for this

model is
n N

a=1 j=1

The essential features of the model are chain connectivity (first term), short-ranged excluded

volume repulsion (second term), and long-ranged electrostatic interactions (third term). A
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major effort of this work is to delineate how differences in the charge pattern {o, ;} affect
the structural and thermodynamic properties of this model. To accomplish this, we take
advantage of an exact transformation of this model into a statistical field theory.

Following the method described in Ref. 25, the canonical partition function for the model

Hamiltonian given by Eqn. 3 can be expressed as a complex-valued statistical field theory,

Z. =2 / Dw / Dy e~ Hwel (4)

where Zj is the partition function for an ideal gas of discrete Gaussian chains and self-
interaction correction terms. An extension of the model to include small ions explicitly is

described in the Supplemental Information. The field-theoretic Hamiltonian is

Hiw, o] = 1/dr ([w(r)]2 N IVSO(F)IQ) O, ¢l (5)

2 v 4rlp

where w is a fluctuating chemical potential field and ¢ is a fluctuating electrostatic potential
field, which serve to decouple pairwise interactions. Q[w, ¢] is the partition function for a
single chain in a complex-valued external field, and can be computed using a Gaussian chain
propagator

Qlu. ) = [ dr ax(eslw, o) ()

The chain propagator gy (r; ) can be constructed from the following Chapman-Kolmogorov

-type equation
3\ o 3l — v/
qj+1(r;¢) = (W) GXP[—%H(T)]/dr Qj(r;¢)exp (—T) (7)

with ¢; = iI' x (w + 0;¢), where i = /—1 and % denotes a spatial convolution. The initial
condition is go(r; [¢]) = exp|—1o(r)].
As described elsewhere?°46 field theoretic simulations are performed using complex Langevin

(CL) sampling of the fields. After promoting the fields to be complex variables, the CL equa-



tions of motion are

ot = dw(r,t) (T, ¢)
dp(r,t) dH[w, ¢]
T —)\wm + Mp(r, 1) (8)

where 7;(r, t) are real-valued Gaussian white noise random variables with zero mean and vari-
ance proportional to the dissipative coefficients A\, and A,. By propagating the CL equation
of motion in time, FTS stochastically samples the configuration space of the conjugate field
variables. Details of the CL-FTS procedure are presented in the Supporting Information.

For use in conventional molecular dynamics (MD) simulation of bead-spring chains, we
present an equivalent particle-based representation for a system with potential energy given
by Eqn 3. This amounts to expressing each of the interactions in Eqn 3 as effective pair
potentials. The bond potential between beads separated by distance r is

3 o

B%ond(r) - @7’ . (9)

The smeared Gaussian densities of Eqn 3 can be equivalently treated as point particles
interacting through a soft potential, finite at contact. In this representation, the excluded
volume interaction between monomers is equivalent to an effective soft Gaussian repulsive

interaction of the form

v —r2/4q2
BUGU(T):SW?’/?a?’e f4a”, (10)

and the electrostatic potential is similarly*74®

lBO'Z'O'j

BU(r) = —erf( A ) (11)

r 2a
Particle simulations were carried out using the LAMMPS MD code?® (http://lammps.sandia.gov).

Details of the simulation procedure are presented in the Supporting Information. It is im-



portant to note that both MD and FTS are here performed on the same polymer model.
While the FTS and MD simulations numerically sample the full Hamiltonian, it also proves
instructive to consider the RPA approximation for this model, which provides an analyt-
ical approximation that we compare directly to FTS simulation and discuss the limits of

its validity. Details of the derivation of the RPA expressions are given in the Supporting

Information.
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Figure 2: Left column: Excess osmotic pressure evaluated from particle MD (open circle),
FTS (open square), and RPA solid line for model sequences sv20 (A) and sv30 (B) as
a function of monomer density. Simulations were performed using a Bjerrum length of
Ip = 0.033b (black) and Ip = 0.33b (red). Right column: The chemical potential as a
function of monomer density for sv20 (C) and sv30 (D) with Bjerrum length [ = 0.033b
(black) and Ip = 0.33b (red). FTS results are represented with open squares and the solid
line depicts the RPA expression.

The equilibrium conditions for the phase coexistence between a dense coacervate phase



and a dilute solution phase are the equivalence in osmotic pressure II and chemical potential
1 of the two phases. Before investigating the phase diagram, it is instructive to compare
these thermodynamic observables computed from FTS, MD, and RPA. A plot of the osmotic
pressure II as a function of the monomer density at fixed temperature gives the numerical
equation of state. Fig. 2 (left column) presents a comparison between FTS (square), RPA
(line), and particle MD (circle) of the excess osmotic pressure for two representative chains
sv20 (Fig. 2A) and sv30 (Fig. 2B). Results are presented for two values of the Bjerrum length
lg which parameterizes the strength of the electrostatic potential in Eqn. 3. Increasing lp
by an order of magnitude from a relatively weak value [ = 0.033b (black) to a more modest
Ip = 0.33b (red) has the effect of lowering the osmotic pressure curve due to the increased
strength of favorable electrostatic attractions between oppositely charged monomers. This
effect is more pronounced in the diblock sv30 sequence. For these parameter ranges the
analytical RPA approximation is in agreement with FTS. Particle MD simulations become
increasingly difficult to equilibrate at high polymer densities but agree with both FTS and
RPA at low and intermediate densities.

Fig. 2 (right column) compares the chemical potential between the analytical RPA
prediction (line) and the exact value from FTS (square). (Note that direct computation of
the chemical potential with MD simulations is not shown as the calculation requires either
thermodynamic integration or a Widom insertion method.) Importantly, while accurate
for large monomer densities, the RPA approximation breaks down at low density. The
difference between FTS and RPA becomes more pronounced at higher values of Ig. Fig.
2 demonstrates that particle MD simulations are suitable for low to intermediate densities
whereas the RPA is valid at high densities. This observation motivates the use of FTS as a
method to study phase behavior as it is capable of accurately describing the thermodynamics
over the entire density range of interest. Although it is possible to use particle-based MD
simulations to compute phase diagrams using the method described in Refs. 32 and 35, this

requires equilibrating an MD simulation at each state point of interest, and is not pursued
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here as it is computationally expensive. The purpose of this letter is to demonstrate the
applicability of F'TS to efficiently compute phase diagrams that accurately capture both the
dilute and concentrated branches.

As discussed above, the Bjerrum length [z controls the strength of the electrostatic
potential. Increasing lg leads to an increasing density fluctuation length scale implying an
approaching critical point (See Supporting Information). The magnitute of the Bjerrum
length in this work is chosen to expose the critical region of the phase diagram for these
model peptides. For water at 300 K the Bjerrum length is typically on the order of b;
however, the model peptides examined here have a much higher charge density than typical
proteins and thus phase separate at lower values of the Bjerrum length.

Performing FTS in the Gibbs ensemble®%! is an efficient way to construct the exact
binodal curve for all five of the sequences shown in Fig. 1 as a function of the reduced
Bjerrum length [5/b. Details of the Gibbs ensemble procedure are presented in the Sup-
porting Information. The coexistence points determined from FTS in the Gibbs ensemble
provide an efficient enumeration of the phase diagram for an intrinsically disordered protein
described by Eqn. 3 without introducing additional approximations. At low density the
dilute solution phase is favored. Increasing the protein concentration through pb® leads to a
two-phase region in which both the solution and coacervate phase are in coexistence (with
concentrations shown by the data points). At sufficiently high protein concentration only a
dense coacervate phase is stable. A snapshot of the density profile of each of these regions
from F'TS is presented in the top panel of Fig. 3A.

The exact phase diagram for this coarse-grained model, fully accounting for composi-
tional fluctuations, for the five model sequences is shown in Fig. 3B and 3C and is compared
with the RPA approximation. The Bjerrum length can be used to define a reduced temper-
ature T* = b/lg = 4mege, kpTh/e?. Thus, Fig. 3B is analogous to an experimental inverse
temperature vs. concentration plot. For comparison Fig. 3C shows the same data plotted as

a reduced temperature vs. monomer density. Both RPA and FTS show that by sequestering
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charges into larger “patches,” the critical Bjerrum length for phase separation is lowered.
Although the RPA model qualitatively describes the sequence dependent critical point, the
low-density branch of the binodal is incorrect. The reason for the failure of the RPA at
low concentration is largely due to the estimation of the chemical potential at low density
as seen in Fig. 2. Nonetheless, the RPA prediction is qualitatively correct at modeling the
sequence dependence and becomes quantitative at sufficiently high densities. This finding is
in agreement with Lin and Chan who used the RPA model to study these same sequences in
Ref. 24. We note that the linear density scale in Fig. 3C conceals this difference between
FTS and RPA for the dilute branch.

In dilute polymer solutions, electrostatic effects can lead to single chain compaction
or swelling.5?® At high enough polymer densities, it has been argued that these same
electrostatic effects lead to inter-polymer associations, driving phase separation.?*%57 To
investigate this, we performed particle MD simulations of single chains in implicit solvent.
Fig 4A shows that larger charge “patches” of oppositely charged residues along the same
chain result in a lower average radius of gyration R, due to electrostatic attraction. The lower
R, is due to the chain sampling fewer extended configurations. The observed dependence of
R, on the charge patterning shown in Fig. 4A is in qualitative agreement with results from
coarse-grained simulations presented by Das and Pappu;*' however, those simulations used
a hard repulsive potential instead of the soft Gaussian potential employed here, which allows
the chains to become more compact in the latter case. Fig. 4B shows an example of the
compact configuration for the diblock chain (sv30), and Fig. 4C shows a similar snapshot
of two chains taken from a simulation of 300 chains in the early stages of IDP aggregation.
These snapshots suggest that similar electrostatic effects control single chain compactness
and multiple chain aggregation.

Fig. 4 implies that under dilute conditions the Gaussian form factors used in the RPA
approximation are not physically realistic and may be partially responsible for the break-

down of the RPA at dilute concentrations. Using the numerical form factor from short MD
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Figure 3: A: Snapshot of the polymer density profiles from F'T'S for three regions of the phase
diagram: (1) a dilute solution phase; (2) a two-phase region in which a dilute supernatant
and dense coacervate phase coexist; and (3) a dense protein region. B: Coexistence curves
evaluated from FTS using the Gibbs ensemble (points) and computed from RPA (solid
lines). The coloring scheme is the same as in Fig. 1 representing the five different chain
sequences, showing a strong charge-sequence dependence on the two phase window. C:
Coexistence curves showing the reduced temperature vs. monomer density. The linear scale
of the horizontal axis highlights the features of the dense branch of the phase diagram but
suppresses the dilute branch. All simulations were performed without explicit counter ions
present.

simulations could potentially improve the RPA prediction. Such an approach would be simi-
lar in spirit to the recent Gaussian-renormalization model, which introduced a self-consistent
single-chain structure to improve the RPA prediction for homopolyelectrolytes.?” Thus far we

have focused exclusively on varying the Bjerrum length /5. In our model, two other factors

13



P! g4\
%‘/ T single chain

R, [b]

30 25 20 -5 10 5 0
SCh

multi chain

:
T b )

Figure 4: A: The average radius of gyration for each of the five sequences evaluated from a
single chain particle MD simulation. The horizontal axis is the sequence charge decoration
(SCD) metric of Sawle and Ghosh.*? A representative chain configuration for each sequence is
also shown. All single chain simulations we performed at [z = 0.33b without explicit counter
ions present. B: Representative configuration from a single chain particle MD simulation
showing intramolecular association between oppositely charged “patches” for the diblock
chain sv30. C: Snapshot of two representative chains from a particle MD simulation of
300 chains showing early stages of aggregation due to intermolecular association between
oppositely charged groups. Chain 1 is opaque and chain 2 is shaded for contrast.

control the phase behavior, namely the strength of the excluded volume parameterized by v
in Eqn. 3 and the concentration of excess salt which is expected to screen electrostatic inter-
actions. The excluded volume is a non-electrostatic interaction parameter that describes the
solvent quality with a temperature dependence typically of the form v = vo(1 —60/T), where
v controls the strength of the interaction and 6 is a protein-specific reference temperature.
It should be noted that for largely hydrophobic sequences instead of the charged sequences
considered in this work, the temperature dependence of v may be more complex. Fig. 5A

shows the binodal coexistence points as a function of v for four of the five sequences at a fixed
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value of [z = 0.33b. Note that at this value of [z the most charge-scrambled sequence sv10
is in the solution phase for all values of v and is not shown. It can be seen that increasing
the excluded volume strength v, i.e. increasing the solvent quality, tends to stabilize the
mixed phase and prevent phase separation, in agreement with the theoretical work of Perry
and Sing®® on model synthetic polyelectrolytes. This is due to an increase in the repulsive
interaction between monomer segments that counteracts the electrostatic attraction between

oppositely charged segments.

A
0.1 e :
82 co @
® sv20
® 5| o ) oee
° o o )
“ . e o )
001 e e o ° ® 000
- e e o ° e e
o o ° e 00
o e o ° o000 |
L | I |
0.0001 0.01 1
3
pb
B .
1 o® s .
i ° ° oo
: [ ) [ ] [ ] o o0 i
[+)
% oo1k ° e o oo _
= F ™ e o o00 |
° e o oo0 |
001 E
g e o e o oce |
C | Lo | L | L
0.0001 0.01 1
3
p b
polymer

Figure 5: A: Coexistence points evaluated from FTS using the Gibbs ensemble at fixed
Ilg = 0.33b with varying excluded volume strength. Simulations were performed without
explicit counter ions present. The coloring scheme is the same as in Fig. 1 representing
four different chain sequences. B: Coexistence points evaluated at fixed v = 0.0069b® and
lp = 0.33b at varying salt concentration by introducing explicit salt ions as point particles
into the polymer model.

Fig. 5B shows a similar suppression of the two-phase window by added salt. Explicit salt

15



ions are introduced as point charges with microscopic density smeared with a normalized
Gaussian profile. The field theoretic Hamiltonian with explicit salts is presented in the
Supporting Information. For simplicity the smearing length is the same for both salt and
monomers; however, one could adopt different smearing lengths to model different salt ion
sizes. The observed trend in Fig. 5B with salt is in qualitative agreement with experimental
observations of simplified systems and real IDPs. A more detailed discussion of the effect of
salt is the subject of a forthcoming paper. >’

In this letter we have introduced a polyampholyte model to describe intrinsically dis-
ordered proteins and have demonstrated the applicability of F'TS to study how the spatial
organization of amino acids can mediate IDP phase behavior. The polyampholyte model
we have considered represents the simplest coarse-grained model that still captures the rel-
evant physical features of the problem. While in this work we have selectively focused on
the clustering of charged amino acids, and so have considered a low-complexity sequence
of just two amino acids (E and K), the model can be generalized to introduce additional
non-electrostatic interactions such as hydrophobic or 7-stacking interactions. Using F'TS we
construct an exact phase diagram for this model in terms of the dielectric strength, polymer
excluded volume (solvent quality), and salt concentration. Our results show that clustering
of charged amino acids into charged patches significantly modulates the phase diagram, in
agreement with experiments performed on sequence variants of the germ-granule protein
Ddx4.%°

The direct comparison between particle MD simulation, FTS, and RPA theory for the
same polyelectrolyte model allows us to comment on the limitations and merits of these
different approaches. Because particle MD simulation provides structural information about
single chain configurations, it can be useful to test predictions of intramolecular form factors
and chain configurational distributions. It also offers site-specific resolution of chain associa-
tions as well as information about dynamics. However, MD simulation requires exceedingly

long equilibration times for dense phase-separating systems and is thus limited to the regime
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of relatively low polymer density. On the other hand, the analytical RPA theory is valid
only at sufficiently high polymer densities, in agreement with previous observations. 20:3%:3
This implies that one should be cautious about fitting the RPA model to the low-density
branch of an experimental phase diagram. Despite its quantitative limitations compared to
FTS, the RPA qualitatively captures the effect of charge sequence variation on the phase
diagram, validating the recent application of the RPA model for these sequences.?\?* By
providing an exact numerical result, FTS is a useful technique against which RPA or other
more advanced theories may be tested.

In summary, this letter presents a general framework from which to study liquid-liquid
phase separation in biology. By considering a model system of low sequence-complexity
peptides, we have demonstrated the ability of FTS to generate complete phase diagrams
that depend on the primary amino acid sequence. The ability to model these effects from
theory can be exploited to interpret experimental observation of the phase behavior of real

IDPs or to design further experiments to understand the thermodynamic driving forces of

coacervation in biological polymers.
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