Mechanical Quantum Hall Effect in Time-Modulated Elastic Materials
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Floquet topological insulators have inspired analogues in photonics, optics, and acoustics, in which non-reciprocal wave propagation in time-modulated materials is achieved due to the breaking of time-reversal symmetry. We investigate a mechanical wave analogue of Thouless pumping and the quantum Hall effect (QHE) in one- (1D) and two-dimensional (2D) periodically time-modulated materials, respectively. In one dimension, wave propagation in the time-modulated system is characterized based on the adiabatic theorem, and topologically protected one-way edge modes are numerically demonstrated by the principle of bulk-edge correspondence. In two dimensions, a time-modulation scheme of a hexagonal lattice is suggested and polarized edge states characteristics of QHE are put into evidence by the plane wave expansion (PWE) method. The transition from the trivial state to the topological one is captured and interpreted by an invariant Chern number. We numerically demonstrate the existence of topologically protected one-way edge states immune to scattering by sharp corners, defects, randomly disordered modulation phases, and dissipation effects.
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I. INTRODUCTION

Topological condensed matter systems feature robust unidirectional band-gap-crossing edge states, offering unusual conduction properties [1]. These edge states exhibit immunity to a broad range of structural imperfections, inherently avoiding backscattering over broad energy ranges and circumventing localization in the presence of disorder. Recently, based on an analogy between the Hamiltonian of an electron in a crystal and the dynamical matrix of a mechanical lattice, the concept of mechanical topological insulators has emerged [2]. Like their electronic predecessors [3,4], they exhibit an insulating bulk and conducting polarized edge states immune to backscattering by defects and corners. Edges of topological insulators thus constitute an alternative class of superior wave guides with exceptionally robust transmission that can be applied to advanced vibration isolation, signal processing, phononic logic, energy trapping, and harvesting devices [5–9].

Phases of topological insulators are classified based on a quantized invariant, namely, the Chern number, attached to a bulk band gap. As long as the gap remains open, perturbing the constitutive and geometric parameters will have no influence on the qualities of the insulator, which will, therefore, remain in the same phase with the same Chern number. Conversely, changing the phase of an insulator requires closing the gap. Accordingly, lattices exhibiting Dirac cones, where two bands touch along a single point, are in a critical state; small perturbations that lift the degeneracy can toggle the lattice between a trivial phase with a zero Chern number and a topological phase with a nonzero Chern number. In general, three classes of topological phases have been suggested and observed in acoustic and mechanical systems. For the class of quantum spin Hall insulators (QSHI), the critical state exhibits, in fact, a double Dirac cone with a quadruple degeneracy and shares the same principle of spin-orbit interaction with the quantum spin Hall effect (QSHE) whose topological index is \( Z_2 \) invariant [10]. This category of topological phase can be realized by using only passive elements, however, the topological design is critical because spin is not an intrinsic degree of freedom (DOF). Other topological phases such as the quantum valley Hall insulators (QVHI) are based on breaking or keeping other spatial symmetries such as inversion, \( C_3 \), or \( C_6 \) symmetry [11–18]. Like the QSHE, the QVHI can also be implemented in passive materials; however, it is less robust due to the presence of intervalley scattering [19]. It is noteworthy that both QSHI and QVHI inducing perturbations must preserve time-reversal symmetry. In contrast, quantum Hall insulators (QHI) necessitate active perturbations that break time-reversal symmetry and thus include nontime-invariant active components [20]. It should be mentioned that only the QHI, which breaks time-reversal symmetry, can guarantee the absence of reflected modes regardless of
the nature of the defect. In mechanical systems, topological insulators with strong topological proportion against defects and disorders have indeed been obtained in time-asymmetric gyroscopic systems [21,22]. In fluid acoustics, similar properties can be obtained in networks of acoustic cavities filled with a fluid in motion [23,24]. However, implementing gyroscopic motion in a mechanical lattice is challenging, and the inherent losses and noise in acoustic moving media may become detrimental in most application scenarios.

To address this challenge, an acoustic lattice whose properties are modulated in space and time in a time-harmonic rotating manner, was recently proposed to demonstrate the acoustic analogue of Floquet topological insulators [25]. It has been demonstrated that the acoustic properties of materials can be modulated in a strong manner to open the possibility to broadband, topologically protected, one-way acoustic devices. At the same time, considerable efforts have also been dedicated to mechanical topological insulators for the implementation of unidirectional transport in one-dimensional (1D) time-modulated systems [26,27] and frequency-modulated systems [28]. However, the mechanical analogue of Floquet topological insulators in two-dimensional (2D) time-modulated systems has never been investigated and the theoretical modeling and understanding of the system remain highly needed. In practice, a time modulation of stiffness can be induced by means of programmable piezoelectric components [29–31], trains of shock waves in soft materials [32], magnetorheological elastomers [33], and the photoelastic effect [34,35]. Recently, an experimental demonstration was reported when unidirectional wave responses at isolated frequencies were observed in a discrete system made of permanent magnets coupled to grounded electromagnets [36].

Here, we develop and apply a rigorous full-wave treatment to demonstrate the realistic possibility of mechanical Floquet topological insulators by using time-modulated materials and their application to alternative concepts for mechanical wave control. First, we study wave propagation in a 1D periodically modulated spring-mass lattice to achieve one-way topologically protected edge modes by using the adiabatic theorem. Topologically protected one-way edge modes are numerically demonstrated by the principle of bulk-edge correspondence. The time evolution of edge modes are quantified using a topological invariant Chern number. The results of the 1D case are then extended to 2D modulated hexagonal lattices. Given the breakage of the time-reversal symmetry, the existence of one-way topologically protected edge states is demonstrated. Finally, the robustness of one-way topological edge modes and their immunity to backscattering by sharp corners, defects, modulation disorders, and dissipation effects are quantitatively analyzed and assessed.

II. WAVE PROPAGATION IN 1D MODULATED MATERIALS

The 1D modulated material is first represented by a 1D 3-periodic spring-mass lattice with a time-dependent modulation on the spring, as shown in Fig. 1(a). The springs are modulated by \( T \) periodic functions of time, and constant masses are assumed for simplicity. Note that we adopt the same modulated system as in our previous work [26]. Indeed, the main purpose of Ref. [26] is to characterize and quantify the modulation-induced tilt of dispersion bands. However, the main purpose of this study is to show that one-way edge modes exist in the space-frequency \((n, \omega)\) plane in 1D modulated media and the time evolution of edge modes can be captured by the Chern number. For theoretical completeness and better reading, we keep a part of Ref. [26] in this section.

A. Topological characterization of wave dispersion in 1D media

In general, the tilting of wave dispersion bands in the time-periodic system can be captured by using the plane wave expansion (PWE) method [37]. For simplicity, the slow modulation is assumed, therefore, the adiabatic theorem will be applied for analytical modeling of wave propagation in the 1D time-dependent system. As a result, the tilted wave dispersion bands can be described by topological invariants: Chern numbers [26]. The three spring constants \( k_j \) are modulated in the form of sine waves

\[
k_j \equiv k_j(t) = k + \delta k \cos(\nu t + \phi_j), \quad j = 1, 2, \text{ and } 3,
\]

where \( \nu = 2\pi/T \) is the modulation frequency, \( T \) is its period, and \( \phi_j \) is a phase delay. The governing motion equations of the supercell then can be expressed

![A modulated 3-periodic spring-mass lattice: (a) Geometry; a unit cell is framed with dashed lines. (b) Time profiles of the modulated spring constants.](image)
where \( u^j(t) \) is the displacement of mass number \( j = 1, 2, \) and 3) of the \( n \)th unit cell at time \( t \) and a superimposed dot denotes a time derivative.

Based on the adiabatic theorem, the system originally in some eigenstate will remain in that state at later times. Letting \( \omega^m_n \) and \( \Psi_n \) be the “instantaneous” eigenvalue and eigenstate, defined by

\[
-\omega^m_n \mathbf{M} \Psi_n = -\mathbf{K}(t) \Psi_n, \quad \mathbf{M} = m \mathbf{I},
\]

where \( \mathbf{I} \) is the 3 \times 3 identity matrix, \( q \) is a dimensionless wavenumber, \( Q^* \) is the conjugate of \( Q \) as \( Q^* = e^{-iq} \), and the time-periodic stiffness matrix satisfies \( \mathbf{K}(t + T) = \mathbf{K}(t) \).

Note that the eigenstates are normalized to satisfy

\[
\langle \Psi^*_m, \mathbf{M}, \Psi^*_n \rangle = \delta_{mn},
\]

with \( \delta_{mn} \) being the Kronecker symbol and the brackets denoting the underlying Hermitian inner product. Then, for a given \( q \), the displacement field of the system can be determined from the \( n \)th snapshot Floquet-Bloch eigenmode as [26]

\[
\Phi_n(t) = \frac{\Psi_n(t)}{\sqrt{\omega_n(t) / \omega_n(0)}} \exp \left\{ i \int_0^t [\omega_n(s) + \dot{\gamma}_n(s)] ds \right\},
\]

with

\[
\dot{\gamma}_n = \text{Im}(\Psi^*_n, \mathbf{M}, \Psi_n),
\]

provided that \( \omega^m_n \) remains a nondegenerate eigenvalue at all instants in time. In particular, if the \( n \)th band is separated by gaps from bands \((n \pm 1)\)th at \( t = 0 \), then it will remain so at all subsequent times. If not, scattering from one band to another will occur and will invalidate the theorem. It should be mentioned that the nondegenerate eigenmodes can be deemed as robust and topologically protected.

To quantify the change of the wave dispersion bands due to the slow modulation, the Chern number of each band will be characterized by

\[
C_n = \frac{1}{2\pi} \int_{-\pi}^{\pi} \int_0^T B_n dq dt,
\]

where the Berry curvature is defined as \( B_n = \nabla \times A_n \), with \( A_n = (A_{1n}, A_{2n}, A_{3n}) = (\text{Im}(\Psi^*_n, \mathbf{M}, \Psi_n), \text{Im}(\Psi^*_n, \mathbf{M}, \partial_q \Psi_n)) \) forming a vector called the Berry connection.

Figure 2 shows the evolution of dispersion curves of a 3-periodic modulated lattice as a function of the nondimensional wavenumber and time. The parameters used are \( m = 1, \quad k = 1, \quad \delta k = 0.2k, \quad \nu = 0.005, \quad \phi_0 = 1, \quad \phi_2 = 2\pi / 3, \) and \( \phi_3 = 4\pi / 3 \). Because the dispersion bands are spectrally separated, the individual bands can be quantified by the Chern numbers based on Eq. (6), which is \( C_1 = -1, \quad C_2 = 2, \) and \( C_3 = -1 \), respectively, for the first, second, and third dispersion bands. It is noticed that when the crystal has a finite number of bands, the sum of the Chern numbers over all bands is zero, implying the remarkable result that the sum of all dispersion tilts vanishes. To demonstrate the robustness of the Chern number, Fig. 3(a)
shows the phase diagram of the Chern number in function of phase delays \( \{\phi_1, \phi_2, \phi_3\} \) interpreted as barycentric coordinates in the planes \( (\phi_1 + \phi_2 + \phi_3 = 2\pi, m_1 = m_2 = m_3 = m) \). It is found that only two arrays of the Chern numbers, namely \( \pm(1,-2,1) \) are obtained with different relative values of the phase delays \( \phi_j, j = 1, 2, \) and 3, under topological protection of constant masses \( m \). It should be emphasized that when only masses are modulated, as in our previous work [26], the Chern numbers of the system are zero, which means there is no edge mode by using the corresponding parameters. Figure 3 also reveals that if it is constant across large regions, the Chern number is insensitive to uncertainty in the phase delays and in the values of the masses except near critical lines where phase transitions occur. This could also generalize to other forms of uncertainty. For instance, changing the sinusoidal modulation into a triangular one while leaving the other parameters unchanged perturbs the dispersion diagram but ultimately has zero influence on the Chern numbers [26].

B. Bulk-edge correspondence

According to the principle of bulk-edge correspondence [38,39], a nonzero Chern number supports the existence of topological edge states. Here, numerical simulations will be performed to calculate dispersion relations of a finite time-modulated lattice and the corresponding edge states to confirm the bulk-edge correspondence. The evolution of the frequency spectrum of a finite modulated lattice over one period of modulation is shown in Fig. 4. In the simulation, the lattice is composed of 300 masses and is under free boundary conditions. The modulation parameters are \( \delta k = 0.2k, \phi_1 = 0, \phi_2 = 2\pi/3, \phi_3 = 4\pi/3 \), and the modulation frequency is \( \nu = 0.005 \), such that the eigenmodes of the lattice can be calculated directly from the dynamic matrix \( \mathbf{M}^{-1}\mathbf{K} \) at any time instant. It can also be observed in Fig. 4 that a pair of edge states are populated within two bulk band gaps. This confirms the prediction that a modulated media can host two-edge states at the boundaries in a time periodical fashion by breaking time-reversal symmetry. To confirm the bulk-edge correspondence, Fig. 5 shows a zoomed view of the time evolution of eigenfrequencies inside the higher band gap and the corresponding eigenmodes as a function of position along the lattice. To illustrate the time evolution of the edge-bulk states, the left edge state (state \( b \)) denoted in Fig. 5(b) is selected as a starting point. Its mode is marked by blue circles in Fig. 5(a). This state remains when the frequency is decreased (state \( c \)) as long as its frequency is within the gap. When the frequency is decreased further in the passing band, the left edge state changes to a bulk state. Notably, once the mode returns into the gap, it appears localized at the opposite boundary (state \( e \)). As the frequency increases, state \( c \) transforms into state \( f \) then bulk state \( g \), which, by a similar mechanism, transforms back into state \( b \) and so on. This implies that the system changes its wave characteristics with time, as we see edge modes appearing, interchanging, and then disappearing. Note, however, that the cycle \( b-c-d-e-f-g \) does not represent the transient propagation of a physical signal, only \( b-c \) and \( e-f \) do. As a matter of fact, \( b-c \) and \( e-f \) transitions are adiabatic, meaning that snapshot states are identical to transient states by the adiabatic theorem [26]. On the other hand, transitions \( c-e \) and \( b-f \) are not adiabatic since, according to Fig. 5(a), the gaps separating states \( c \) and \( f \) from the passing bands become vanishingly small, at which time these states will be scattered into bulk modes. In that case, snapshot states and transient states will differ significantly. To quantify the time evolution of the state change, we provide the numerical observation of Chern numbers for the dispersion relations in the time-modulated infinite lattice. Specifically, the gap Chern number \( C_{\text{gap}} \), which is the summation of the Chern numbers below the band gap, will be used as topological characteristics of edge states [40]. A band gap with \( C_{\text{gap}} = 0 \) is trivial, while a band gap with \( C_{\text{gap}} \neq 0 \) is topologically nontrivial. For the lattice with the modulation scheme \( \{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\} \), the Chern numbers of the bands are \( C = \{-1, 2, -1\} \), respectively. In this case, there is a unique edge state: \( C_{\text{gap}} = C_1 + C_2 = 1 \) for the higher band gap as shown in Fig. 5. Similarly, the number of edge states in the lower band gap is also equal to one based on the gap Chern number \( C_{\text{gap}} = C_1 = -1 \). The sign of the gap Chern numbers indicates the different edge wave directions.

![Fig. 4. Evolution of eigenfrequencies of a finite periodic lattice (300 masses) over one period of modulation under free boundary conditions. Two band gaps are visible and are traversed by the eigenfrequencies of edge states. The shaded gray regions indicate the bulk pass bands. Left and right edge modes are highlighted by blue and red circles, respectively.](image-url)
FIG. 5. (a) The edge states within the higher band gap at $t = 0.4T$ and $t = 0.6T$ are labeled $b$, $e$, and $c$, $f$; the bulk states at $t = 0.75T$ and $t = 0.15T$ are labeled $d$ and $g$. The corresponding eigenmodes as a function of position along the 1D lattice are plotted in (b)–(g), respectively, where $n$ is the mass index and $u$ the corresponding displacement amplitude. The shaded gray regions indicate the bulk pass bands.

To further support the above observation, the transient response of the finite lattice with modulated spring constants is numerically simulated using the finite difference method. The horizontal loading force is an 80-cycle narrow-band tone burst imposed at the left edge of the lattice, as shown in Fig. 6(a). The applied force is given as

$$F = A_0[H(t - 0.4T) - H(t - 0.4T - N/f_c)] \times [1 - \cos(\omega_c(t - 0.4T)/N)] \sin(\omega_c(t - 0.4T)), \quad (7)$$

where $A_0$ is the amplitude, $f_c = \omega_c/2\pi$ is the central frequency, $H$ is the Heaviside function, and $N$ is the number of cycles. The parameters used are $A_0 = 100$ and $\omega_c = 1.75$. The displacement field at different times are Fourier analyzed in the time domain to obtain $U_{n,\omega}$ whose amplitude is plotted as level sets over the $(n, \omega)$ plane in Figs. 6(b)–6(d). In the $(n, \omega)$ space, the evolution corresponds to a one-way edge state moving counterclockwise. Therein, the left and right boundaries correspond to the free boundaries of the sample, whereas the top and bottom boundaries

FIG. 6. (a) The transient force loading $F$ in time and frequency domains; (b–d) The FFT of the wave field is taken at $t = T$, $2T$, and $3T$, respectively, illustrated as a one-way edge state in the $(n, \omega)$ space.
correspond to the boundaries of the higher bulk band gap. It should be noted that if we flip the sign of the modulation frequency, the above observations would be reversed. Thus, this time-dependent bulk-edge correspondence indicates breaking for time-reversal symmetry.

C. Robustness analysis

In this section, we discuss the robustness of the topologically protected edge mode against modulation phase disorders and dissipation effects. For disorder in phase delay, we allow $\phi_j$, $j = 1, 2, 3$, to be randomly displaced $\delta\phi_j$ with respect to its original phase delays $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$, as shown by the purple circles in Figs. 7(a) and 7(c). The phase disorder degree is defined as $100\% \max (|\delta\phi_j|)/(2\pi/3)$. Figures 7(b) and 7(d) show the evolution of the frequency spectra of a finite modulated lattice for two different disorder degrees: 20% and 40%. In the simulation, we keep the rest of parameters the same. We can clearly see that the resulting edge modes are always inside the band gap and do not coalesce with the bulk bands even under the strong disorder perturbation. We then evaluate the dissipation effects on edge modes and consider the dissipation-induced force $f_j = \eta v_j$ ($j = 1, 2, 3$), where $\eta$ and $v_j$ are the damping coefficient of the springs and the velocity of the $j$th mass, as shown in Fig. 8. In Figs. 8(a) and 8(c), it is clearly evident that the damping strength $\eta$ from $10^{-10}k$ to $10^{-6}k$ cannot affect the real parts of the eigenvalues. The dissipation-induced damping, which corresponds to the imaginary parts of the eigenvalues, is shown in Figs. 8(b) and 8(d). It can be seen that all eigenstates are damped, but the damping rate is much smaller than the real part. Hence, the topologically protected edge mode in this 1D modulated material is robust against the phase disorder and damping perturbations.

III. WAVE PROPAGATION IN 2D MODULATED HEXAGONAL MATERIALS

In this section, a mechanical analogue of the QHI is implemented into a 2D modulated material. To be general, the assumption of the slow modulation is taken out. In this 2D protocol, we employ the high-frequency modulation. As such, the high-frequency expansion can be used as an alternative method, which can generate a static effective Hamiltonian and it is easier to treat than the original Floquet Hamiltonian [41,42]. However, compared with the high-frequency expansion method, the PWE method has advantages in formulating and can be applied for the cases with large modulation amplitudes. In addition, the phase transitions from nontrivial to trivial states can be captured with the PWE method. Therefore, the PWE method will be used for studying wave propagation in the 2D modulated medium.

A. Governing equations

The 2D modulated elastic medium is represented by a modulated hexagonal lattice shown in Fig. 9, which is periodic invariant by translation along the lattice vectors $\mathbf{r}_1$, $\mathbf{r}_2$, and $\mathbf{r}_3$.
r_2, r_3 and any integer combination thereof. The modulated hexagonal lattice is composed of modulated trimers connected together along the hexagonal bonds via constant springs denoted by J. The modulated trimer is formed by three masses interconnected with modulated springs as k_j = k + \delta k \cos(\nu t + \phi_j), for j = 1, 2, and 3. Thus, the unit cell of the lattice contains six masses of equal value, m, and a total of 12 DOFs and nine springs. Letting \( u_{g} \) be the displacement vectors of mass \( g \) (\( g = 1–6 \)) interior to the unit cell, and q be a wavenumber, all other displacements of the boundary nodes can be deduced through

\[
\begin{align*}
    u_7 &= Q_1 u_6, & u_8 &= Q_2 u_4, & u_9 &= Q_3 u_5, \\
\end{align*}
\]

where \( Q_j \) is the phase factor \( e^{i(q \cdot r)} \), for \( j = 1, 2, \text{ and } 3 \). Consequently, the equations of motion within one unit cell can be expressed as

\[
\begin{align*}
    \dot{\mathbf{u}}_1 &= k_2 (\mathbf{u}_3 - \mathbf{r}_1) \mathbf{r}_2 + k_3 (\mathbf{u}_2 - \mathbf{r}_1) \mathbf{r}_3 + J (\mathbf{u}_4 - \mathbf{u}_1, \mathbf{r}_1') \mathbf{r}_1', \\
    \dot{\mathbf{u}}_2 &= k_3 (\mathbf{u}_1 - \mathbf{u}_2, \mathbf{r}_3) \mathbf{r}_3 + k_1 (\mathbf{u}_5 - \mathbf{u}_2, \mathbf{r}_1) \mathbf{r}_1 + J (\mathbf{u}_5 - \mathbf{u}_2, \mathbf{r}_2') \mathbf{r}_2', \\
    \dot{\mathbf{u}}_3 &= k_1 (\mathbf{u}_2 - \mathbf{u}_3, \mathbf{r}_1) \mathbf{r}_1 + k_2 (\mathbf{u}_1 - \mathbf{u}_3, \mathbf{r}_2) \mathbf{r}_2 + J (\mathbf{u}_6 - \mathbf{u}_3, \mathbf{r}_3') \mathbf{r}_3', \\
    \dot{\mathbf{u}}_4 &= k_2 (Q_1^* \mathbf{u}_6 - \mathbf{u}_4, \mathbf{r}_2) \mathbf{r}_2 + k_3 (Q_1^* \mathbf{u}_5 - \mathbf{u}_4, \mathbf{r}_3) \mathbf{r}_3 + J (\mathbf{u}_1 - \mathbf{u}_4, \mathbf{r}_1') \mathbf{r}_1', \\
    \dot{\mathbf{u}}_5 &= k_3 (Q_2^* \mathbf{u}_4 - \mathbf{u}_5, \mathbf{r}_3) \mathbf{r}_3 + k_1 (Q_1^* \mathbf{u}_6 - \mathbf{u}_5, \mathbf{r}_1) \mathbf{r}_1 + J (\mathbf{u}_2 - \mathbf{u}_5, \mathbf{r}_2') \mathbf{r}_2', \\
    \dot{\mathbf{u}}_6 &= k_1 (Q_3^* \mathbf{u}_5 - \mathbf{u}_6, \mathbf{r}_3) \mathbf{r}_3 + k_2 (Q_2^* \mathbf{u}_4 - \mathbf{u}_6, \mathbf{r}_2) \mathbf{r}_2 + J (\mathbf{u}_3 - \mathbf{u}_6, \mathbf{r}_3') \mathbf{r}_3',
\end{align*}
\]

where \( Q_j^* \) is the conjugate of \( Q_j \) as \( Q_j^* = e^{-i(q \cdot r)} \). Recalling that \( \langle \mathbf{u}_g, \mathbf{r}_k \rangle \mathbf{r}_k = \mathbf{r}_{k} \mathbf{u}_g \) with \( \mathbf{r}_{k} = \mathbf{r}_k \otimes \mathbf{r}_k \), the governing equations can be rewritten in compact matrix form as

\[
\mathbf{M} \ddot{\mathbf{u}} = -\mathbf{K} \mathbf{u}, \quad \mathbf{M} = m \mathbf{I},
\]
and

\[ \mathbf{u} = \begin{bmatrix} u_1 \\ u_2 \\ u_3 \\ u_4 \\ u_5 \\ u_6 \end{bmatrix}, \quad \mathbf{K} = \begin{bmatrix} k_{r1} + J'_{11} & -k_{r3} & -k_{r2} & -k_{r1} & -J'_{11} & 0 \\ -k_{r3} & k_{r1} + J'_{22} & k_{r2} & k_{r1} + k_{r2} + J'_{33} & 0 & 0 \\ -k_{r2} & k_{r1} & 0 & 0 & 0 & -J'_{33} \\ -J'_{11} & 0 & 0 & 0 & 0 & -J'_{33} \\ 0 & -J'_{22} & 0 & 0 & 0 & -J'_{33} \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} . \tag{11} \]

FIG. 9. A hexagonal lattice of modulated trimers composed of three interconnected masses coupled with each other by modulated springs (blue edges). Edges are massless springs and black nodes are massive perfect hinges. The spring stiffness \( k_j = k + \delta k \cos(\nu t + \phi_j) \) in trimers is periodically modulated in time at a frequency \( \nu \) and with amplitude \( \delta k \) in a rotation fashion. The red edges show the nearest springs with constant \( J \) between modulated trimers. A unit cell is highlighted.

where \( \mathbf{I} \) is the 12 \( \times \) 12 identity matrix,

\[ \mathbf{r}_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \mathbf{r}_2 = \begin{bmatrix} -1/2 \\ -\sqrt{3}/2 \end{bmatrix}, \quad \mathbf{r}_3 = \begin{bmatrix} -1/2 \\ \sqrt{3}/2 \end{bmatrix}, \tag{12} \]

and

\[ \mathbf{r}'_1 = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad \mathbf{r}'_2 = \begin{bmatrix} \sqrt{3}/2 \\ -1/2 \end{bmatrix}, \quad \mathbf{r}'_3 = \begin{bmatrix} -\sqrt{3}/2 \\ -1/2 \end{bmatrix}. \tag{13} \]

B. Topological characterization of wave dispersion in 2D media

Based on Floquet-Bloch theorem in the time domain, we have

\[ \mathbf{u} = \sum_{p=-\infty}^{\infty} \mathbf{a}^p e^{i(\omega t + p\nu t)}, \tag{14} \]

with \( \mathbf{a}^p \) is the \( p \)th vector of displacement amplitudes. The spring constants are periodic functions of time with period \( T = 2\pi/\nu \) such that \( \mathbf{K}(t) = \mathbf{K}(t + T) \). Accordingly, the stiffness matrix can be expanded in terms of the Fourier series and expressed as

\[ \mathbf{K}(t) = \sum_{l=-\infty}^{\infty} e^{il\nu} \mathbf{K}^l, \tag{15} \]

where \( \mathbf{K}^l \) is the corresponding matrix coefficient. Substituting Eqs. (14) and (15) into Eq. (10) and performing harmonic balance, we obtain the following infinite set of coupled time-independent equations with frequency \( \omega + p\nu \)

\[ \sum_{l=-\infty}^{\infty} \mathbf{K}^l \mathbf{a}^{p-l} = (\omega + p\nu)^2 \mathbf{M} \mathbf{a}^p. \tag{16} \]

For the case of weak modulation, Eq. (16) can then be truncated to the three harmonics \( p = \{-1, 0, 1\} \) to obtain the dispersion diagram of this system so that the following relation holds

\[ \omega^2 \mathbf{M} \mathbf{x} + \omega \mathbf{C} \mathbf{x} + \mathbf{D} \mathbf{x} = \mathbf{0}, \tag{17} \]

with

\[ \mathbf{M} = m \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \mathbf{C} = m \begin{bmatrix} -2\nu & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 2\nu \end{bmatrix}, \quad \mathbf{D} = m \begin{bmatrix} \nu^2 m \mathbf{I} - \mathbf{K}^0 & -\mathbf{K}^{-1} & 0 \\ -\mathbf{K}^0 & -\mathbf{K}^{-1} & 0 \\ -\mathbf{K}^0 & -\mathbf{K}^{-1} & \nu^2 m \mathbf{I} - \mathbf{K}^0 \end{bmatrix}, \quad \mathbf{x} = \begin{bmatrix} \mathbf{a}^{-1} \\ \mathbf{a}^0 \\ \mathbf{a}^1 \end{bmatrix}. \tag{18} \]

To solve the quadratic eigenvalue problem in Eq. (17), a transformation method will be adopted by converting it into a linear eigenvalue problem. Letting

\[ \mathbf{\Psi} = \begin{bmatrix} \omega \mathbf{x} \\ \mathbf{x} \end{bmatrix}, \tag{19} \]

and preserving the symmetry property, we can rewrite Eq. (17) as

\[ \mathbf{R} \mathbf{\Psi} = \omega \mathbf{S} \mathbf{\Psi}, \tag{20} \]
with
\[
R = - \begin{bmatrix} C & D \\ D & 0 \end{bmatrix}, \quad S = \begin{bmatrix} M & 0 \\ 0 & -D \end{bmatrix}.
\] (21)

From Eq. (20), the associated dispersion diagram can then be obtained from the condition of a zero determinant as
\[
\text{det}(R - \omega S) = 0.
\] (22)

Similar to the 1D case, the Chern number will be numerically calculated to characterize the topological properties and a topological invariant of the bulk bands due to the modulation. The Berry curvature for the \( n \)th band of interest can be numerically determined by [26]
\[
B_n = \nabla \times A = \partial_{q_x} A_y - \partial_{q_y} A_x = 2i\text{Im} \sum_{m \neq n} \frac{\langle \psi_m, \partial_{q_y} R - \partial_{q_x} S, \psi_n \rangle \langle \psi_m, P, \psi_n \rangle}{(\omega_n - \omega_m)^2},
\] (23)

where \( A = \text{Im}(\psi, \mathbf{M}, \partial_q \psi) \) is the Berry connection. Note that the eigenvectors are normalized to satisfy
\[
(\psi_m, S, \psi_n) = \delta_{mn},
\] (24)

with \( \delta_{mn} \) being the Kronecker symbol. The Berry curvature is then integrated over the entire Brillouin zone to obtain the Chern number of the \( n \)th band as
\[
C_n = \frac{1}{2\pi} \iint_{BZ} B_n dq_x dq_y.
\] (25)

C. Topological edge and interface states

In this section, the dispersion diagram of the mechanical lattice with and without time-dependent modulation will be investigated based on the proposed PWE method. Then, the topological characterization of the dispersion bands will be conducted, which will be used for prediction of topological edge and interface states of the modulated elastic media.

Based on Eq. (22), dispersion relations of the nonmodulated mechanical 2D lattice in Fig. 9 are obtained and plotted in Fig. 10. Here, the lattice parameters used are \( m = 1, k = 10, J = 0.5, \) and \( \nu = 12. \) From Fig. 10, three degenerate points at wavenumber \( K \) are found at \( \omega = 0.49, \omega = 3.91, \) and \( \omega = 5.52, \) respectively, in the nonmodulated system. To inspect wave propagation at those degenerate points, two corresponding wave modes at each degenerate point are also plotted in Figs. 10(b)–10(d), which are illustrated by the mass trajectories at different times. As shown in Fig. 10(b) for \( \omega = 5.52, \) one eigenmode has zero displacement at the boundaries of the unit cell and contains three inner masses moving in-phase along a straight orbit. In contrast, another mode has in-phase maximum displacement by a phase delay of \( 2\pi/3 \) at the boundaries of the unit cell and zero displacement for the three inner masses. In Fig. 10(c) for \( \omega = 3.91, \) one mode describes positively oriented circular orbits of the inner masses within the unit cell and they are delayed by a phase delay of \( 2\pi/3 \) with respect to each other. In comparison, another mode is represented by negatively oriented circular orbits of the masses along the boundaries of the unit cell with a phase delay of \( 2\pi/3. \) In Fig. 10(d) for \( \omega = 0.49, \) two modes describe the circular orbits for the six masses within the unit cell. One mode has positively oriented circular in-phase motion with the large displacements for inner masses and negatively oriented circular motion with small displacements of masses at the boundaries of the unit cell by a phase delay of \( 2\pi/3 \) with respect to each other. Another mode switches the state containing the reverse motions and amplitudes for the masses within the unit cell.

By calculating angular momentum bias for those eigenmodes at three degenerate frequencies [20], a strong opposite polarization of two eigenmodes at the frequency \( \omega = 3.91 \) can be clearly identified, and therefore, the degeneracy of the Dirac cone can be lifted by the phase perturbing of the spring constant \( k \) to break the temporal symmetry, see Fig. 11(a). To demonstrate the phenomena, dispersion relations of the modulated mechanical 2D lattice are calculated and shown in Figs. 11(b)–11(d). In the figure, the spring constant \( k \) is modulated in the function of \( k_j = k + \delta k \cos(\nu t + \phi_j), \) with \( k = 10 \) for \( j = 1, 2, \) and 3 by applying a clockwise modulation scheme \( \{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}, \nu = 12 \) in the trimers, and the modulation amplitudes are \( \delta k = 0.1k, 0.2k, \) and 0.3\( k, \) respectively.
The coupling spring constant is kept as $J = 0.5$. Here, we focus on the four bands around the degenerate frequency $\omega = 3.91$, for which a dipolar profile is observed by the time modulation. For convenience of comparison, the dispersion relations of the nonmodulated lattice at the four bands around the degenerate frequency $\omega = 3.91$ are also plotted (blue dashed curves, $\delta k = 0$). When the modulation is applied, dispersion curves fold along the frequency axis with periodicity equal to the modulation frequency. Given the breakage of the time-reversal symmetry, degeneracies are lifted both at $\Gamma$ and $K$ points by an amount proportional to the modulation strength. As $\delta k$ increases, the upper and lower parts of the Dirac cones separate further and a larger band gap opens. It is also of interest to note that band-gap

FIG. 11. (a) The modes split at $\omega = 3.91$ due to angular momentum bias with modulation amplitude $\delta k = 0.1k$. The dispersion curves of nonmodulated (blue dashed curves, $\delta k = 0$) and modulated hexagonal lattices [red solid curves, $\delta k = 0.1k$ in (b), $0.2k$ in (c), and $0.3k$ in (d)]. Note that only four bands of interest are shown and the time modulation has the effect of folding the dispersion curves along the frequency axis.

FIG. 12. Berry curvatures distribution in the Brillouin zone and its first Brillouin zone delimited by solid lines. (a)-(d) correspond to the four topological bands around the frequency of 3.91, from lower to higher frequencies, respectively. The parameters used are $m = 1$, $k = 10$, $J = 0.5$, $\delta k = 0.1k$, $\nu = 12$, and $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$. 
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opening is accompanied by band-inversion phenomena at point $K$. It is important to note that modes exchange places as the softer and stiffer springs exchange places, and the frequency magnitude given by the spectral span of the unmodulated (blue dashed) band structure is smaller than the modulation frequency $\nu = 12$. This ensures that no mode transitions between different Floquet bands occur and bands of different origin and different Floquet orders remain separate from each other.

To verify the topology nature of the degeneracy, Berry curvatures of the four topological bands in Fig. 11 for the modulated lattice are calculated and plotted in Fig. 12 based on Eq. (23), from which the corresponding Chern number can also be numerically determined by integrating over the entire Brillouin zone. We find that the four bands of interest possess topological indices $C = \{1, 0, 0, -1\}$ for the clockwise modulation scheme $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$. However, if we reverse the modulation scheme from clockwise to counterclockwise $\{\phi_1, \phi_2, \phi_3\} = \{4\pi/3, 2\pi/3, 0\}$, which is equivalent to time reversal, the reversal of the Chern numbers $C = \{-1, 0, 0, 1\}$ is expected. The system switches from trivial to nontrivial topology as we turn on the modulation and the modulated system does not exhibit a topological phase transition.

To illustrate the robustness, the phase diagram of Chern numbers for the four bands in a function of phase delays $\{\phi_1, \phi_2, \phi_3\}$ is interpreted as barycentric coordinates in the planes $(\phi_1 + \phi_2 + \phi_3 = 2\pi)$. Note that the system is trivial over the dashed lines where phase transitions occur. It can be found that the Chern numbers for the four bands of interest are constant across large regions and are insensitive to uncertainty in the phase delays except near critical lines where phase transitions occur. This robustness could generalize to other forms of uncertainty. For instance, changing the sinusoidal modulation into a triangular one while the other parameters are left unchanged perturbs the dispersion diagram, but ultimately has no influence on the Chern numbers.

One of the most appealing features of topological insulators is the existence of one-way edge modes at the boundaries between domains of different topologies. The number of topological edge states supported by a given interface is also dictated, similar to the bulk-boundary correspondence principle discussed in the 1D case, by the gap Chern numbers of all the bulk bands below the corresponding band gap. Thus, we expect one edge state propagating along the boundary of a mechanical lattice with uniform modulation $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$ or $\{4\pi/3, 2\pi/3, 0\}$. To confirm this behavior, we consider band structure and edge modes propagating on the external edges of a finite mechanical lattice with uniform modulation $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$, as well as edge modes that propagate along the boundary, as shown in Fig. 14. In the simulation, the supercell is composed of a $1 \times 12$ array of unit
cells and is terminated by a free boundary at the top and bottom and Floquet-Bloch boundary conditions along the $x$ direction. Figure 14(a) represents the band structure of the finite modulated lattice. Here, we focus on the frequency region of the four bulk bands of interest: the blue dots correspond to bulk modes, which form four bands separated by a gap. Different from Fig. 10, however, the truncated structure now supports two distinct modes within each band gap. Inspection of the mode profiles, shown in Figs. 14(b) and 14(c), confirms that these bands correspond to modes localized on the top and bottom edges of the lattice, respectively. These modes have one-way characteristics with, respectively, positive (red dots) and negative (yellow dots) group velocities. It is interesting that the direction of edge states is dictated by the modulation handedness. Thus, it is can be deduced for the case $\{\phi_1, \phi_2, \phi_3\} = \{4\pi/3, 2\pi/3, 0\}$ that the top and bottom edge states correspond to positive and negative group velocities, respectively.

In a similar fashion, we calculate the interface states localized at the interface between two mechanical lattices with opposite modulation handedness, see Fig. 15. The
sample is composed of 12 unit cells with periodic boundary conditions in both the $x$ and $y$ directions. The six top and bottom unit cells have opposite modulation handedness with $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$ and $\{4\pi/3, 2\pi/3, 0\}$, respectively. According to the principle of bulk-edge correspondence, the difference in the band Chern numbers between two half parts equals two, leading to a pair of interface modes in each band-gap region. Because of the periodic boundary conditions on the top and bottom boundaries of the supercell, another pair of interface modes are observed, and therefore, a total of four interface modes are expected within the band-gap region [shown by yellow and red dots in Fig. 15(a)], with two interface modes localized at every interface. It is noticed that two interface modes are again one way in character: the yellow dots correspond to negative group velocities, while the red dots correspond to positive group velocities. Figures 15(b) and 15(c) confirm that the interface modes with negative group velocities are localized at the center of the supercell. However, the direction of propagation reverses at the bottom-top interfaces.

To realize topological one-way edge states absent of backscattering at corners, transient numerical simulations of a signal propagated along the boundary of a modulated mechanical lattice are conducted in a rectangular path. The constitutive and modulation parameters are $m = 1, k = 10, J = 0.5, \nu = 12$, and $\delta k = 0.3k$. We consider a sample containing $15 \times 16$ unit cells under free boundary conditions. The excitation is a narrow-band 200-cycle toneburst horizontal body force centered on $\omega = 3.93$ and applied at one mass as illustrated in Fig. 16. It shows two drastic examples of an elastic wave edge state that seamlessly propagates along the edges despite the presence of sharp corners in the hexagonal lattice. Figure 16(a) illustrates snapshots of waves propagating clockwise for $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$ and Fig. 16(b) illustrates snapshots of waves propagating counterclockwise with the reversal of the modulation handedness. It is seen that the
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**FIG. 17.** Robustness demonstration of one-way transmission of topological edge states: (a) snapshots of the displacement amplitude with a cavity for $\{\phi_1, \phi_2, \phi_3\} = \{0, 2\pi/3, 4\pi/3\}$ at $t = 400, t = 800, t = 1200$, and (4) $t = 1600$, respectively; (b) Snapshots of the displacement amplitude with 40% modulation disorders at $t = 400, t = 800, t = 1200$, and (4) $t = 1600$, respectively; (c) Snapshots of the displacement amplitude with the damping coefficient $\eta = 10^{-6}k$, at $t = 400, t = 800, t = 1200$, and (4) $t = 1600$, respectively; (d) Frequency response functions for the one-way topological edge states with defects and without defects for the frequency range of interest. The blue solid curve corresponds to the case without any defects while the red dotted, green dashed, and yellow solid curves correspond to the cases with a cavity, random modulation disorders, and dissipation effects, respectively.
wave packet has no evidence of backscattering or bulk scattering due to its impact with the corners of the mechanical lattice. This scattering of the edge state is prevented by topological protection. However, in any natural elastic material with topologically trivial properties, the corners would inherently couple forward and backward waves leading to reflections. On the contrary, the elastic edge states are immune to backscattering and exhibit strong protection against any kind of defect, providing robust and reconfigurable propagation over a broad bandwidth.

D. Robustness analysis

To support the abovementioned statement, we demonstrate this intriguing property using large-scale simulations of hexagonal lattices with a small defect implemented by removing nine masses at the top boundary, as seen in Fig. 17(a). It is observed that the topological edge modes with and without defects perform mostly the same by comparing the snapshots at different times in Figs. 16(a) and 17(a), which allow ideal reflectionless routing along the defined defects. In addition to topological robustness of the edge modes against structural defects, one-way transmission is protected by disorders in the modulation. To confirm the routing, we have generated a hexagonal lattice with random modulation of the phase in the trimers, as shown in Fig. 17(b). For disorder in phase delay, we allow \( \phi_j \), \( j = 1, 2, 3 \) to be randomly displaced by \( \delta \phi_j \) with respect to its original phase delays \( \{ \phi_1, \phi_2, \phi_3 \} = \{0, \pi/3, 2\pi/3\} \). It is seen that the 40% modulation disorder degree has no noticeable influence on the propagation of elastic edge waves. Thus, topological properties for in-plane elastic waves can be readily obtained in practice without requiring uniform phase of the modulation across lattices. Finally, topological immunity to backscattering extends to the dissipation effect as well, as shown in Fig. 17(c), which is experimentally unavoidable in the classical models. Note that the definition is the same as the 1D protocol in Sec. II C. It is found that the chiral edge states in the topological mechanical systems are robust against dissipation. To conclude that topological protection is absolute, the performance of the topological waveguide with three defects shown in Figs. 17(a)–17(c) is compared with the waveguide without defects. As shown in Fig. 17(d), it can be concluded that the response has little-to-no sensitivity to the presence of the defects for the frequency range of interest. With these remarkable properties, our design constitutes a key step toward the practical implementation of robust, large-scale, Floquet topological insulators, even beyond this elastic implementation.

IV. CONCLUSION

We numerically demonstrate that time-modulated elastic lattices represent an ideal platform to implement a mechanical analogue of the quantum Hall effect (QHE) in 1D 3-periodic and 2D hexagonal lattices, taking a significant step toward practical and robust applications of topological elastic media. In one dimension, relevant background on topological invariants due to time-modulated materials, how they arise in a classical mechanical context, and how their existence influences the dynamic behavior within band gaps is provided in a simple framework. In two dimensions, we investigate the modulated hexagonal lattices switching from trivial to nontrivial topology by applying the proper time modulation, leading to one-way transmission protected against backscattering by sharp corners, defects, modulation disorders, and dissipation effects. As an outcome, one-way topological elastic waves localized at the boundary of modulated lattices are fully characterized in terms of existence conditions, modal shapes, and immunity to scattering by various defects. Elastic topological insulators, in particular, hold the promise to revolutionize our ability to control elastic waves, allowing for large isolation in the bulk and broadband one-way transport along their edges.
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