
Evaluation of Alternative Direction of Arrival

Methods for Oceanographic HF Radars
Brian Emery, Member, IEEE,

Abstract

The majority of ocean current measuring HF radars obtain the direction of arrival (DOA) of signals

backscattered from the ocean with the Multiple Signal Classification (MUSIC) algorithm. These radars

often operate under conditions including low SNR, low numbers of data samples (aka snapshots), and

with the number of signal sources approaching or exceeding the number of receive antenna elements.

Improving the accuracy and coverage of the radar data in these situations would improve data produced

by radar networks such as the U.S. Integrated Ocean Observing System (U.S. IOOS), revealing new

understanding of coastal ocean dynamics. This paper presents an evaluation of DOA techniques devel-

oped over the last 10-20 years, for application to oceanographic HF radars using a simulation based

approach. Simulations performed using three commonly used receive arrays suggest that the use of

Maximum Likelihood Estimation by Alternating Projection (MLE-AP, [1]) leads to similar accuracy,

with improvement in coverage due to the higher number of DOA solutions obtained when compared

to MUSIC. These advances come at a higher computational cost, though the difference is manageable.

The analysis also illustrates the need to identify and evaluate signal detection methods (i.e. methods

to identify the number of simultaneous souce bearings) to work in conjunction with MLE-AP. Overall,

these results suggest improvements in the data coverage of ocean current maps produced by HF radars,

and thus in the many practical applications employing them such as spill response, and search and

rescue.
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Evaluation of Alternative Direction of Arrival

Methods for Oceanographic HF Radars

I. INTRODUCTION1

Drivers of coastal ocean currents such as wind stress, pressure gradients, and buoyancy forcing2

interact with the coastal boundary resulting in highly variable and spatially complex flows.3

Observations that capture these flows in space and time are used to quantify the surface transport4

of particles or pollutants in spill responses and search and rescue operations [2]. Land based5

HF radar is the only cost effective observational approach capable of resolving the temporal and6

spatial scales needed to understand the dynamics of coastal circulation.7

Despite their success in many applications, HF radars are limited in their ability to observe8

complex, small scale flows. For example, a radar installation with 400 m resolution [3], [4], found9

substantial contribution to the total exchange across the shelf from highly complex eddies with10

spatial scales ⇠ 1 km and mean durations of ⇠ 5 hours. A more in depth analysis of the eddy11

dynamics was hampered by the errors of the radar system, which increased by a factor of two in12

areas of increased flow complexity [5]. Furthermore, a high resolution numerical model of the13

Santa Barbara Channel [6], [7] reveals flow structures not found in HF radar observations (e.g.14

Fig. 1). While HF radar observations are often usefully combined other observational approaches15

and models in coastal oceanographic studies (e.g. [8], [9]), investigations to reduce inherent error16

in the measurements are warranted [10]–[12].17

The development of the oceanographic HF radar coincided with the invention of the Multiple18

Signal Classification (MUSIC) algorithm for direction of arrival (DOA) processing [13]–[16].19

The use of MUSIC by the SeaSonde, the commercial product developed by CODAR Ocean20

Sensors, Ltd., followed the earlier Coastal Ocean Dynamics Application Radar (CODAR), which21

used a least squares approach to DOA processing [17]. The computational efficiency of MUSIC22

enabled the use of low cost personal computers, which when combined with a spatially compact23

receive array, likely contributed to the fact that the SeaSonde constitutes the majority of deployed24

systems. With a few exceptions (e.g. [18]–[22]), application of MUSIC in oceanographic contexts25

has been specific to the SeaSonde, which until recently was protected by U.S. Patent [23]. In26
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Fig. 1. Vorticity (⇣) normalized by planetary vorticity (f ) from 100 m resolution ROMS [6], [7], showing the location of the

simulated HF radar (yellow triangle), and a 1.5 km wide range cell at 19.5 km, with 5o increments.

the decades since the publication of MUSIC and its application to oceanographic radars, many27

alternative methods for DOA processing have been developed outside of the oceanographic28

community, each claiming some advantage over MUSIC.29

In this study the most promising algorithms for improving extractions of radar-based ocean30

current data are described and evaluated in the specific context of ocean current measuring radars.31

While the literature on direction finding methods suggests certain advantages and disadvantages32

for the various DOA methods (e.g. [1], [24], [25]), identifying an advantage for a particular33

method requires a comparative evaluation in the specific application as defined by, for example,34

the number of simultaneous signal source, typical SNRs, and antenna geometries, etc. [25].35

The goals of this study are to evaluate alternative direction finding methods, seeking an36

improved ability to resolve complex coastal flow structures. To evaluate the performance of DOA37

algorithms, the analysis employs a simulation based approach (e.g. [26]–[29]), with the difference38

of using complex flows from the high resolution Regional Ocean Modelling System (ROMS;39

[6], [7]) as the simulation inputs (Fig. 1). Simulations allow the direct evaluation of algorithm40

performance in scenarios closely resembling the planned application, without the confounding41
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factors associated with in situ comparison (e.g. [30]–[32]). The use of ROMS as the input current42

field represents a robust, and perhaps realistic test of DOA methods as applied by oceanographic43

radars.44

The paper is organized as follows. Section II reviews signal processing methods for oceano-45

graphic HF radars. Section III defines the two signal models used for simulating signals received46

by the HF radar. DOA methods used in the study are described in Section IV, some experimental47

details are reviewed in Section VI, and the results and conclusions are presented in Sections VII,48

and VIII respectively.49

II. HF RADAR TECHNIQUES50

Prior to discussing the models used to simulate HF radar backscatter, and the DOA methods51

investigated, the relevant signal processing used by oceanographic HF radars are reviewed. This52

review generally follows previous discussions specific to the SeaSonde ( [12], [23], [28], [33]),53

but the methods can be applied to radar systems with arbitrary antenna configurations.54

A typical HF radar transmits a frequency modulated signal (near 5, 13, or 24 MHz) that couples55

with the sea surface in ground wave propagation. The signals backscatter from Bragg resonant56

ocean surface waves [34], [35] with a wavelength � = �TX

2 , where �TX is the wavelength of the57

transmitted radio wave. The ocean surface waves impart a Doppler shift due to the combination58

of their phase speed and that of the radial component of the underlying ocean surface current59

(vr). The effective depth of vr is a function of the wavelength of the resonant ocean wave60

(and thus the transmit frequency), and ranges from 2.5-0.5 m for 5-24 MHz radars [36], [37].61

Demodulation sorts the received signals as a function of range r, with the range increment (�r)62

determined by the transmit bandwidth (BW ) [38],63

�r =
c

2BW
, (1)64

given the speed of light c = 3⇥105 km s-1. Windowing in the FFT processing of the demodulated65

signal produces 15% overlap between range cells for SeaSondes, and up to 50% for other systems66

(e.g Wellen Radars (WERA)) [39]. For a given range, observations from sequential transmit67

sweeps produce a time series (c.f. [23]), which forms the input to Doppler resolving FFTs.68

Taking the conjugate products [40] of the Doppler FFTs then forms the auto- and cross-spectra.69

The resulting spectra sort the signal variance by frequency, revealing peaks near frequencies70
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fB = ±

q
g

⇡�TX

, where g is the acceleration of gravity, corresponding to the theoretical speed71

of the approaching and receding Bragg resonant ocean waves [34]. Spread in the of the energy72

content in the Bragg peaks around fB results from variation in the underlying radial currents vr.73

A typical SeaSonde produces estimates of the Doppler spectra every 256 s, using a 2 Hz74

sweep rate (SWR) such that nFFT = 512. The SeaSonde outputs averaged spectra every 1075

minutes, combining 3 FFTs which cover a total of 12 min and 48 s. The FFT length sets the76

frequency bin width, �f = SWR

nFFT

, and from �f the resolution of vr is computed,77

�vr =
�TX�f

2
. (2)78

For a 13 MHz radar with nFFT = 512, �vr ⇡ 4 cm s-1. Longer FFT lengths improve bin79

resolution (to e.g. ⇠ 1 � 2 cm s-1 [3], [39]), particularly when combined with a higher SWR80

(e.g. SWR ⇡ 3� 4 Hz [41]).81

Doppler power spectra typically resolve a main peak, centered on fB for example, containing82

signal from the first order resonant backscatter, with lower peaks at adjacent frequencies resulting83

from higher order scattering processes [35]. Only signal from the first order scatter contains ocean84

current information for DOA processing. SeaSondes use empirical methods [33] to identify the85

first order region, though image processing techniques have recently been adapted for the purpose86

[42].87

For each f in the first order region the M ⇥ M covariance matrix C(f) is formed (e.g.88

[33], [40]) from bin values of the averaged auto- and cross-spectra, where M is the number of89

receive antennas. Studies in the signal processing literature typically apply DOA processing to90

covariance matrices formed directly from the antenna voltage time series [43], [44], rather than91

to C(f) from the frequency domain. The FFT pre-processing described here sorts variance by92

Doppler frequency, and hence velocity, allowing application of DOA processing to individual93

Doppler velocities. The consideration of individual narrow ranges of frequency, increases the94

likelihood that the signal emanates from a small fraction (or a few separate, small fractions) of95

the total azimuthal range. This step, referred to as narrowband processing [25], decreases the96

number of simultaneous source bearings.97

Determining the number of simultaneous DOAs present in C(f) constitutes the next step in98

the processing scheme. The SeaSonde uses a hypothesis testing approach [33] to determine if99

the data in C(f) results from one or two bearings. Other methods solving the general problem of100



JOURNAL OF IEEE OCEAN ENGINEERING in prep. 5

determination of the number of simultaneous signal sources exist (known as signal detection e.g.101

[45]) but will not be addressed here. This study uses the known current input field to determine102

the number of source DOAs, described in Section VI.103

DOA processing associates vr with a direction (✓), producing a polar map of vr = vr(r, ✓, t)104

for the time (t) and range (r) represented by C(f). SeaSondes commonly produce these maps at105

10-minute intervals, merging together seven maps at hourly intervals and outputting the median106

(by default) [46]. Further processing steps not discussed here combine radial maps from several107

HF radars to produce the total vector surface current estimates using least squares [17], optimal108

interpolation [47], [48], or other techniques [49], [50]. This analysis focuses on the production109

of vr(r, ✓, t), since these form the basic data product of individual HF radars.110

III. SIMULATION SIGNAL MODELS111

A. General Array Data Model112

The simulation of signal backscattered from the ocean surface can be considered a special113

case of a more general array data model (e.g. [16], [44], [51]). The general model describes the114

voltages received (Y) on each of the M antennas as a function of the array response A, the115

signal sources X(t), and the noise e(t),116

Y = AX(t) + e(t). (3)117

The M ⇥ N matrix A gives the typically complex valued response of the M antennas to the118

N signal sources located at ✓1, ✓2, ..., ✓N as a function of the antenna pattern at those angles119

a(✓1), a(✓2), ..., a(✓N) such that,120

A =

2

66664
a(✓1) a(✓2) ... a(✓N)

3

77775
. (4)121

The N ⇥K matrix X(t), where K is the number of independent data samples, or ’snapshots’122

[43], represents signal from the N sources. After computing the M ⇥K matrix Y with (3), the123

M ⇥M covariance matrix is computed,124

C =
1

K
YYH

, (5)125

where H denotes the Hermitian conjugate.126
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The analysis uses two implementations of the signal model (as described in [12]), the first127

with a relatively simple X(t), and the second with X(t) designed to model backscatter from the128

ocean surface.129

B. Discrete Source Model130

The first implementation of the signal model defines X(t) for up to M � 1 point sources as131

an N ⇥ K collection of zero mean, normally distributed random numbers Xt, with each time132

step t = 1, 2, ..., K independent [43],133

X(t) =

2

66664

x1(t1) x1(t2) · · · x1(tK)
... . . . ...

xN(t1) xN(t2) · · · xN(tK)

3

77775
. (6)134

Radar simulations with this model remove much of the complexity present in oceanographic HF135

radar data, while retaining fundamental performance differences depending only on the receive136

antenna and the DOA method. Identifying the differences informs the analysis of more complex137

simulations.138

C. Oceanographic Source Model139

The second implementation of the signal model simulates signal received by oceanographic140

HF radars by using (3) with X(t) defined:141

X(t) = �+ exp (i(!B + !c)t) + �� exp (i(�!B + !c)t), (7)142

where �± is a decorrelation factor (discussed below), ±!B is the frequency shift due to advancing143

and receding Bragg waves, and !c is the frequency shift resulting from the ocean currents. In144

(7), exp (i(±!B + !c)t) models the total frequency shift due to the combined effects of the145

Bragg waves and the currents. Here !B = (2kTXg)
1
2 is a function of the radar wave number146

kTX = 2⇡fTX

c
, while !c = 2kTXvr is a function of the radial velocity of input ocean current147

field (vr). The dependence of vr on ✓ causes !c to also depend on ✓. Thus the dependence of148

(7) on vr defines X(t) at all ✓ in view of the simulated radar.149

As in [12], vr is obtained from the surface current field of ROMS as configured and run for150

[6]. This application of ROMS used a one-way nesting scheme and climatology [52], [53], with151

the two innermost domains forced by the Weather Research Forecast model at 6 km resolution152
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[54]. The surface velocity field, with 100m resolution, is used to compute the radial component153

to a simulated HF site (vr) for all of the O(1⇥104) grid points within a range cell (e.g. Fig. 1),154

at several ranges. The radar simulations assume constant vr in time (i.e. over all data snapshots).155

Fig. 2 shows the profiles of vr used in radar simulations, which were limited to the six range156

cells shown, each originating from the same hour of ROMS data.157

The model (7) includes a random factor �± to decorrelate the signals at an angular separation158

below the angular resolution of the radar [12]. The simulation constructs the N ⇥N matrix �±159

from an N ⇥ 1 vector of zero mean random numbers drawn from a normal distribution (defined160

here as the vector �±), such that �± = diag(�±), where the diag function maps the vector161

to the diagonal of a matrix. New values for �± are drawn for each data snapshot. The matrix162

�± models an ocean surface processes that results in uncorrelated HF radar data for angular163

separations of about 0.5o � 2o [17], [26], [55]. Previous simulation-based studies included the164

effect of wind [26]–[29], some using it to decorrelate signals in the way that (7) uses �± [26],165

[27]. Rather than include the additional complexity of wind effects on the angular distribution166

of Bragg waves, the model specified by (7) assumes the homogeneous presence of Bragg waves167

(both advancing and receding) at all ✓.168

Using (7) in (3) produces voltage timeseries that contain the combined signal for the fre-169

quencies given by ±!B +!c. Following the processing scheme described in section II, the auto170

and cross spectra of these timeseries are computed and K of them averaged together (which171

is equivalent to forming averaged cross spectra (CSS) in the SeaSonde). We then populate a172

covariance matrix C(f) for each frequency bin separately. C(f) forms the input to the DOA173

methods.174

IV. DIRECTION OF ARRIVAL METHODS175

Of the many alternative methods to MUSIC for DOA processing, several appear suitable for176

application to oceanographic HF radar based on their reported performance characteristics. The177

following reviews the MUSIC algorithm, prior to describing alternative DOA methods and their178

differences.179



JOURNAL OF IEEE OCEAN ENGINEERING in prep. 8

A. Multiple Signal Classification180

The MUSIC algorithm [13]–[16] was a major advance for problems requiring determination of181

the DOAs of multiple simultaneously incident sources. These problems arise in many branches182

of science and technology including seismology, astronomy, sonar, bomb detection, personal183

communications, and medical research [24], [56].184

Beginning with the eigen-decomposition of the data covariance matrix C, the MUSIC algo-185

rithm associates the N largest eigenvalues with the signal and the remaining M�N eigenvalues186

with the noise. The eigenvectors associated with the signal form the signal subspace ES and187

those associated with the noise form the noise subspace EN . From EN MUSIC computes the188

DOA function PMUSIC(✓) for each ✓ in A as:189

PMUSIC =
1

AHENEH

N
A
, (8)190

where A(✓) is M⇥1. The DOA solutions are the ✓N found at peak values of (8). The advantage191

of MUSIC is that the search over all ✓ is 1-D.192

B. Weighted MUSIC193

Introducing a weighting matrix W into the MUSIC DOA function creates the DOA method194

known as Weighted MUSIC (W-MUSIC; [24]). The weighting matrix modifies the relative195

influence of each of the eigenvectors, with the goal of improving angular resolution without196

increasing error:197

PW�MUSIC =
1

AH(ENEH

N
)W(ENEH

N
)A

. (9)198

Investigations of W-MUSIC define W as W =
h
0 0 1

i
T
h
0 0 1

i
(e.g. for the 3 element199

SeaSonde case), with the superscript T denoting transpose. With this definition of W, W-MUSIC200

is known as the Min-Norm method [24]. The Min-Norm version of W-MUSIC exhibits improved201

performance at low SNR and small samples, and better resolution for uniform linear arrays [24].202

C. Maximum Likelihood Estimation by Alternating Projection203

Maximum Likelihood Estimation (MLE) methods in general produce the ’optimal’ DOA204

solution, but due to their computational costs are rarely used in practice [56]. In the formulation205
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of [1], the MLE is computed with Alternating Projection search (MLE-AP), seeking the ✓N that206

maximize:207

PMLE = Tr(A(AHA)�1AHC), (10)208

where Tr is the matrix trace operator, and A is M ⇥ N as in (4). The MLE-AP algorithm209

[1] reduces the costs of computing (10) through an efficient search method. To search the N -210

dimensional solution space, the method alternately fixes one parameter (e.g. a(✓i) in A), while211

maximizing the other (✓j), until the overall maximum is obtained. As the algorithm steps through212

✓, rather than compute the projection A(AHA)�1AH in (10), which includes a matrix inversion,213

the method uses a projection update formula to further reduce computational cost.214

MLE-AP results in a substantial improvement in computational burden over MLE computed215

with other search methods - though it is still more demanding than MUSIC. This formulation of216

the maximum likelihood method is also known as the conditional maximum likelihood [25], and217

the deterministic maximum likelihood [24]. These definitions imply specific initial assumptions218

in the derivation of (10) - essentially that the signals are nonrandom but unknown. MLE-AP has219

been demonstrated to have lower errors and better angular resolution than MUSIC in a variety220

of scenarios [1], [24], [56].221

D. Stochastic Maximum Likelihood222

Derivation of the Stochastic Maximum Likelihood (SML) method starts with the initial as-223

sumption that the signals result from a Gaussian random process [57]. The derivation then results224

in a cost function that differs from (10). Instead the SML method finds the minimum of:225

PSML = log(det(A(A†(C� �I)A†H)AH + �I)). (11)226

Where � is defined,227

� =
1

M �N
Tr((I�AA†)C). (12)228

Here I is the M⇥M identity matrix, and A† is the Moore-Penrose inverse of A. Our implemen-229

tation of the SML method uses alternating projection search as in (10), but requires substantially230

more computational effort than MLE-AP due to the need to evaluate (11) at every step. Better231

performance for SML compared to other MLE methods has been observed for scenarios with232

low SNR or ’small’ M [57].233
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E. Weighted Subspace Fitting234

The Weighted Subspace Fitting method (WSF; [58]), alternatively known as the Method of235

Direction Estimation (MODE; [25], [59]), can be interpreted as an MLE method that fits the236

optimal subspace (e.g. spanned by A) to the signal eigenvectors of C [25]. Beginning with an237

estimate of the noise variance from the noise eigenvalues �i of C,238

� =

P
M

i=N+1 �i

M �N
, (13)239

we compute the optimal weights with the matrix of signal eigenvalues ⇤S:240

W = (⇤S � �I)2⇤S

�1
. (14)241

The WSF method then finds the minimum of the function:242

PWSF = Re(log(Tr((I�AA†)ESWEH

S
))). (15)243

Similar performance has been found for WSF when compared to SML, with reduced compu-244

tational cost [24]. WSF also provides a method for determining the number of signals [58] - a245

feature not investigated here.246

Implementations of the above methods were validated with test scenarios using (3), and by247

reproducing figures from the cited publications. An additional test was formulated based on a248

detailed example SeaSonde simulation [40]. Results were also compared with the Cramer-Rao249

Lower Bound (CRB) [25], [44], [51], which gives the theoretical bound on the accuracy of250

an estimator based on the characteristics of the receive array, SNR, K, and N. Methods for251

computing the CRB are given in [12].252

V. RECEIVE ARRAY DESCRIPTIONS253

This analysis evaluates DOA methods with the receive array types that are most frequently254

used to observe ocean surface currents. The array types include the SeaSonde (with M = 3), a255

rectangular array with M = 8 (hereafter RA-8), and a uniform linear array with M = 16 (here-256

after ULA-16). The following describes each of the arrays with their ‘idealized’ mathematical257

characteristics, without considering the distortions from ideal that are typically encountered in258

the field. Array geometry fundamentally affects DOA performance and provides one aspect of259

the specific application in which to evaluate the DOA methods.260
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The SeaSonde array consists of three collocated antennas: a monopole and two orthogonal261

mounted loops [60]. The cosine response of the loop antennas gives the array its directional262

characteristics, while the monopole gives the phase and amplitude reference for normalization.263

The manifold matrix a(✓) is given by,264

a(✓) =
h
cos ✓ sin ✓ 1

i
T

. (16)265

The idealized representation of (16) consists solely of real valued numbers, since the phases are266

zero.267

Given the increased oceanographic use of rectangular receive arrays (c.f. [61]), the following268

defines the RA-8 based on a 9-element, 3⇥3 square grid. Here the diagonal length of the square269

is set to �TX , such that the spacing between elements is �TX/(2
p
2). The diagonal of the grid is270

aligned parallel to the coastline, and the element nearest the ocean is removed. The mathematical271

description of the array begins with the definition of a uniform rectangular array (e.g. [25]),272

a(✓) =

2

66664

...

exp(i2⇡d(n cos(✓) +m sin(✓)))
...

3

77775
. (17)273

The grid spacing normalized by �TX is defined as d = 1/(2
p
2). Vectors n and m specify274

the element positions relative to the phase reference in the center of the array, defined n =275

[0 1 �1 0 1 �1 0 1]T , and m = [�1 �1 0 0 0 1 1 1]T . The element with276

n = m = �1 has been removed, giving a total of M = 8 elements.277

Following [56], the ULA-16 is defined with ✓ relative to the array normal, �TX/2 spacing278

between elements, and phases referenced to the center of the array,279

a(✓) =

2

66664

exp(i2⇡d1 sin ✓)
...

exp(i2⇡dM sin ✓)

3

77775
. (18)280

In (18), dm, with m = {0, 1, ...,M � 1} specifies the distance from the array center,281

dm =
1

2
(m�

M � 1

2
). (19)282

A linear array with �TX/2 spacing is known as a uniform linear array [25].283
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VI. ADDITIONAL SIMULATION METHODS284

A. Empirical Signal Detection285

The determination of the number of signal sources, known as signal detection, typically286

forms an integral aspect of the DOA calculation, directly influencing the performance of the287

radar. Detection methods commonly used with direction finding oceanographic HF radars [33]288

depend in part on parameters that are specific to MUSIC processing, namely the eigenvalues289

and their ratios. A preliminary analysis of detection methods highly cited in the DOA literature290

(e.g. the Akaike Information Criteria (AIC) and Minimum Description Length (MDL) [45])291

suggests that these methods are not suitable for oceanographic radars. These methods rely292

on large differences between signal eigenvalues and noise eigenvalues, while eigenvalues from293

oceanographic radars often have small differences – leading to errors in detection. Further work to294

identify suitable detection methods for oceanographic radars, particularly ones that do not depend295

on the distribution of eigenvalues, is ongoing. In the meantime, in order to isolate performance296

specific to the DOA method, this analysis specifies the number of signal sources based on the297

ROMS ocean current fields input to the simulation. Considering the DOA methods in isolation298

allows the analysis of relative performance based solely on the DOA method, removing additional299

performance factors that may result from imperfect signal detection.300

The goal of signal detection is to identify the number of distinct signal sources (N ) that are301

represented by the data covariance matrix. The DOA inversion then uses N and the covariance302

matrix to find the bearings to the signal sources. Since the simulation uses a known current field303

as the input, this information can be used to specify N . Fig. 2 shows the profiles of vr from304

ROMS used in the radar simulations, plotted as a function of bearing, along with the empirically305

determined values of the number of signal sources (N ) for different values of vr. The choice of306

N necessitates some subjectivity, since the radars ability to resolve separate signal sources is a307

function of the array beamwidth, the SNR, and the source separation (c.f. Appendix B of [12],308

and [44]).309

When simulation inputs consist of surface currents from ROMS, a ‘signal source’ consists of310

an area of grid of points that span a range of bearings with similar values of vr (i.e. values of311

vr in the same Doppler bin). The area of grid points, or spatial patch, spans 1.5 km in range,312

and some angular width, which varies significantly as shown by Fig. 2. For example, the region313
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Fig. 2. Profiles of vr from ROMS used in radar simulations, with counts of source patches (N ) shown by colored regions

(see legend), for range cells a) 4.0 km, b) 11.5 km, c) 29.5 km, d) 34 km, e) 38.5 km, and f) 53.5 km
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in Fig. 2a, with vr ⇠ 19 cm s�1 spans bearings between 100o and 165o. Very narrow angular314

widths, such as in Fig. 2c, with vr near ⇠ 19 cm s�1 and bearing near 160o are also found. The315

latter appear to be missed by DOA methods, mostly likely due to the low SNR they produce.316

By inspection of these figures, regions of vr are associated with N = 1, N = 2, N = 3, or317

N = 4 sources as shown by the colored regions in the figures. Regions shown in Fig. 2 were318

used in the SeaSonde and RA-8 simulations, with slightly different values for N used with the319

ULA, due to the narrower field of view (98o-276o) for that array.320

B. Monte Carlo Simulations321

For both the discrete source simulations and the oceanographic radar simulations with ROMS,322

400 Monte Carlo simulations are run for each integer SNR from 0 to 30 dB. For each iteration,323

new random values for noise are generated at the specified SNR. The oceanographic radar324

simulations use a limited number of ROMS range cells, shown in Fig. 2, due to the need to325

empirically determine the effective number of signal sources (i.e. spatial patches of signal with326

similar Doppler velocity) as described above. Though limited in number, these range cells provide327

a thorough evaluation of the DOA methods. The ROMS range cells present the DOA methods328

with N in the range 1 < N < 4, with a variety of angular separations between them, and with329

variation in the angular widths of each signal source spatial patch. Thus the analysis explores a330

parameter space defined by SNR, N , the angular separation between sources, and the angular331

widths of each source patch – for a variety of receive arrays and DOA methods.332

C. RMS Error Calculation333

One metric used to evaluate DOA method performance is the RMS bearing error, �RMS .334

Given the simulation source locations at ✓i, the DOA estimates ✓̂i from a DOA method, and an335

ensemble size n, �RMS is computed,336

�RMS =

sP
n

i=1(✓i � ✓̂i)2

n
. (20)337

When using vr from ROMS, the signal source represented by ✓i takes on a range of possible338

values as described above. In this case, the value of ✓i that is closest to ✓̂i is used when computing339

(20).340
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D. SNR Calculation341

In simulations with the discrete source model, SNR is defined as,342

SNR = 10log10(�s)/�n), (21)343

where �s and �n are the variance of the array voltage and noise respectively, as defined for344

(3). When simulating oceanographic radars, the SNR calculation follows the SeaSonde method345

(c.f. [62]), where (21) is computed using the bin value of the power spectrum for �s, and �n346

is estimated from an average of the noise-only Doppler bins, outside of the region expected to347

contain Bragg scattered signal.348

VII. RESULTS349

The following describes results of simulations using (3), first with discrete sources model350

(6), and then with the oceanographic radar model (7) and vr from ROMS. Beginning with the351

discrete source model allows us to demonstrate known differences in DOA methods for ULAs,352

and then look for these differences with the SeaSonde and RA-8. We also use the discrete source353

model to investigate the SeaSonde with N = 3, which may occur with oceanographic radars as354

suggested by ROMS vr. The results of simulations with the discrete source model inform the355

interpretation of the more complex simulations using the oceanographic radar model.356

A. Discrete Sources at Two Bearings357

To illustrate known performance differences between the DOA methods, we first simulate two358

discrete, closely spaced signal sources, following a scenario described in [25]. The scenario,359

simulated here with the ULA-16, K = 10, and SNR ranging from 0 to 30 dB, illustrates a360

characteristic of MUSIC known as MUSIC-breakdown, which is defined as an abrupt loss of361

accuracy below a given SNR threshold [63], [64]. Simulations using two sources separated by362

�✓ = 3.2o produce a substantial increase in �RMS for MUSIC and W-MUSIC compared to363

WSF, SML and MLE-AP (Fig. 3) with decreasing SNR. In this scenario, the source spacing364

is a fraction of the array half power beamwidth (�✓HPBW ). As �✓HPBW typically represents365

the resolution of beam forming radars, this scenario demonstrates the SNR required to resolve366

sources with “super-resolution” [44] – or the ability to distinguish signal sources separated by367

less than the beamwidth. Here �✓HPBW is computed as the range of ✓ where the power of the368
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Fig. 3. �RMS vs. SNR for the DOA methods, from simulations of two signal sources separated by 3.2o, for a 16-element

linear array with K = 10 as demonstrated in [25]. The CRB is shown for comparison.

main beam is greater than half the maximum power (c.f. [25]). Given the array manifold, the369

antenna power is computed,370

P (✓) =
����
1

M
A0

HA(✓)
����
2

, (22)371

where A0 = A(✓0) given the reference angle ✓0 (✓0 = 0o here). For example, the ULA-16 has372

�✓HPBW = 6.37o, and the test scenario has sources separate by �✓HPBW/2.373

MUSIC-breakdown is well known for standard array types such as ULAs [25], [63], [64], but it374

is not known to have been investigated for the SeaSonde. Fig. 4a shows results of simulations with375

the SeaSonde array and sources located at �✓ = 65.5o, or about half the SeaSonde �✓HPBW =376
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Fig. 4. a) �RMS vs. SNR for the DOA methods from simulations of two signal sources separated by 65.5o (0.5 �✓HPBW ),

for a 3-element SeaSonde array with K = 10. b) The number of DOA solutions returned by each method, expressed as a

percentage of the solutions returned by MUSIC computed with (23). WSF, MLE-AP and W-MUSIC have been slightly offset

for clarity.
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131o. MUSIC-breakdown is not observed for the SeaSonde. Instead Fig. 4a shows similar �RMS377

for all DOA methods, with MLE-AP, SML and WSF showing only slightly lower �RMS between378

5-13 dB SNR. Below 4 dB SNR, �RMS for all methods becomes greater than half the source379

separation (or greater than 32o).380

In simulations with the SeaSonde, instead of MUSIC-breakdown (i.e. in accuracy), as SNR381

decreases MUSIC increasingly fails to resolve the two sources. MUSIC and W-MUSIC instead382

return single DOA solutions, while MLE-AP, WSF and SML consistently return two solutions.383

Since we are interested in performance relative to MUSIC, Fig. 4b shows the fraction of DOA384

solutions returned expressed as a percentage of the number returned by MUSIC,385

% nMUSIC =
n

nMUSIC

⇤ 100. (23)386

Below 15 dB SNR, the number of DOA solutions from MLE-AP, WSF and SML exceed those387

of MUSIC and W-MUSIC, increasing linearly with decreasing SNR.388

Other effects of signal source separation on DOA performance with the SeaSonde array are389

shown by Figs. 5 and 6. Simulations for these figures again used two sources, but at separations390

of 0.3 ⇤�✓HPBW = 39.3o and 0.7 ⇤�✓HPBW = 91.7o respectively. The plot of �RMS vs. SNR391

in Fig. 5a shows higher �RMS for the more closely spaced signal sources when compared with392

Fig. 4a. In this case, MUSIC and W-MUSIC produce lower �RMS at low SNR compared with393

the other DOA methods, but as shown by Fig. 5b, these result from significantly fewer DOA394

solutions. As shown by Fig. 5b, MLE-AP, WSF, and SML return more than 140% of nMUSIC395

between 5-10 dB. Simulations with sources separated by 0.7 ⇤�✓HPBW in contrast, show that396

increased separation results in similar �RMS , and diminished differences in % nMUSIC between397

the DOA methods. Similar results were found when using the RA-8 array (�✓HPBW = 51.1o) in398

these scenarios. As the source spacing increases, the differences between the methods diminish.399

When sources are closely spaced, and the SNR is low, increased DOA solutions for MLE-AP,400

SML and WSF suggest that their use could increase the azimuthal resolution and coverage of401

oceanographic HF radars.402

B. SeaSonde with Three Discrete Sources403

The input velocity field from ROMS in Fig. 2 indicate the likelihood of situations with N � M404

for the SeaSonde. This situation results when the same vr occurs at more than M � 1 separate405
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Fig. 5. a) As in Fig. 4a, for sources 39.3o apart (0.3 �✓HPBW ). b) As in Fig. 4b.
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Fig. 6. a) As in Fig. 4a, for sources 91.7o apart (0.7 �✓HPBW ). b) As in Fig. 4b.
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patches, for example in Fig. 2a for 0 < vr < 4 cm s�1. Given the likelihood of this scenario,406

simulations were run to investigate the effect on performance, and to identify any difference407

between DOA methods that may result.408

Fig. 7 shows �RMS vs. SNR resulting from simulations with the SeaSonde and N = 3 discrete,

Fig. 7. �RMS vs. SNR for the DOA methods from simulations of 3 signal sources at �65o, 0o and 65o, for an M = 3

element SeaSonde array with K = 10.

409

equal power sources located at �65o, 0o, and 65o. The presence of the third signal source causes410

elevated �RMS , with minimum values near 30o. Overall, �RMS is higher than found with the two411

source simulations (e.g. Figs. 4a, 5a, and 6a). Results from MLE-AP and WSF show slightly412

lower �RMS for SNR < 10 dB compared to MUSIC. Inspection of the individual DOA solutions413
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(not shown) suggest that the presence of the third signal source introduces error equally into the414

two DOA solutions.415

The simulations of the SeaSonde with N = 3 demonstrate the influence of the presence416

of the third source on the DOA performance. In the case of MUSIC and W-MUSIC, the417

eigen decomposition of the data covariance matrix typically sorts the variance into orthogonal418

components consisting of signal and noise. In the N = 3 case, the eigen decomposition is419

unable to separate the signal and noise into separate subspaces, leading to errors in the DOAs420

returned by MUSIC. This phenomenon, known as subspace leakage [24], [56], occurs when the421

assumption that N < M does not apply. DOA solutions from MLE-AP, WSF and SML are422

similarly corrupted in this situation, though the mechanism differs. Further simulations varying423

relative signal levels of the sources, along with Fig. 7, indicate that when the ocean surface424

presents N � M , the resulting DOA solutions will have higher �RMS than when N < M .425

Furthermore, when N � M , the M � 1 solutions identified will result from the sources with the426

highest SNR, or the largest angular separation.427

C. Sources Based on ROMS428

1) SeaSonde Array: Figs. 8a-d show results obtained with the DOA methods when applied to429

simulations with ROMS vr (Fig. 2). Results quantifying performance with �RMS are separated430

by the number of signal sources N as described above. When N = 1 (Fig. 8a) similar results431

are found for MUSIC, MLE-AP, and WSF, while higher �RMS is found for W-MUSIC, and432

for SML when SNR > 20 dB. The N = 2 results in Fig. 8b are similar to the results of Fig.433

4a, with the exception of the high �RMS found for SML. In Figs. 8a-c, minimum values of434

�RMS increase with increasing N , as suggested by the results the simulations of N = 3 discrete435

sources. Minimum �RMS goes from less than 3o when N = 1 (Fig. 8a), to �RMS > 5o when436

SNR< 20 dB and N = 2 (Fig. 8b), and up to 15o when N = 3 (Fig. 8c). The decreased �RMS437

in Fig. 8d compared to the N < 4 cases results when the presence of the flow field at many438

bearings creates an upper limit on the maximum possible error. For example, in Fig. 2f with439

0 < vr < 10 cm s�1, the angular distance between patches of vr is at most 25o. Overall, with the440

SeaSonde array Figs. 8a-d show very little difference in performance in terms of �RMS between441

MUSIC, MLE-AP, and WSF.442

As suggested by Figs. 4b, 5b, and 6b, however, simulations with ROMS identify an advantage443
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Fig. 8. �RMS vs SNR for simulations with the ROMS radial velocities in Fig. 2 and the SeaSonde receive array, for a) N = 1,

b) N = 2, c) N = 3 and d) N = 4.
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for MLE-AP and WSF in terms of the number of DOA solutions returned. Figs. 9a-d show the444

number of DOA solutions as a percentage of the number returned by MUSIC, %nMUSIC as in

Fig. 9. Percent of MUSIC solutions vs. SNR for simulations with the ROMS radial velocities in Fig. 2 and the SeaSonde

receive array, for a) N = 1, b) N = 2, c) N = 3 and d) N = 4.

445

(23), separating the results by the number of sources and plotting vs. SNR. When N = 1, MUSIC,446

MLE-AP and WSF perform similarly, with a slight advantage over SML and W-MUSIC. In the447
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N = 2 case (Fig. 9b), MLE-AP and WSF produce more than 120% of nMUSIC at low SNR.448

Figs. 9c and d show similar results, with MLE-AP and WSF producing up to 115% of nMUSIC .449

The improvement in %nMUSIC occurs when N > 1, with most occurring when SNR < 20 dB,450

and the largest differences occurring just below 10 dB.451

2) Rectangular 8 Element Array: Figs. 10a-d summarize results of simulations with ROMS452

and the RA-8 receive antenna, in terms of �RMS as in Figs. 8a-d. Fig. 10a with N = 1 shows453

similar performance for all the DOA methods, with �RMS < 3o for SNR > 10 dB. This result454

contrasts with Fig. 10b, which shows a significant difference between the DOA methods for455

N = 2. The early “breakdown” in MUSIC performance occurs near SNR = 20 dB (for both456

MUSIC and W-MUSIC), with MLE-AP, WSF and SML producing �RMS near 1o for SNR as457

low as 12 dB. Maximum values of �RMS = 8o for MLE-AP occur at 4 dB SNR. The DOA458

methods produce similar results for N = 3 and N = 4 (Figs. 10c and 10d), with low �RMS at459

low SNR for all DOA methods in Fig. 10d. As in Fig. 8d, this results from the presence of the460

flow at many bearings creating an upper limit on the maximum possible error. Fig. 10c shows a461

1o� 2o advantage in �RMS for MUSIC, which results from fewer data points as shown by Figs.462

11c and 11d. These figures show %nMUSIC for the RA-8 simulations, with MLE-AP and WSF463

producing up to 120% and 140% of nMUSIC for N = 3 and N = 4.464

3) Linear 16 Element Array: Figs. 12a-d show �RMS for simulations with ROMS and the465

ULA-16. A difference between MUSIC, MLE-AP and WSF occurs when N = 2 (Fig. 12b),466

which shows �RMS near 6o for MUSIC, 4o for WSF, and 3o for MLE-AP. Similar, though467

diminished differences occur in Figs. 12c and 12d. All the methods return the same number of468

DOA solutions (data not shown). Compared with the other arrays, the ULA-16 produces very469

low �RMS . Fig. 12a has the lowest values of �RMS for any of the receive arrays, less than 1o,470

for SNR> 10 dB, computed over its narrower azimuthal of view.471

4) Computational Cost: Table I summarizes the computational costs for the DOA methods472

and the three receive arrays, as the time relative to MUSIC. Times were logged for each of the473

DOA methods over the 8800 simulations per ROMS range cell, with the count incrementing only474

when the DOA method was running. To produce Table I, total time for each method was divided475

by the time used by MUSIC. Results demonstrate the well known computational advantage for476

MUSIC (and W-MUSIC), approximately a factor of 10, compared to MLE-AP. SML and WSF477

require considerably more computational time. As implemented, MLE-AP uses the projection478
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Fig. 10. �RMS vs SNR for simulations with ROMS radial velocities in Fig. 2 and the 8-element rectangular array (RA-8), for

a) N = 1, b) N = 2, c) N = 3 and d) N = 4.
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Fig. 11. Percent of MUSIC solutions vs. SNR for simulations with the ROMS radial velocities in Fig. 2 and the 8-element

rectangular array (RA-8), for a) N = 1, b) N = 2, c) N = 3 and d) N = 4.
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Fig. 12. �RMS vs SNR for simulations with ROMS radial velocities in Fig. 2 and the 16 element linear array (ULA-16), for

a) N = 1, b) N = 2, c) N = 3 and d) N = 4.
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update formula [1], which significantly decreases the computational demands relative to SML479

and WSF, both of which use the alternating projection search described for MLE-AP [1]. Table480

I reports the relative times, since actual run times varied by orders of magnitude depending on481

the computer used, while the relative times were found to be stable. As an example, processing482

time on a desktop computer with 16 GB RAM and a 3.4GHz processor for 4600 Doppler bins483

(approximately the size of a typical SeaSonde Cross Spectra file for all range cells) with the484

SeaSonde array, was about 15 s for MUSIC, and 116 s for MLE-AP (implemented in MATLAB).485

DOA Method SeaSonde RA-8 ULA-16

MUSIC 1.0 1.0 1.0

W-MUSIC 1.6 1.7 1.8

MLE-AP 8.0 15 11

WSF 23 52 31

SML 30 71 42

TABLE I. COMPUTATIONAL TIMES RELATIVE TO MUSIC (t/tMUSIC ) FOR 8800 SIMULATION RUNS PER RANGE CELL

(A TOTAL OF 52800 RUNS FOR EACH ARRAY TYPE).

VIII. CONCLUSION486

Simulations of oceanographic HF radars using surface currents from ROMS provide a complex487

and demanding test of DOA methods. This analysis suggests improved performance from MLE-488

AP and WSF compared to MUSIC for the SeaSonde and RA-8 arrays, in that these DOA methods489

return more solutions than MUSIC when signals arrive from two or more bearings (N > 1) and490

SNR < 20 dB. The only substantial improvement in accuracy was found for the RA-8 when491

N = 2 and SNR< 20 dB – other accuracy results were mixed or the differences minor, e.g. a492

1o � 2o advantage for MLE-AP with the ULA-16 when N = 2, or a 1o advantage for MUSIC493

with the RA-8 and N = 3. Improvements come at higher computational cost, a factor of 8� 15494

for MLE-AP over MUSIC. Overall the W-MUSIC and SML DOA methods exhibit inferior495

performance, though the further exploration of different weighting schemes for W-MUSIC may496

be worthwhile. If we use SNR as an inverse proxy for range, these results suggest that the use497

of MLE-AP (or WSF) would result in improved coverage in distant range cells for radars using498

SeaSonde and RA-8 arrays, and an improved ability to identify current structures presenting499
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the radar with N � 2. The ULA-16 produces very low �RMS , and the array has the potential500

to resolve more than the maximum of N = 4 signal sources used here, even with a narrower501

azimuthal view. Further investigations are required to thoroughly explore this capability.502

Since DOA methods essentially work in conjunction with detection methods, further work is503

needed to translate these results to operational systems. Present detection methods in use (in504

particular for the SeaSonde [33]) work closely with the MUSIC algorithm, using ratios of the505

eigenvalues, and reconstructed signal powers, to determine the number of signal sources. Thus506

these methods are not appropriate for use with other DOA methods, since MUSICs limitations507

result directly from the use of the eigen-decomposition. It is possible that the empirical detection508

used here may perform better than algorithmic detection methods, such that the improved data509

returns observed for MLE-AP and WSF would be lost with “imperfect” detection. However, this510

analysis demonstrates the potential benefits of using MLE-AP and WSF given a suitable detection511

method. The similar performance found for WSF compared with MLE-AP may be useful, despite512

the significant computational demands, if its method for detection proves successful.513

Investigations varying empirical signal detection suggest that the differences in performance514

between DOA methods are not sensitive to the specific designations of N used (shown in Fig.515

2). In general, changing the boundaries of the regions affected the results of the different DOA516

methods more or less equally, e.g. shifting all the curves upward, without changing relative517

performance. The blank regions between different values of N in Fig. 2, were needed to minimize518

the impact of signal that was spread to adjacent Doppler bins (i.e. to adjacent velocities) by the519

FFT. In Fig. 2a for example, DOA methods would place solutions for 5 < vr < 10 cm s�1 near520

300o, correctly identifying signal at that bearing that was spread from the adjacent Doppler bin521

(i.e. from the bin near 5 cm s�1). In the �RMS calculation, large bearing errors would result,522

along with elevated �RMS . Future simulation runs could use longer FFT lengths to negate the523

need for the blank regions used in Fig. 2.524

The discrete source analysis (section VII-A) illustrates the influence of source separation525

(�✓) on DOA performance. As �✓ ! 0.5�✓HPBW (where �✓HPBW is the array half power526

beamwidth) MUSIC performance degrades, either in terms of DOA accuracy, or in terms of the527

number of solutions returned. Thus the relative magnitudes of �✓HPBW (a characteristic of the528

array) and �✓ (a characteristic of the flow field) have implications for oceanographic radars. For529

example, the large �✓HPBW of the SeaSonde dictates that a large �✓ is required for MUSIC530
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to resolve two signal sources. The performance advantage for MLE-AP with the SeaSonde – in531

the number of DOA solutions found in simulations with ROMS – results from the fact that �✓532

presented by the ROMS surface currents are often less than 0.5�✓HPBW . Similarly the smaller533

�✓HPBW of the RA-8 results in a breakdown-like effect when N = 2 for MUSIC. ROMS flows534

present source �✓ that fall into the region where MUSIC breaks down and MLE-AP produces535

high accuracy. Meanwhile, �✓HPBW for the ULA-16 is sufficient to distinguish signal sources536

as presented by ROMS, using any of the DOA methods.537

For the SeaSonde, radar simulations with ROMS often result in more simultaneous signal538

sources (spatial patches of ocean surface with similar radial velocity) than there are antennas539

(N � M ). This is due in part to the spatial complexity of the ROMS currents. However, the540

frequency of N � M also results from the assumption that each ROMS grid scatters equally,541

as if Bragg waves occur equally in all directions. Previous simulations (e.g. as modelled by542

[26]–[28]) assumed a primary wind direction, causing a preferred scattering direction. Adding543

wind to the simulation narrows the angular region of a range cell with relatively higher SNR.544

Narrowing the angular region has the effect of reducing N , by decreasing SNR at the off-wind545

bearings, such that they are close to noise. Simulations here result in N � 2 in about 78% of546

the time, compared with publish values of < 50% [33] from observations made with MUSIC. If547

the ocean presents radars with N = 1 a high fraction of the time, then the difference in ocean548

current maps produced with MUSIC or MLE-AP (or WSF) may not be significant. However, if549

N � 2 frequently occurs, then the differences with MLE-AP and WSF could be significant. Thus550

the overall significance of these results may depend on the angular distribution of N presented551

by real ocean environment.552

This work has identified a potential for improvements in ocean current data produced by553

oceanographic HF radars, and reveals the need to identify and evaluate detection methods to554

use with MLE-AP and WSF. Further simulation based evaluations of detection methods are in555

progress, to be followed by the performance analysis of combined detection and DOA estimation556

methods applied to oceanographic HF radar observations.557
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