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ABSTRACT

A user-generated review document is a product between the item’s
intrinsic properties and the user’s perceived composition of those
properties. Without properly modeling and decoupling these two
factors, one can hardly obtain any accurate user understanding nor
item profiling from such user-generated data.

In this paper, we study a new text mining problem that aims at
differentiating a user’s subjective composition of topical content
in his/her review document from the entity’s intrinsic properties.
Motivated by the Item Response Theory (IRT), we model each review
document as a user’s detailed response to an item, and assume the
response is jointly determined by the individuality of the user and
the property of the item. We model the text-based response with a
generative topic model, in which we characterize the items’ proper-
ties and users’ manifestations of them in a low-dimensional topic
space. Via posterior inference, we separate and study these two
components over a collection of review documents. Extensive ex-
periments on two large collections of Amazon and Yelp review data
verified the effectiveness of the proposed solution: it outperforms
the state-of-art topic models with better predictive power in unseen
documents, which is directly translated into improved performance
in item recommendation and item summarization tasks.
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1 INTRODUCTION

The explosive growth of social media empowers more and more
people to freely express and share their opinions on all kinds of
entities such as products and services. Among them, textual re-
views, a typical type of user-generated content describing how a
user evaluates different aspects of an entity, serve as an increasingly
important proxy to understand users [13, 15, 27] and profile entities
[19, 22, 28]. Although various research efforts have been devoted
to this important area (see [20] for a comprehensive literature sur-
vey), one fundamental question remains largely unresolved: how
to distinguish a user’s subjective compositions of different aspects
of an entity in his/her review comments from the entity’s intrinsic
properties? This question naturally emerges as various qualitative
studies [21, 34] show that for the same item, different users might
focus on different aspects of it in their review comments; and even
for the same user towards a set of items of the same type, he/she
might still cover different aspects in his/her reviews. This phenom-
enon cannot be simply explained by the heterogeneity in users’
topical emphases, because some consistent patterns occur across
users and items. As a result, user understanding and item profil-
ing can hardly be accurate, until the mechanism underlying such
variance is thoroughly explored and modeled.

The first step to study this problem is to quantify a user’s topi-
cal emphasis in his/her generated review text content. Statistical
topic models [3, 11] serve as a powerful tool to analyze such data,
by which the learnt topical structure unveils users’ attention over
different aspects of entities. Topic models represent a document
as a mixture of latent topics; and different types of generative as-
sumptions have been imposed in learning the dependency among
users, items and topics. Rosen-Zvi et al. [25] assume a multi-author
document is a mixture of its authors’ topical interests; by fitting the
model over a corpus of documents, each author’s topic distribution
can be recovered. Xu et al. [32] consider different factors behind
the generation of a user’s social media posts, e.g., influence from
friends v.s., personal interests, and use a topic model to estimate
each of the factors. [13, 15, 27] study users’ fine-grained sentiment
evaluation of entities at the level of topical aspects. And with addi-
tional knowledge of user provided item ratings, [16, 26, 31] combine
topic modeling with collaborative filtering to identify the latent
representation for both users and items.

But none of the existing text modeling solutions differentiate a
user’s subjective composition of topical aspects in his/her review
content from the entity’s intrinsic properties. Nevertheless, these
two factors are never separated when a user is creating his/her
opinionated evaluations of a particular item. For example, when
reviewing the same restaurant, one user might correlate its price
aspect with service aspect, such that whenever he/she comments
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on price, he/she will also comment on service; while another user
might correlate price with location. As a result, when one reads the
reviews from these two users, it is hard to tell if the restaurant is
featured with service and location, or just has a competitive price.
Like what is described in the famous parable of the blind men and an
elephant, humans have a tendency to exploit and manipulate their
partial experiences and bias when describing their observations.

To formally model the personalized topical compositions in re-
view text data, we take a perspective stemmed from the Item Re-
sponse Theory (IRT) [7, 24]. IRT was originally developed for psy-
chometrics studies, and it states that the probability of a specific
response is determined by the item’s attribute and the subject’s in-
dividuality. Both the item’s attribute and the subject’s individuality
are considered as latent variables. Mapping it to the problem stud-
ied in this work, we consider the generation of a review document
as a detailed user response towards a given item, where the user’s
topical composition (individuality) and the item’s aspect-level prop-
erty (attribute) jointly generate the review content (response). By
inferring the posterior distribution of the latent variables over a set
of review documents, we can distill the items’ intrinsic aspect-level
properties from the user’s personalized topical compositions.

We realize this modeling principle with topic models. We as-
sume items from the same category share the same set of topical
aspects, which are modeled as a word distribution over a fixed
vocabulary. Each item is characterized as a unique mixture over the
topics, reflecting its aspect-level properties. Each user is modeled
as a linear composition function, which transforms the item-level
topic mixture to a document-level topic mixture. As a result, each
review document is generated by sampling from the correspond-
ing user-item specific topic mixture. We name the resulting model
as Topical User-Item Response (TUIR) model. To decouple the in-
terdependence between an item’s intrinsic topical property and a
user’s personal topical composition, we apply a variational Bayesian
method for efficient posterior inference. Extensive experimental
evaluations on large-scale Amazon and Yelp review datasets demon-
strate the unique value of the proposed solution: by decomposing
the two factors, TUIR obtains better predictive power in unseen
documents, especially those from known users or items, which is
directly translated into improved quality in item recommendation
and summarization.

In summary, our work makes the following contributions,

e We propose a new text mining problem of decoupling users’
subjective topical compositions from items’ intrinsic proper-
ties. It enables accurate user modeling and item profiling.

o Motivated by the Item Response Theory, we develop a novel
probabilistic topic model, named Topical User-Item Response
(TUIR) model, to address the decomposition problem. We
provide a tight variational Bayesian solution to efficiently
perform its posterior inference.

e We perform extensive empirical evaluations on real-world
review datasets to investigate the value of the proposed
decomposition problem and demonstrate its utility in appli-
cations of user modeling and item recommendation.

2 RELATED WORK

Earlier works in user-generated content modeling focus on word
level analysis of text data, where user opinions [6, 30] and item

features [12, 35] are summarized. Manually crafted lexicon features
or frequent pattern mining methods are typically used to model
the text content. Limited by the features’ generalization capability,
such methods can only provide population-level content analysis,
e.g., summarizing all users’ reviews about a particular item, and
cannot reflect individual users’ detailed evaluations.

Statistical topic models [3, 11] provide a more principled way
in modeling text data. Classical topic models focus on document
analysis, where each document is modeled as a mixture of topics
and each topic is modeled as a distribution over words. Various
topical structures have been proposed to model the correlation
between topics [1], topic evolution over time [2], and hierarchical
structure among topics [8]. Such generic purpose topic models are
useful to discover hidden thematic structures in a corpus, but they
do not explicitly model users or items. Ad-hoc post-processing is
needed to obtain user-level and item-level analysis, e.g., aggregate
document-level topics to users and items.

Many works extend classical topic models to capture topical
dependency between users and documents. Author-Topic model
[25] assumes the topic distribution in a multi-author document is
a simple mixture of each author’s topic distribution, so that the
authors can be profiled in a topic space. Follow-up works extend
it by introducing more detailed dependency assumption among
the authors. For example, Author-Persona-Topic model [18] cap-
tures author’s expertise by topical mixtures associated with each
individual author; author-Recipient-Topic model [17] analyzes the
direction-sensitive messages sent between individuals and learns
topic distribution conditioned on both senders and recipients.

Topic models have also been developed to model users’ opin-
ionated assessment of items [13, 15, 27]. But most of such models
focus on the dependency between topical aspects and sentiment,
rather than that between users and items. For example, in [27],
the researchers assume different users would weight different as-
pects differently when generating the overall opinion rating of an
item, but the weights are assumed to be item independent. The
most related works to ours are collaborative filtering based topic
models [16, 26, 31], which map both users and items into a shared
topic space for opinion rating prediction. However, the interaction
between users and items are only modeled for interpreting the sen-
timent ratings; while the text content is still assumed to be solely
dependent on the user or the item. In addition, the requirement on
explicit opinion ratings also limits their applications in analyzing
users and items when only rating data is available.

To briefly summarize, most of existing solutions do not consider
the interdependence between users and items when modeling user-
generated text content. They accredit the generation of documents
to either users or corpus-wise prior, and therefore cannot well
separate users’ personal composition of topics from items’ intrinsic
property at the topic level.

3 TOPICAL USER-ITEM RESPONSE MODEL

In this section, we discuss our generative model motivated by the
Item Response Theory, according to which we treat a review docu-
ment as a user’s detailed response to a specific item and assume the
response is jointly determined by the individuality of the user and
attribute of the item. We then present the technical details of our



model, including the procedures for model specification, posterior
inference, and parameter estimation.

3.1 An Item Response Theory View of
User-Generated Review Data

The Item Response Theory (IRT) [7, 24], also known as the latent
trait model, refers to a family of psychometrics models that attempt
to explain the relationship between latent traits (unobservable char-
acteristic or attribute) and their manifestations (i.e., observed out-
comes, responses or performance). They establish a link between
the properties of items, individuals responding to these items, and
the underlying trait being measured. IRT assumes that the latent
construct of an individual (e.g. stress, knowledge, attitudes) and
items of a measure are organized in an unobservable continuum.
Therefore, its main purpose focuses on establishing the individual’s
position on that continuum. Although it was originally designed
for psychometrics studies, e.g., design, analysis and scoring of tests
and questionnaires, IRT has also been successfully applied in heath
outcomes research [9] and personalized online education [5].

In this work, we treat a given review document as a user’s re-
sponse to an item. To realize IRT formulations in text data, we
model each item’s intrinsic property as a distribution over topics.
The topic distribution thus uniquely characterizes the item’s at-
tribute at the level of aspects and attracts users’ attention. When
creating a response to an item, we assume a user would first ex-
amine the topic proportion of the item, map it to his/her personal
composition of topics for this item, and then generate the review
content accordingly. Each review document is thus modeled as a
compound of these two factors; and via posterior inference over a
set of documents, we estimate and decouple these two factors.

There are several key assumptions in IRT, which are naturally
applied to our modeling of user-generated review content. First, it
assumes the probability of a correct response increases with the trait
level increasing. The traits being measured in IRT can be considered
as the composed topics in a user review. When the proportion of a
particular topic increases in a review document, it becomes more
likely for us to observe words related to it in that document. Second,
IRT assumes that there are only a finite number of dominant traits
being measured (i.e., multi-dimensional IRT model [23]) and those
traits are the driving force for the responses observed for each
item in the measure. In our proposed solution, we model the latent
attributes of items with topics and assume a fixed number of them
in a collection of items. Third, responses given to the separate items
in a test are mutually independent given a certain level of ability.
This corresponds to that in our assumption given a pair of user and
item, the generation of text content in one review is independent
from other reviews. Fourth, one can estimate the parameters of an
item from any group of individuals who have answered the item.
This requires the item’s attributes to be independent from the users
who provide responses on it. And this is also the key assumption
in our solution, where we consider an item’s intrinsic properties
and the way that a user composes the topics are independent from
each other in prior.

Our solution also extends classical IRT. In all IRT models, only
single dimensional responses are considered, such as Dichotomous
IRT models for True/False questions and nominal response models
for expected scores of testing items. In our work, we treat a review

document as a user’s response to an item, which is essentially a
high dimensional word vector. We appeal to a generative modeling
approach to formalize the generation of such vectors in a lower
dimensional topic space, which summarizes the thematic patterns
among words. Its immediate benefit is an interpretable representa-
tion of items’ intrinsic proprieties and how different users perceive
those proprieties when evaluating the items.

3.2 Model Specification

We first establish notations. In a collection of review documents
about items from a particular category, we assume there is a set of
users U = {uy,ug,...,uy} and a set of items I = {iy, i,...,ir}.
Each user u provides reviews for a list of items 7, C J; and accord-
ingly, each item i is reviewed by a list of users U; C U. A review
document d; ,,, which is considered as user u’s response to item i,
is denoted as a bag of words d; , = (w1, wa, ..., wn), where wy, is
from a vocabulary of fixed size V. We assume K topics underlying
the category of items, and each topic k is modeled as a multinomial
distribution, i.e., Multi(f ), over the vocabulary [3, 11]. Each item
i is associated with a topic distribution quantified by the mixing
proportion y;, which depicts the item’s intrinsic properties in the
topic space.

The key in modeling the generation of review documents is to
specify the topic distribution in each individual document. Based on
our view of user-generated review data from item response theory,
we consider this document-level topic distribution as a mapped
result from the item’s intrinsic topical distribution to the user’s
personal composition of it. To realize this mapping, we introduce a
topical composition matrix for each user u, P, € RKXK where each
column k represents how user u correlates other topics with the
kth topic in his/her view. Consequently, the inner product Pl;'—_ KV
measures user u’s perception of item i on topic k, and it thus serves
as a mapped topic distribution for the review document d; .

We should note that to be qualified as a topic distribution, the
vector P y; has to lie in a K-dimensional simplex. Instead of requir-
ing each column of Py, to lie in the simplex (as y; is already in this
simplex), we use a logistic-normal distribution to map P} y; to the
simplex [1]. The advantages are two folds: first, without restricting
the sign of P, it is possible to learn negative correlation between
topics, which increases the descriptive power of the model; second,
it reduces the number of constraints to be imposed in posterior
inference (we will elaborate on this later) and thus reduces the com-
putational complexity. Denote the document-level topic vectors as
Oiu € RK we have 0i.u ~ N(PLyi, p~'I); and according to 6; ,
we sample topic indicator z; , » € {1,...,K} for each word w; 4 n
by zi un ~ Multi(softmax(@i’u)) in the review document d; ,,.

To make our model a complete generative model, we also impose
priors over the user-level topic composition matrix P, and the
item-level topic distribution y;. For each column k in P, we have
P, .k ~ N(, o71I), and for each item i, we have y; ~ Dir(a),
where ¢ and « are corresponding hyper-parameters. Putting these
components together, the generative process of our solution can be
described as follows,

e For each item i:

— Draw item topic distribution y; ~ Dir(a)
o For each user u:

— For each topick =1,2,...,K:
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Figure 1: Graphical model presentation of the Topical User-
Item Response model. In this model, each item’s intrinsic
aspect-level property is modeled as a topic mixture vector
Y, and the user’s topical composition is modeled as a linear
transformation matrix P. The inner product between P and
y determines the topic proportion 0 in each individual doc-
ument from the user about the item.

* Draw user topic composition vector P, ~ N(0, o l1)
e For each review document from user u about item i:
- Draw user-item document topic vector 8;,,, ~ N (P, yi, p~I)
- For each word wj 4, in document d; ;:
* Draw topic assignment z; , n ~ Multi(softmax(@i,u))

* Draw word wj y,n ~ Multi(z, ,, ,)-

We name the resulting generative model as Topic User-Item Re-
sponse Model, or TUIR in short. And the graphical model represen-
tation is provided in Figure 1.

As illustrated in the figure, a collection of user-generated re-
views can be considered as a bipartite graph between users and
items, with review documents as edges connecting them. On each
edge, we have 0; , ~ N(Pl;'—yl-,p_ll), which can be viewed as a
multivariate multiple regression problem [14] from item i to user
u’s response. Specifically, y; is the predictor variable, 0; ; is the
response vector, and Py, is the regression coefficient. And we as-
sume the error term in each regression problem follows a zero mean
isometric Gaussian distribution. However, as the topic proportion
vector 6; ,, in each document is not directly observable, we treat
it as a latent variable and infer its posterior distribution based on
the observed document content. As a result, each item’s intrinsic
topic distribution is learnt through the observed review content and
the corresponding user’s topic composition mapping; and respec-
tively, each user’s topic composition mapping is estimated based on
his/her reviewed item’s intrinsic topic distribution. Next, we will
introduce an efficient variational Bayesian method to perform the
posterior inference of the latent variables of interest; and based on
it we apply the Expectation-Maximization algorithm to estimate
the model parameters in TUIR.

3.3 Variational Bayesian for Posterior
Inference

The latent variables of interest in TUIR are P, y, 0 and z, which

represent the user-level topic composition, item-level topic distri-

bution, document-level topic proportion, and topic assignments of

each word in a document. But because of the coupling among these

latent variables, e.g., 0; ;, is determined by a linear composition be-
tween P, and y;, exact posterior inference is intractable. We appeal
to a variational Bayesian method for approximated inference.

The basic idea of variational inference is to exploit the convexity
of the log-likelihood function to obtain and maximize a lower bound
of it. Based on mean-field approximation, we drop the dependency
among P,y, 0,z and w to obtain a family of simplified variational
distributions for these latent variables. Each of these variational
distributions is governed by their corresponding free vatiational
parameters:

I U K
a(P,y, 0, 2, v, 3%, 1,39, ) =[ T ailna) [ [ | aPuoic v 32
i=1 u=lk=1
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9
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where g(y;|n;) follows a Dirichlet distribution parameterized by

1i> 9Py, kVu, ks Z(lf)k) follows a multivariate Gaussian distribution
(2

foac, q(0i,ulpi, us 2(113) follows a

multivariate Gaussian distribution with mean y; ;, and variance

with mean v, ;. and covariance

Z(igz, and q(zi,u,n|$i,u,n) follows a Multinomial distribution pa-
rameterized by ¢i.u,n- Because the topic proportion vector 6; 4, is
inferred in each document, it is not meaningful to estimate a full
covariance matrix for it [1]. Hence, in its variational distribution,
we only estimate the variance parameters.

Based on the introduced variational distributions, the log-likelihood
of a review document is then lower bounded by Jensen’s inequality:

logp(wla, B, o, p)

Py, 6 Py, 0
zlog///zp( 1.0z wla B0, PP v, 0.2) g
Z q(P, y, 6, z)

>Eq[logp(P, v, 0, z, wla, B, o, p)| —Eq[logq(P, v, 6, z)] (1)
Let L(n,v, Z(P), H, 2(9), ¢; a, f, 0, p) denote the right-hand side
of Eq (1). We can easily verify [3],
Dk (q(P.y.0.2)|p(P.y.0,2))
:Eq [lOg q(P’ Y, 0’ Z)] - Eq [logP(P’ Y, 9’ Z)]
=Eq[log q(P,y,0,2)] - Eqllog p(P,y, 0,2, w) — log p(wla. B, 0, p)]

:Eq [logp(w|a’ ﬁ’ o, P)] - (Eq [logp(Pv Ys 9’ 2, W)] - Eq[log ‘I(P, Y, 67 Z)])

=logp(wla, B, 0, p) — L, v,3P, 1,59 ¢: 0, B, 5, p)

which suggests that minimizing the KL divergence between the
variational posterior and the true posterior is equivalent to maxi-
mizing the lower bound of data likelihood with respect to the free
variational parameters (1, v, z(p)’ I, 2(9), P).

The first step to maximize this lower bound is to derive the ana-
lytic form of posterior expectations required in L(#, v, =), 1, =),
¢;a, f, o, p). As we have introduced conjugate priors for {Pu}fl]:1
and {)/i}{zl, the expectations related to these latent variables have
closed form solutions. But as there is no conjugate prior for logistic
Normal distribution, we apply variational inference to approximate
the expectations related to 6, ;. Next we describe the detailed in-
ference procedure for each latent variable, and due to space limit
we will omit most of details for the expectation calculation.

e Estimate item topic distribution parameter 7. For each item
i, we relate the terms associated with q(y;|5;) in Eq (1) to form a
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where ¥(-) is the first order derivative of log Gamma function. Since
there is no close-form solution of this optimization problem, we
use gradient ascent to iteratively estimate it. Due to space limit,
we will omit the derived gradient; but the meaning behind this
optimization problem for 7; is self-evident. The first part of Eq
(2) represents the regularization of 5; from its prior distribution
Dir(«) (e.g., the summation over K topics), and the second part of
it represents the loss from regression programs from y; to 0, ; over
all reviews talking about item i (e.g., the summation over U;).

o Estimate user topic composition parameter v, 3®), For each
user u, we relate the terms that are associated with q(Py, |vy,, Z(up)) to
form the objective function Ly, s and estimate the variational
parameters by maximizing this function. Fortunately, closed form
estimation of v, @) exists,

Vu,k = Pz(p)k Z i Aul u,k (3)
1,
») & iy + diag(n;) -1
% =|ol + _— 4
u-k ( p; ni,0(7i,0 + 1) ) @

Note that the estimation of 2(1) L is not related to k, because we

impose an isometric Gaussian prior for P, in TUIR. This suggests
that we implicitly assume the correlations between the composition
coefficients across the topics in each user are homogeneous. The
meaning behind this estimation is also clear: As we can consider
user u’s topic composition matrix P, as a regression coefficient
between item-level and document-level distributions, and we have
assumed a zero mean Gaussian distribution for the regression error
term, estimations of v and =) are basically the mean and covari-
ance estimations of P,, under the variational distribution.

o Estimate document topic proportion parameter /1, (9, Sim-
ilar procedures as above can be taken to estimate these two vari-
ational parameters. However, since a logistic normal distribution
does not have a conjugate prior, we again apply variational infer-
ence for it by introducing an additional free variational parameter
in each document. Because there is no closed form solution for the
resulting optimization problem, we use gradient ascent to optimize
pand 3(9) with the following gradients,

aL n N
aﬂi,u,k —_p(,ui,u,k_ avu,k)"'zqsi,u,n,k (5)
5(0)
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where {; , = ZIk( 1€Xp (Hiuk + 3 Wk, i)- As we mentioned be-

fore, because only the diagonal elements in Z( ) are statistically
meaningful (i.e., variance), we simply set its off dlagonal elements
to zero. As the variance has to be non-negative, we can instead es-
timate the square root of it to avoid solving a constrained optimiza-
tion problem. The gradient function suggests that the document-
level topic proportion vector should align with the projected item
topic distribution by this user and the inferred topic distribution
based on its document content. This corresponds to our multivariate
multiple regression interpretation of our developed model.

¢ Estimate word topic assignment parameter ¢. This varia-
tional parameter can be easily estimated by ¢; ,, ,, x o exp(; 4 &k +
25:1 Wi,u,n,v 10g Pk o) for each individual word in each review
document.

The above variational inference procedures are executed in an
alternative fashion until the lower bound converges. Because the
variational parameters can be grouped into user-level (v and Py,
item-level (1), and document-level (g, 59 and ¢) parameters, the
alternative update can be performed in parallel to improve efficiency.
For example, fix v, >®) and n, and distribute the documents across
different machines to estimate their own g, 29 and ¢ in parallel
for large collections of documents.

3.4 Parameter Estimation

When performing the variational inference described above, we
assume the model parameters @, 8, o and p are known ahead of time.
But in practice, we also need to estimate them for a new collection
of review documents. Based on the inferred posterior distribution
of latent variables in TUIR, the model parameters can be readily
estimated by the Expectation-Maximization (EM) algorithm.

Among the four model parameters, the most important ones
are the prior for item-level topic distribution a and word-topic
distribution f. As o and p are two scalars serving as the variance for
user topic composition matrix P, and document topic proportion
vector 6; 4, the model is less sensitive to their settings. Therefore,
we will estimate & and f with respect to available training data,
and empirically tune ¢ and p.

As there is no closed form solution for a with respect to Eq (1),
we use gradient ascend for it with the following gradients,

oL
6ak

I K
wz ) = yl@) + Y. (W) =y mi) ()
Jj=1

i=1

And the closed form estimation of f can be easily derived as,

I
0

i=lu=ln

Ui

M=

¢i, u,n,kWi,u,n,v (8)
1

where w; y n, o indicates the nth word in document d; ;, is the vth
word in the vocabulary.

In the resulting EM algorithm, in E-step variational inference
procedures developed in Section 3.3 are executed until convergence;
and in M-step a and f are estimated based on collected sufficient
statistics from E-step. These two steps are iterated until the lower
bound function £(n, v, Z(P), i, 2(9), ¢;a, f, o, p) converges over all
training documents.



4 EXPERIMENTS

In this section, we evaluated the proposed TUIR model on two large
collections of Amazon and Yelp review data. Extensive quantita-
tive comparisons against several state-of-the-art models confirm
the effectiveness of the proposed method. The tasks enabled by
TUIR, including document modeling, collaborative filtering based
item recommendation, and item summarization, further verified
the effectiveness of the proposed model. Qualitative evaluation is
performed to indicate the model’s quality of representing users’
personalized topical compositions and items’ intrinsic properties
based on the opinionated review text content.

4.1 Experimental Setup

Datasets. The evaluations are performed on two textual review
corpora: 1) Restaurants, collected from Yelp [33], is a collection of
Yelp restaurant reviews by removing users and restaurants with
less than 15 reviews, which results in 78,462 reviews from 1,409
users and 843 restaurants; 2) Movies, collected from Amazon [10], is
a collection of Amazon movie reviews by filtering users and movies
with less than 40 reviews, which results in 71,174 reviews from 841
users and 919 movies. The filtering process is to obtain a dense
user-item bipartite, and the threshold is determined by the average
size of reviews per user. We selected 6,134 and 7,680 unigram and
bigram textual features using the Information Gain (IG) selection
method from the two datasets respectively. For both datasets, we
randomly split the data for 5-fold cross validation in all the reported
experiments.

Baselines. The proposed TUIR is compared against a rich set
of baseline models, including classic topic modeling solutions and
their user-specific or item-specific variants. 1) Latent Dirichlet
Allocation (LDA) [3], it uses a conjugate Dirichlet prior distribu-
tion to model the topic distribution in documents. We extended two
variants of it to fit the scenario of discovering user and item topical
representations, by assuming different Dirichlet priors over differ-
ent users or items. The variant considering user-specific Dirichlet
prior is denoted as uLDA, and the other with item-specific Dirich-
let prior is named as iLDA. 2) Correlated Topic Model (CTM)
[1] employs a standard logistic-normal prior to capture pairwise
topic correlations. 3) Relational Topic Model (RTM) [4] mod-
els the connection between two documents with a binary random
variable conditioned on their textual contents. In our scenario, the
document connection is defined by whether these two review doc-
uments belong to the same user or being associated with the same
item. Therefore, RTM can be naturally extended to two variants,
the one modeling documents linked by the same user is denoted as
uRTM, and the other modeling documents linked by the same item
is denoted as iRTM. We also included two sub-models of TUIR as
baselines to evaluate the necessity of its user and item modeling
components. By disabling the update of user topic compositions
and setting it to an identity matrix, TUIR can only model items,
thus is denoted as iTUIR. Correspondingly, TUIR with disabled
update of item topic distribution is denoted as wTUIR. Note that
among the baselines, LDA and CTM consider neither user or item
factors; uLDA, uRTM and uTUIR only consider user factor; iLDA,
iRTM and iTUIR only consider item factor; only TUIR inherently
considers both user and item.

Movies Restaurants
2750 —— TUIR -f- iTUR uTUIR 1600 —— TUIR ==~ iTUR uTUIR
LDA — iLDA  —-- ulDA LDA  — iLDA  —|-- uLDA
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Figure 2: Comparison in perplexity on Movies and Restau-
rants.

4.2 Document Modeling

We first compare the predictive power of TUIR against baselines in
the document modeling task. We compared all the topic models by
their perplexity on the held-out test set to evaluate how likely the
model will generate the observed text content in the held-out set.
Formally, the perplexity for a set of unseen documents is calculated
as follows [3]:

2deD;es, l08P(Wg)

ZdeD,es, |d|

where the probability p(wy) is estimated from the test set given a
trained model. A better model on the document corpora will assign
a higher probability to the held-out test set, and thus gives a lower
perplexity score.

Figure 2 shows the mean and variance of perplexity for each
model from 5-fold cross validation. TUIR achieves consistently the
best predictive power on the hold-out dataset against all other topic
models. This clearly demonstrates the advantage of the unique
dependency structure imposed in TUIR, i.e., differentiating items’
intrinsic topical properties from users’ personal topic compositions,
for modeling the review document content. Next, we will zoom into
different sub-groups of hold-out datasets (i.e., reviews from seen
users/items v.s., unseen users/items) to better illustrate the value
of this imposed model structure in predicting unseen document
content. In addition, Figure 2 also shows that TUIR’s predictive
capability peaks with a medium number of topics. This is expected:
a smaller number of topics limits the model’s resolution in recog-
nizing the topical content, while a larger number of topics quickly
increases the model’s parameter size that calls for more training
data. Both cases result in poorer performance of TUIR in modeling
the user-generated text data.

To better understand the model’s advantages in modeling the
review data, we further segmented the held-out dataset into four
subsets, considering whether the associated user or the associated
item of a document in the held-out set appears in the training set,

perplexity(Diest) = exp (—

. Dggcll.d: Documents in which both the associated user and
item do not occur in the training set, and thus the parameters
for them are never learnt;

e DG4 Documents in which the associated item occur but
the associated user does not occurred in the training set;

. Dl.c"ld: Documents in which the associated user occur but

the associated item does not occurred in the training set;
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Figure 3: Perplexity results on Movies (Top) and Restaurants (Bottom) corpora in different subset of testing documents.

e DWar™: Documents in which both the associated user and
item occur in the training set, and thus the parameters for
them are already learnt.

Documents in Dggllid, DSl and Dl.c"ld would suffer from cold
start issue to different extends; which makes the accurate modeling
of users and items essential in these settings. The calculation of
perplexity is then performed in these four subsets respectively, and
the results are reported in Figure 3. The greatly improved perplexity
of TUIR on DW @™ compared with Dggclid indicates that the learnt
item-level topic distribution and user-level topic composition are
accurate and helpful for predicting future content from the known
users about these observed items. In the meanwhile, by comparing
the perplexity on Dl.c"ld and DG, we can observe that iTUIR
generally performs better than uTUIR. This suggests the necessity
of modeling individual items, since an item’s intrinsic property
is more distinctive for statistical learning and thus can largely
help predict the future review content about it. Combing user’s
topic composition with iTUIR, a.k.a., TUIR, will further improve its
generalization performance. Suffered from the cold start issue, the
baseline models achieved much worse performance, which implies
that the learnt TUIR model from known users and items serve as
effective priors to predict text content in unseen users and items.

In order to illustrate the generative process modeled in TUIR
where a review document is treated as a user’s detailed response
towards a given item, we estimate the TUIR model with 20 topics
on a subset of Movies with 242 users and 134 movies, where the
connection between users and items is denser. Figure 4 shows an
example of how users respond to items on this dataset. In the
meanwhile, we list the top words of representative topics learnt on
this dataset and also on Restaurants dataset in Table 1.

In Figure 4, we illustrate three users along with their partial topic
composition matrix P, and three movies with topic distribution
vector y. The edge denotes a review document, represented by the
learnt topic proportion vector 6. The topic indices in this graph
correspond to those in Table 1 (left). Darker color indicates a larger
value. We can find in the result that u; has stronger emphasis in
topic seven, thus the reviews of u; shift to the his/her topic interest.
Movie i3 is mostly featured by topic three, and thus user uy and
u3 comment on it with a larger coverage on this particular topic.
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Figure 4: A portion of user-item bipartite graph where user’s
personalized topic composition matrix P and item’s topic
mixture y are learned from Movies corpora. The edge be-
tween user and item represents corresponding review doc-
ument, which is denoted by the topic proportion 6. Topic is
denoted by T with index correspond to Table 1 (left).

This example reflects our intuition that user review content is a
response of user’s topic composition towards item’s topic mixture.

4.3 Applications of TUIR

This section focuses on demonstrating the utility of users’ topic
compositions and items’ topic-level aspects learnt by TUIR on two
important application scenarios, collaborative filtering and item
summarization.
e Collaborative Filtering. An essential question in Collaborative
Filtering (CF) is how to estimate the similarity between users and
items. Since TUIR simultaneously models users as topic compo-
sitions and items as topic mixtures, CF becomes an immediate
application for TUIR to represent users and items at a topic level.
The collaborative filtering task is performed on the Movies
dataset, where users review movies and provide star ratings from 1
to 5. We will first predict rating scores of a set of candidate movies
given by a user, and the recommendation to this user is made by the
ranking of predicted ratings. In our cross-validation, we obtained
topical representations of users and items only on the training data



Table 1: Top words of example topics learnt by TUIR on Movies (left) and Restaurants (right) with 20 topics.

Topic Top words

Topic Top words

bond, bournj, jame, daniel, royal, queen, casino

futur, termin, predat, cameron, robot, magician, avatar
anim, wall, robot, pixar, nemo, superhero

xmen, battl, hels, cure, monster, spartan

thriller, villag, daughter, shyamalan, night, suspens
pirat, depp, jack, johnni, sparrow, bloom, captain
bruc, wayn, knight, citi, gotham, bale

N NG W=

pork, ramen, rice, thai, chicken, dish, beef

pizza, sauc, pasta, italian, crust, slice, garlic, bread
cream, chocol, cake, ice-cream, flavor, sweet, cooki,pastri
tabl, time, manag, NUM-minut, wait, restaur, seat

club, drink, night, peopl, music, vega, crowd, danc

sushi, roll, tuna, fish, salmon, rice, sashimi, sauc

taco, mexican, chip, bean, burrito, tortilla
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Figure 5: Collaborative filtering results of MAP (left) and
NDCG (right) on Movies.

set. In TUIR, iTUIR and uTUIR, a user is modeled as the learnt topic
composition matrices Py, and an item is modeled as topic mixture
vectors y;. In uLDA, users are represented by user-specific Dirichlet
parameters. As in LDA, CTM and iLDA, no variables are specifically
designed for users, we aggregate reviews from a user and average
the posterior of document topic proportions as his/her user profile,
which is denoted as 8, for user u. In testing, the rating of item i
given by user u is predicted by the weighted average of observed
ratings given by other users, and TUIR calculates the weight by
the cosine similarity between document-level topic proportions,
formally defined as follows:

w((ii,u/, d;-iu) = cosine(édi’u, , softmax(P, y;))

where d i,u is the review document of this item given by other users
u’ in the training set, and this document can be represented by the
posterior topic proportion éi,ur learnt from topic models. d;i 4 18
the review document of this item given by a testing user u, and this
review is unobserved along with the rating to be predicted; we use
the inner product of the user’s topic composition and the item’s
topic proportion with softmax as a proxy to predict the topic pro-
portion in d;.i 4 We call this setting user-based content collaborative
filtering, since it estimates the content similarity across different
users. As for other baselines, the weight is calculated by:

w(tfi,u/,d;u) = cosine(éd[ o 0,)

where the topic proportion of unseen reviews is estimated by the
user’s topic mixture 0y, because this is the only information base-
lines can provide to predict the content of d} .

Given the weights, the candidate items to recommend is ranked
by the predicted rating, which is the weighted average of ratings
from observed user, and the ranking serves as our recommendation
priority to the user. We evaluate the recommendation performance

with Normalized Discounted Cumulative Gain (NDCG) and Mean
Average Precision (MAP), and report the results in Figure 5. TUIR,
together with iTUIR and uTUIR, outperformed others by 5% in
MAP and 2.5% in NDCG, which suggests that user and item should
be considered simultaneously, and purely using similarity between
users is not sufficient to get the whole picture. This result also cor-
responds with the item response theory: rating acting as a response
of user’s personal interest towards item’s intrinsic properties, it is
not unilaterally determined by user or item.

e Item Summarization. We evaluate TUIR on item summariza-
tion task using the Restaurants dataset, where each restaurant has
several official tags (short phrases) provided by Yelp to summarize
the attributes of it. Since each item is usually reviewed by many
users, one natural question is whether one can automatically sum-
marize reviews regarding this item and generate “word-of-mouth”
tags. This problem can be formulated as a ranking problem in infor-
mation retrieval (IR), where the union of official tags across items is
the ranking candidate pool, and the review set of a particular item
serves as a query. Therefore, the item summarization problem can
be rephrased as given an item with its reviews as query, finding
top-k most likely tags from tag set for this item.

Two ranking methods are introduced as baselines: 1) Unigram
Language Model (LM), which calculates the likelihood of item re-
views as the ranking score, given word probability learnt from each
tag; 2) Okapi BM25, which calculates the score based on Term Fre-
quency (TF) and Inverse Document Frequency (IDF). Correspond-
ingly, the likelihood of each tag given an item can be directly calcu-
lated by topic models: p(taglitem) = [1\yerag 2.2 p(W|2)p(zlitem),
where p(w|z) is the learnt topic-word distribution f, and p(z|item)
is the item’s posterior topic mixture y in TUIR, or aggregated aver-
age of topic mixture for reviews of this item 0; in CTM and LDA.
We also adopt the model interpolation method introduced in [29]
to combine BM25 with topic models, and name them with suffix
“+BM25”.

We rank tags with the ranking scores calculated by different
models, and compare the rank with official tag set. The results of
MAP and Mean Reciprocal Rank (MRR) are reported in Figure 6.
BM25 outperforms others in MAP, while TUIR gives the best first-
hit position evaluated by MRR. When combine BM25 with TUIR,
the best MAP is achieved while maintaining a competitive MRR
with TUIR. Large variance in CTM and LDA indicates the instability
of representing items using aggregated document-level topic since
it is heavily depended on single review document, which may inject
too much user’s personal bias. This result demonstrates the ability
of TUIR in modeling items with a compact topic mixture while
differentiating user’s personal topical bias.
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Figure 6: Item summarization results of MAP (left) and MRR
(right) on Restaurants.

5 CONCLUSIONS AND FUTURE WORK

We studied a new text mining problem in this paper, which aims at
differentiating a user’s subjective composition of topical content in
his/her review document from the entity’s intrinsic properties. We
developed a novel probabilistic topic modeling method motivated
by the item response theory to address the problem. Extensive
evaluations in document modeling, collaborative filtering and item
summarization demonstrate the predictive power of our model,
especially in new documents provided by existing users or items.
In our current model, we separately modeled users and items,
ignoring the relatedness within users and among items. For example,
similar users might share the same patterns in composing topics,
and related items might share similar topical proprieties. It would
be interesting to incorporate such relational information into our
model. In addition, our model can be further extended to incorporate
rating information for aspect-based sentiment analysis task.
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