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Abstract This work discusses four algorithms for the solution of linear discrete ill-
posed problems with several right-hand side vectors. These algorithms can be applied,
for instance, to multi-channel image restoration when the image degradation model
is described by a linear system of equations with multiple right-hand sides that are
contaminated by errors. Two of the algorithms are block generalizations of the stan-

Communicated by Lars Eldén.

The original version of this article was revised.

DX L. Reichel
reichel @math.kent.edu

A. H. Bentbib
a.bentbib@uca.ac.ma

M. El Guide
mohamed.elguide @umo6p.ma; mohamed.elguide @edu.uca.ac.ma

K. Jbilou
jbilou@univ-littoral.fr

E. Onunwor

eonunwor @starkstate.edu

Laboratoire de Mathématiques Appliquées et Informatique, Faculté des Sciences et
Techniques-Gueliz, Marrakesh, Morocco

2 Université Mohammed VI Polytechnique, FAB-LAB, UMG6P, Bengeurir, Morocco

3 Université du Littoral Céte d’Opale, LM.P.A, ULCO, 50 rue F. Buisson, BP699,
62228 Calais-Cedex, France

Department of Mathematical Sciences, Kent State University, Kent, OH 44242, USA

5 Department of Mathematics, Stark State College, 6200 Frank Ave. NW, North Canton, OH 44720,
USA

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10543-018-0706-0&domain=pdf

556 A. H. Bentbib et al.

dard Golub—Kahan bidiagonalization method with the block size equal to the number
of channels. One algorithm uses standard Golub—Kahan bidiagonalization without
restarts for all right-hand sides. These schemes are compared to standard Golub—Kahan
bidiagonalization applied to each right-hand side independently. Tikhonov regular-
ization is used to avoid severe error propagation. Numerical examples illustrate the
performance of these algorithms. Applications include the restoration of color images.

Keywords Golub—Kahan bidiagonalization - Block Golub—Kahan bidiagonalization -
Global Golub—Kahan bidiagonalization - Tikhonov regularization - Ill-posed problem -
Multiple right-hand sides - Color image restoration

Mathematics Subject Classification 6510 - 65F22

1 Introduction

This paper discusses the use of iterative methods based on standard or block
Golub—Kahan-type bidiagonlization, combined with Tikhonov regularization, to the
restoration of a multi-channel image from an available blur- and noise-contaminated
version. Applications include the restoration of color images whose RGB (red, green,
and blue) representation uses three channels; see [9,17]. The methods described also
can be applied to the solution of Fredholm integral equations of the first kind in two or
more space dimensions and to the restoration of hyper-spectral images. The latter kind
of images generalize color images in that they allow more than three “colors”; see, e.g.
[21]. For definiteness, we focus in this section on the restoration of k-channel images
that have been contaminated by blur and noise, and formulate this restoration task as
a linear system of equations with k right-hand side vectors, where each spectral band
corresponds to one channel. To simplify our notation, we assume the image to be rep-
resented by an array of n x n pixels in each one of the k channels, where 1 < k < n”.
Let b® e R? represent the available blur- and noise-contaminated image in channel
i,lete® e R" describe the noise in this channel, and let ) € R”” denote the desired
unknown blur- and noise-free image in channel i. The corresponding quantities for all
k channels b, %, e € R"’¥ are obtained by stacking the vectors b®, X @ of each
channel. For instance, b = [(b)T, ..., (6®)T]T. Here and throughout this paper,
the superscript 7 denotes transposition.
The degradation model is of the form

b=Hx+e (1.1
with blurring matrix
H = Ak QA€ ankxnzk
Here ® denotes the Kronecker product, the matrix A € R xn? represents within-

channel blurring, which is assumed to be the same in all channels, and the small
matrix A; € R¥*¥ models cross-channel blurring.
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Sometimes it is convenient to gather images for the different channels in “block
vectors.” Introduce the block vectors B = [V, ..., p®] € R”ZX", X =
D, ..., 70 ¢ R"ZX", and E = [eW, ..., e®] e Rk, Using properties of
the Kronecker product, the model (1.1) can be expressed as

B=oX)+E, (1.2)
where the linear operator <7 is defined by

o anxk N anxk
o (X) = AXA]. (1.3)

Its transpose is given by .77 (X) := AT X A;. The model (1.2) is said to have cross-
channel blurring when Ay # Ix; when Ay = I, there is no cross-channel blurring. In
the latter situation, the blurring is said to be within-channel only, and the deblurring
problem decouples into k independent deblurring problems. The degradation model
(1.1) then can be expressed in the form

B=AX+E. (1.4)

For notational simplicity, we denote in the following both the matrix A in (1.4) and
the linear operator . in (1.2) by A, and we write <7 (X) as AX.

The singular values of a blurring matrix or operator A typically “cluster” at the
origin, i.e., A has many singular values of different orders of magnitude close to zero.
It follows that the solution (if it exists) of the linear system of equations

AX = B (1.5)

is very sensitive to the error E in B. Linear systems of equations with a matrix of this
kind are commonly referred to as linear discrete ill-posed problems.

Let B denote the (unknown) noise-free block vector assoc1ated with B. The system
of equations AX = B is assumed to be consistent, and X stands for the solution of
minimal Frobenius norm of this system. The Frobenius norm of a matrix M is defined
by || M| = trace(MT M)'/2.

We would like to determine an accurate approximation of X given B and A. This
generally is a difficult computational task due to the error E in B and the presence of
tiny positive singular values of A. Tikhonov regularization reduces the sensitivity of
the solution of (1.5) to the error E in B by replacing (1.5) by a penalized least-squares
problem of the form

min {[[AX — Bl: +u X3} (1.6)
XGRH xk

where 1 > 0 is the regularization parameter. The normal equations associated with
this minimization problem are given by

(ATA+pu'DXx = ATB. (1.7)
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They have the unique solution
-1
X, = (ATA + pﬁll) ATB (1.8)

for any p > 0. The size of u determines how sensitive X, is to the error in B and how
close X, is to the desired solution X. We will comment on the use of ,ufl in (1.6)
instead of u below.

The computation of an accurate approximation X, of X requires that a suitable
value of the regularization parameter p be used. Several methods for determining
such a p-value have been suggested in the literature. These include so-called heuristic
methods that do not require knowledge of the size of the error E in B, such as the
L-curve criterion, generalized cross validation, and the quasi-optimality criterion; see,
e.g.[2,8,11,15,19,20,24] for discussions and illustrations. We will use the discrepancy
principle, discussed, e.g. in [6], to determine w in the computed examples reported in
Sect. 5. The discrepancy principle requires that a bound ¢ > 0 of || E| r be available
and prescribes that ;© > 0 be chosen so that the solution (1.8) of (1.6) satisfies

B —AXyullF = ne, (1.9)

where > 1is auser-specified constant independent of €. A zero-finder can be applied
to determine a p-value such that the associated Tikhonov solution (1.8) satisfies (1.9).
When the matrix A is of small to moderate size, the left-hand side of (1.9) easily
can be evaluated by using the singular value decomposition (SVD) of A. However,
computation of the SVD is impractical when the matrix A is large.

We will discuss how an approximate solution of (1.6) can be computed by first
evaluating a partial block Golub—Kahan bidiagonalization (BGKB) of A and then
solving (1.6) in a subspace so defined.

Alternatively, we may reduce A to a small bidiagonal matrix with the aid of global
Golub—Kahan bidiagonalization (GGKB), which also is a block method, and then
apply the connection between GGKB and Gauss-type quadrature rules to determine
upper and lower bounds for the left-hand side of (1.9). This allows the computation of
a suitable value of p in a simple manner. This approach has previously been applied
in [1]; the GGKB method was first described in [26]. The BGKB and GGKB block
methods are compared to the application of Golub—Kahan bidiagonalization (with
block size one) in two ways. One approach applies Golub—Kahan bidiagonalization
with initial vector (1) and generates a solution subspace that is large enough to solve
all systems of equations

Ax®D =pD =1,k (1.10)

with Tikhonov regularization. The other approach is to simply solve each one of the k
systems of equations (1.10) independently with Golub—Kahan bidiagonalization and
Tikhonov regularization, i.e., by using the algorithm described in [3] k times.

This paper is organized as follows. Section 2 describes the BGKB method and
discusses its application to the solution of (1.6). The determination of a regularization
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parameter such that the computed solution satisfies the discrepancy principle is also
described. Section 3 reviews the use of the GGKB method to reduce A. The connec-
tion between this reduction and Gauss-type quadrature rules is exploited to compute
bounds for the left-hand side of (1.9). The solution of (1.6) by applying Golub—Kahan
bidiagonalization (with block size one) determined by A and the initial vector 51 is
discussed in Sect. 4. Sufficiently many bidiagonalization steps are carried out so that
all systems (1.10) can be solved with solution subspaces determined by A and b1,
We also consider the solution of the k systems (1.10) independently by Golub—Kahan
bidiagonalization and Tikhonov regularization as described in [3]. Section 5 presents
a few numerical examples. Concluding remarks can be found in Sect. 6.

2 Solution by partial block Golub—Kahan bidiagonalization

Introduce for ;> 0 the function
¢() = |B — AX, |l .1
Substituting (1.8) into (2.1) and using the identity

I —AATA+u 'D7TAT = (uAAT + D! (2.2)

shows that (2.1) can be written as

b =t (BT £,(4AT)B) 23)
with
fu®) = (ut + 172,

The determination of a value of the regular parameter ;« > 0 such that (1.9) holds
generally requires the function ¢ to be evaluated for several pu-values. Each evalua-
tion of ¢ is very expensive for large-scale problems. We therefore approximate the
expression BTfH (AAT)B by a simpler one, which we determine with a few steps
of block Golub—Kahan bidiagonalization as follows. Introduce the QR factorization
B = PRy, where P; € Rk has orthonormal columns and R € Rkxk g upper
triangular. Then ¢ steps of the BGKB method applied to A with initial block vector
Py gives the decompositions

k k k k k k
where the matrices P(k) = [P1,..., P € anxék, Pe(i)l = [P1,..., Piy1] €
R X (E4+Dk , and Q(k) [Q1,...,0¢] € R" %€k have orthonormal columns, and
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éék) — e Rk(E+D)xke

Ry Ly
Ry

is lower block bidiagonal with lower triangular diagonal blocks L ; € R¥*K and upper
triangular blocks R; € R¥*K Moreover, C ék) is the leading k¢ x k¢ submatrix of
C_'ék) . In case A denotes the operator <7 defined by (1.3), the expressions A Q,(Zk) and
ATPZ(k) in the left-hand sides of (2.4) should be replaced by [<7(Q1), ..., & (Q¢)]
and [T (Py), ..., /T (Py)), respectively. When the block size is k = 1, the decom-
positions (2.4) simplify to the decompositions computed by the algorithm bidiag1 by
Paige and Saunders [23]. In particular, the decompositions (2.4) differ from the ones
described by Golub et al. [13], who compute an upper block bidiagonal matrix. In our
discussion, we will assume that £ is small enough so that the triangular matrices L ;,
j=1,...,¢,and R}, j =2,...,£+ 1, are nonsingular.

It follows from (2.4) that the range of the matrix P[(k) is the block Krylov subspace
K¢(AAT, B) = range[ Py, AAT P, (AAT)? Py, ..., (AAT) 1Py,
Similarly, the range of the matrix Qﬁk) is the block Krylov subspace
Ke(ATA, ATB) = range[AT P, ATAAT P, (AT A2 AT Py, ..., (AT A 1AT Py).
Multiplying the rightmost equation in (2.4) by A from the left yields
— T
AATP® = pM e .
Therefore,
pRT 44T ph) _ 0 BT
¢ ¢ =% Lo
T
This suggests that £, (AAT) may be approximated by evaluating fu(C ék) C ék) ), which
is much easier to compute than fM(AAT) when A is large. Let E; denotes the block
vector of appropriate dimensions with blocks of size k x k, with the first block equal

to I and all other blocks equal to 0. It follows from results by Golub and Meurant
[14] on the symmetric block Lanczos algorithm that the expression

T
G, fu = RTET f, (clf")c,g") ) EIR, 2.5)

can be interpreted as an f-block Gauss quadrature rule for the approximation of
BT f,(AAT)B, ie.,

G f =BT f(AAT)B  Vf e Py,

@ Springer



Solution methods for linear discrete ill-posed problems... 561

where P>, denotes the set of all polynomials of degree at most 2¢ — 1; see also [7]
for related discussions. We therefore approximate (2.3) by

Pe(p) = (e fr) (2.6)
and let the regularization parameter be the solution of
o) = n’e”. @7

The following result shows that ¢, (u) is decreasing and convex. This makes it con-
venient to compute the solution w, of (2.7) by Newton’s method; see below.

Proposition 2.1 The functions ¢ () and ¢¢ (1), defined by (2.3) and (2.6) for u > 0,
respectively, satisfy

¢'(w) <0,  ¢"(W=>0, ¢p(w) <0, ¢/ >0.
Proof The derivative of ¢ (1) is given by
¢'(w) = —2te(B" (nAA" + ) AAT B).
It follows from (wAAT + I)"'A = A(WAT A + I)~! that
¢'() = —2u(B"A(uAT A+ A" B).

Substituting the spectral factorization ATA = SAST, STS = I, into the above

expression and letting W = [wy, ..., wi] = ST AT B yields
k
¢'(w) = =2uW (uA+ D)7 W) =-23 wl(uA+ D w; <0.
j=1

Thus, ¢ (w) is a decreasing function of w. Turning to the second derivative, we have
¢ () = 6tr(BTAAT (WAAT + 1)™*AAT B),
and can proceed similarly as above to show that ¢ (1) > 0.

The derivative of ¢¢(u) is given by
k 0T ~(k -3 ()7
oy = w(RTET P (uc® ¢ + =3¢ ERry), (2.8)
T T
where we again use the identity (MC,gk)Cék) + I)_lCék) = Cék) (MCék) Cék) +0n~ N
The stated properties of ¢; (1) and ¢;'(1) can be shown by substituting the spectral

T
factorization of C ék) C ék) into (2.8). m|
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Since ¢¢ (1) is decreasing and convex, Newton’s method converges monotonically
and quadratically to the solution w, of (2.7) for any initial approximate solution
Winit < Me. This makes it easy to implement the Newton method. For instance, we
may use [inir = 0 when ¢, and its derivative are suitably defined at u = 0; see [3] for
a detailed discussion of the case when the block size is one.

We note that the function © — ¢¢(1/u), which corresponds to the regularization
term p|| X ||% in (1.6), is not guaranteed to be convex. Therefore, Newton’s method has
to be safeguarded when applied to the solution of ¢¢(1/1) = ¢2. This is the reason
for considering Tikhonov regularization of the form (1.6).

Proposition 2.2 Let P 4y denote the orthogonal projector onto the null space
N (M) of the matrix M. Then

9O =u(B'B),  lim ¢ =uw(B P yar)B),

— T . _ T T
90(0) = w(B"B).  lim ¢e(u) = (R E] Py g, g1, E1RY).

Proof The value at zero and limit of ¢ follow from (2.3). The expression (2.5) and the
definition of the upper triangular matrix R; in the QR factorization B = P R; yield

T
90 =t (RTE] fo (V") EiRy) = w(R] R) = (B B).

The result for ¢ (1) as u — oo follows similarly as for ¢. O

Let the regularization parameter py be computed by Newton’s method. We then
determine the corresponding approximate solution by projecting the normal equations
(1.7) with u = u, onto a smaller space determined by the decompositions (2.4). We
seek to determine an approximate solution of the form

X, =00V, Y, e RFK (2.9)
by solving the normal equations (1.7) with u = g by a Galerkin method,
@ AT A+ 1 DY, = (0) AT B, (2.10)
which simplifies to
- T - - T
€ C® +u'ny,, =CP ER,. 2.11)

We compute the solution Yy , by solving a least-squares problem for which (2.11) are

the normal equations
_ 2
c [E | Rl}
—1/2 Y - 0
my 1

F

min
YERH xke

(2.12)

Our reason for computing the solution of (2.12) instead of (2.11) is that solving the
least-squares problem is less sensitive to errors for small values of 1y > 0.
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Proposition 2.3 Let (o solve (2.7), and let Y,, solve (2.10). Then the associated
approximate solution X, = Q,(ék) Yy, of (1.6) satisfies

— (k) =(k T
IAX,, — B|% =1 (RlTEleM(Cé o )E1R1> . 2.13)
Proof Using the expression of Xy, and applying (2.4) shows that

k
AX,, - B=40"Y, —B

® &k
= P£+1CK YW — P1R;

® (&0
=, (CPY, - EiRy).

where we recall that B = P} R;. It follows from (2.11) that
6 Ak k =) (AT Ak i\ AT
P, (60, - E1ri) = P [(cp(cy e 4 u') e _1) ER]

The identity (2.2) with A replaced by C\*’ now yields (2.13). o

Algorithm 1 The BGKB-Tikhonov method.
Input: A, B, k,e,n > 1.
1. Compute the QR factorization B = P Rj.
2.For ¢ =1,2,...until |[AX,, — BllF <ne
(a) Determine Q" and P{*), and block bidiagonal matrix C{" by BGKB.
(b) Update the value ¢ by solving (2.7) with Newton’s method.
3. Determine Y;,, by solving (2.12) and then X, by (2.9).

3 The GGKB method and Gauss-type quadrature

We discuss the application of the GGKB method to the computation of an approximate

solution of (1.6) and review how the method can be used to compute inexpensive upper

and lower bounds for the discrepancy (1.9). These bounds help us to determine the

regularization parameter. This approach of solving (1.6) and determining bounds for

the discrepancy has recently been described in [1], where further details can be found.
Introduce the inner product

(F,G)=w(FTG), F,GeR"*
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564 A. H. Bentbib et al.

We have | F|r = (F, F)'/2. Application of £ steps of the GGKB method to A with
initial block vector B determines the lower bidiagonal matrix

o1
02

Co = c RUHDxL
O¢—1 Pe—1
o¢  pe
O¢+1 |

as well as the matrices

UR = (U1, Usy o U] e RZXEDE Ly 0 — 1y iy, Ly e R

with orthonormal block columns U;, V; € R”ZX", where U; = sijBands; > Ois a
scaling factor. Thus,

1 Q=]

(Ui, Uj) = Vi, Vj) = {0 P

We assume that £ is small enough so that all nontrivial entries of the matrix C; are
positive. This is the generic situation. Denote the leading £ x ¢ submatrix of C; by
Cy. The matrices determined satisfy

AV, Vo, Ve = UR (Ce® ), 3.1
AT[ULL U, .. U = VP (el ® ). (3.2)

When A is the operator & defined by (1.3), one should replace A[Vy, V2, ..., V¢]

and AT[U,, Ua, ..., U¢] on the left-hand sides of (3.1) and (3.2) by the expressions

[ (V)), o (Va), ..., (Vo) and [T (Uy), ZT(Uy), ..., T (Uyp)], respectively.
The functions (of )

Gy fu = | Bllgel (WCeCL + 1) ey,
Roi1 fu = |Blgel (WCiCL + Iii1) e

can be interpreted as Gauss-type quadrature rules for the approximation of the expres-
sion ¢ (w) defined by (2.3). The remainder formulas for these quadrature rules yield
the bounds

Gofu < d(W) < Rot1 fus (3.3)

see [1] for details.
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We determine a suitable value of u and an associated approximate solution of (1.6)
as follows. For £ > 2, we seek to solve the nonlinear equation

Gy fu = & (3.4)
for © > 0 by Newton’s method. If the solution w, of (3.4) satisfies
Rt fue < 0%, (3.5)
then it follows from (3.3) that there is a solution X, of (1.6) such that
€= |B—AXylF <ne.

If either (3.4) does not have a solution or (3.5) does not hold, then we increase £.
Generally, it suffices to choose £ quite small.

Assume that (3.4) and (3.5) hold for u = . We then compute the approximate
solution

Xt = Vg(k)(y;u ® Ir) 3.6)
of (1.6), where y,,, solves
(C[Co+u; Iy =diCler,  di=|BllF. 3.7

The vector y,,, is computed by solving a least-squares problem for which (3.7) are the
associated normal equations. The following result shows an important property of the
approximate solution (3.6). We include a proof for completeness.

Proposition 3.1 Let ju; solve (3.4) and let y,, solve (3.7). Then the associated approx-
imate solution (3.6) of (1.6) satisfies

IAX up0 = BllE = Rett fiue-
Proof The representation (3.6) and (3.1) show that
AXe=UP (o1 Ly =u® (C I
ne,l = g+1( ¢ ® L) (Yp, ® Ir) = (g_;,_]( Y, @ Ik).

Using the above expression gives

k k p=
IAX,i.e — Bl = U, (die1 ® 1) — UY, (Coyp, © 1011%
= |l(die1 ® Ix) — (Ceyp, ® D%
= ||dier — Coyu, I3,
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566 A. H. Bentbib et al.

where we recall that d; = || B| . We now express y,,, with the aid of (3.7), and apply
the identity (2.2) with A replaced by Cy, to obtain

IAX e — BlI% = d?lley — Co(CICo+ 1) ' CLer %
= diel (1eCoCL + Ip11)%e
= %Z—Hfue'

]

The following algorithm outlines the main steps for computing (¢ and X, ¢ that
satisfy (1.9).

Algorithm 2 The GGKB-Tikhonov method.
Input: A, B, k,e,n > 1.
1. Let Uy := B/||B||F.
2.For £ =1,2,...untl ||[AX,, — BllF <ne
(a) Determine U lfi)l and Vg(k), and the bidiagonal matrices Cy and C, with GGKB algorithm.
(b) Determine 1y that satisfies (3.4) with Newton’s method.
3. Determine y,, by solving a least-quares problem for which (3.7) are the associated normal equations
and then compute X, ¢ by (3.6).

4 Golub-Kahan bidiagonalization for problems with multiple
right-hand sides

We may consider (1.5) as k linear discrete ill-posed problems that have the same
matrix A and different right-hand side vectors bV, ..., b®; cf. (1.10). The solu-
tion of linear systems of equations with multiple right-hand sides that might not be
known simultaneously and a matrix that stems from the discretization of a well-posed
problem has received considerable attention in the literature; see e.g., [4,5,18,22,25]
and references therein. However, the solution of linear discrete ill-posed problems
with multiple right-hand sides that might not be available simultaneously has not. The
method described in this section is based on the analysis and numerical experience
reported in [12], where it is shown that it often suffices to apply only a few steps of
(standard) Golub—Kahan bidiagonalization (GKB) to a matrix A of a linear discrete
ill-posed problem to gain valuable information of subspaces spanned by the right and
left singular vectors of A associated with the dominant singular values.
Consider the first system of (1.10),

AxD = pM, 4.1
where the right-hand side is the sum of an unknown error-free vector D and an

error-vector ¢(), Thus, bV = b + M A bound leM] < &M is assumed to be
known. Let 1) denote the first column of the matrix X in (1.4). We seek to compute
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Solution methods for linear discrete ill-posed problems... 567

an approximation of X(I) by using (standard) partial Golub—Kahan bidiagonalization
(GKB) of A with initial vector b(1.

To explain some properties of the bidiagonalization computed, we introduce the
SVD of A,

A=wxzT, 4.2)

2 2 .
where W, Z € R" *"" are orthogonal matrices and

. 2.2
E:dlag[ol,az,...,onz] e R,

01>02>:->0,>0p4]1=:=0, =0.
Here r isthe rank of A. Let 1 < s < r and let Z; and W; consist of the first s columns
of Z and W, respectively. Moreover, X denotes the leading s x s principal submatrix
of X. This gives the best rank-s approximation

As = Wv ESZST

of A in the spectral and Frobenius norms.

The computation of the full SVD (4.2) is too expensive for large-scale problems
without a particular structure to be practical. The computation of a partial GKB is
much cheaper. Application of £ steps of GKB yields the decompositions

AV = UG, ATU = Vi CY, (4.3)

where the matrices Vy = [v1, v2, ..., v¢] € R"**€ and Upy1 = [ur, uz, ..., upq1] €
R X+ haye orthonormal columns, and Uy consists of the first £ columns of Uy .
Further, C; € R“*+D* is lower bidiagonal and Cy is the leading £ x ¢ submatrix
of Cy. We apply reorthogonalization of the columns of Uy, and V; to secure their
numerical orthogonality. It is shown in [12] that for sufficiently many steps ¢, the
spaces range(Uy41) and range(Vy) contain to high accuracy the subspaces range(Wy)
and range(Z;), respectively, for s > 1 fixed and not too large. Computed examples
in [12] indicate that it often suffices to choose £ < 3s. Moreover, the columns of
the noise-free right-hand side matrix B, generally, can be approximated quite well
by only the first few columns of the matrix W in the SVD (4.2) of A. This follows
from the discrete Picard condition [15]. These columns, in turn, typically can be
approximated fairly accurately by the first few columns of the matrix Uy in the
partial Golub—Kahan bidiagonalization (4.3). It is therefore unlikely that many steps
of this bidiagonalization process have to be carried out in order to be able to compute
useful approximations of the columns of the desired solution matrix X.
Consider the Tikhonov regularization problem

xerange(Vy)

min_ {[[Ax — bV |3 4 pllx|3) = min (ICey — UL 6 V15 + 1liyll3), (4.4)
ye
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568 A. H. Bentbib et al.

where x = V,y. We determine the regularization parameter i > 0 so that the computed
solution y,, satisfies the discrepancy principle

ICeyu — UL bP N2 = ne®, (4.5)

If no such p-value exists, then we increase £ by one and try to solve (4.5) with £
replaced by £+ 1 in (4.4) and (4.5). The small least-squares problem on the right-hand
side of (4.4) is solved as described in [3]. We remark that the vector U, ZT +1b(1) can be
simplified to e [|bV||>. The solution Yy of (4.4) determines the approximate solution
x = Vyy, of (4.1).

We turn to the problem

Ax? =p® (4.6)

and compute an approximate solution by solving (4.4) with the vector b1 replaced
by b®. The vector U KT+1 b has to be explicitly computed. Therefore it is important
that the columns of the matrix Uy are numerically orthonormal. If no ;# > 0 can be
determined so that (4.5) can be satisfied with 51 replaced by b®, then we carry out
one more step of Golub—Kahan bidiagonalization (4.3); otherwise, we compute the
solution y,, of (4.4) with the available decomposition.

Let 1 be such that the discrepancy principle holds. Then we obtain the approximate
solution x2) = Vyy, of (4.6). We proceed in the same manner to solve Ax®) =
pD fori = 3,4,..., k. We will compare this algorithm and Algorithms 1 and 2

Algorithm 3 The GKB-Tikhonov method.

Input: A, &, b<1), »@ b(k>, 5(1), @ a(k), n>1.
1. Letup := 6D /D )5.
2. Compute AV, = U(+1C:g, ATy, = VgCZT
3.Fori=1,2,...,k B )
(a) Compute min {|Cpy, — UL 16013 + wllyul3)
yueRE
(b) 1 [Ceyu — U
i 0:=0+1
ii. Return to step (a).
(¢) Compute xﬁf) = Viyu

by > e®

to the following “trivial” method that is based on solving each one of the linear
discrete ill-posed problems (1.10) independently with the aid of (standard) Golub—
Kahan bidiagonalization. Thus, we apply Algorithm 2 with block size one to each one
of the k linear discrete ill-posed problems (1.10) independently. We refer to this scheme
as Algorithm 4. We expect it to require the most matrix-vector product evaluations of
the methods in our comparison because we compute a new partial standard Golub—
Kahan bidiagonalization for each one of the vectors b, j =1,..., k.Moreover, this
method does not benefit from the fact that on many modern computers the evaluation
of matrix-block-vector products with a large matrix A does not require much more
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time than the evaluation of a matrix-vector product with a single vector for small block
sizes; see e.g., [10] for discussions on this and related issues.

Algorithm 4 “Trivial” method.

Input:A, k, b p@ L pR) D @ k) n>1.
1.Fori=1,2,...,k
(@) Letuy := b0 /60|,
(b) Compute Golub—Kahan bidiagonalization AV, = UgHé 0, ATU[ =V,C ET
(¢) Compute min {|Cpyu — UL 1613 + pllyul3}
yueRE
@ 1f | Coyy = UL 5 Dly > 5e®
iLl=0+1
ii. Return to step (b).

(e) Compute x,(f) = Viyu

5 Numerical results

This section provides some numerical results that illustrate the performance of Algo-
rithms 1-4 when applied to the solution of linear discrete ill-posed problems with the
same matrix and different right-hand sides. The first example applies these algorithms
to the solution of a linear discrete ill-posed problem with several right-hand sides
defined by matrices that stem from Regularization Tools by Hansen [16]; the remain-
ing examples discuss applications to image restoration. We consider the restoration of
RGB images that have been contaminated by within-channel and cross-channel blur
and noise, as well as the restoration of a sequence of images from a video. All com-
putations were carried out using the MATLAB environment on an Intel(R) Core(TM)
15-4590 CPU computer with 8 GB of RAM. The computations were done with approx-
imately 15 decimal digits of relative accuracy.

5.1 Example 1

We would like to solve linear discrete ill-posed problems (1.10) with the matrix A €
R7°X70” determined by the function phillips in Regularization Tools [16]. The matrix
is a discretization of a Fredholm integral equation of the first kind that describes a
convolution on the interval —6 < ¢ < 6. The function phillips also determines the
error-free data vector 5 € R7%° and the associated error-free solution ¥V ¢ R7%.
The other error-free data vectors b € R702, i = 2,...,k, are obtained by setting
O = p-D 4 y/2fori =2,...,k, where y is a vector obtained by discretizing a
function of the form %cos(%) + }‘ at equidistant points on the interval —6 < ¢t < 6.
The error-free right-hand sides are obtained from b = AXD for i = 2,..., k. A
noise vector e € R7% with normally distributed random entries with zero mean
is added to each data vector b') to obtain the error-contaminated data vectors b,
i =1,...,k, in (1.10). The error-vectors e are scaled to correspond to a specified
noise level. This is simulated by
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Table 1 Results for the phillips test problem

Noise level Method MVP Relative error CPU-time (s)

10-3 Algorithm 1 100 1.46 x 1072 0.30
Algorithm 2 200 131 x 1072 0.43
Algorithm 3 16 228 x 1072 0.31
Algorithm 4 162 1.43 x 1072 2.08

1072 Algorithm 1 80 254 x 1072 0.24
Algorithm 2 120 2.61 x 1072 0.30
Algorithm 3 10 252 x 1072 0.19
Algorithm 4 140 2.60 x 1072 1.32

eV =30, e,

where 3 is the noise level and the vectors 2 € R7% have normally distributed random
entries with mean zero and variance one.

When the data vectors 5@, i = 1,...,k, are available sequentially, the linear
discrete ill-posed problems (1.10) can be solved one by one by Algorithms 3 or 4.
If the data vectors are available simultaneously, then Algorithms 1 and 2 also can be
used to solve (1.10). The latter algorithms require that the noise level for each discrete
ill-posed problem (1.10) is about the same. This is a reasonable assumption for many
applications.

Table 1 compares the number of matrix-vector product evaluations and the CPU
time required by Algorithms 1-4 for k = 10 and noise-contaminated data vectors
b corresponding to the noise levels 8 = 1072 and § = 1073, In all examples of
this section, the regularization parameter is determined with the aid of the discrepancy
principle withn = 1.1; cf. (1.9). The displayed relative error in the computed solutions
is the maximum error for each one of the k problems (1.10). The number of matrix-
vector products (MVP) shown is the number of matrix-vector product evaluations
with A and AT with a single vector. Thus, each iteration step of Algorithms 1 and 2
adds 2k matrix-vector product evaluations to the count. The number of matrix-vector
product evaluations does not give an accurate idea of the computing time required.
We therefore also present timings for the algorithms.

Table 1 shows Algorithm 3 to require the fewest matrix-vector product evaluations
and to give approximate solutions of comparable or higher quality than the other algo-
rithms. Algorithms 2 and 4 require about the same number of matrix-vector product
evaluations, but the former algorithm demands less CPU time because it implements
a block method.

5.2 Example 2

This example illustrates the performance of Algorithms 1-4 when applied to the
restoration of a 3-channel RGB color image that has been contaminated by blur and
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noise. The corrupted image is stored in a block vector B with three columns (one for

each channel) The desired (and assumed unavailable) image is stored in the block

vector . X with three columns. The blur-contaminated, but noise-free image associated

Wlth X, is stored in the block vector B. The block vector E represents the noise in B,
e., B := B + E. We define the noise level

_IElF
1BllF

To determine the effectiveness of our solution methods, we evaluate the relative error

X — Xy, llr

Relative error = —
1 XI|IF

where X, denotes the computed restoration.

We consider within-channel blurring. Hence, the matrix A3 in (1.3) is the 3 x 3
identity matrix, and the matrix A in (1.3), which describes the blurring within each
channel, models Gaussian blur and is determined by the Gaussian PSF,

1 x2 4+ y2
ho(x,y) = —exp (— 5 ) :

Thus, A is a symmetric block Toeplitz matrix with Toeplitz blocks. It is generated
with the MATLAB function blur from [16]. This function has two parameters, the
half-bandwidth of the Toeplitz blocks, r, and the variance, o, of the Gaussian PSF.
Weleto =4andr = 6.

The original (unknown) RGB image X e is the papav256 image
from MATLAB. It is shown on the left-hand side of Fig. 1. The associated blurred
and noisy image B = AX + E is shown on the right-hand side of the figure. The
noise level is v = 1073, Given the contaminated image B, we would like to recover

R256><256><3

Fig. 1 Example 2: Original image (left), blurred and noisy image (right)
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Table 2 Results for Example 2

Noise level Method MVP Relative error CPU-time (s)

10-3 Algorithm 1 492 6.93 x 1072 3.86
Algorithm 2 558 6.85 x 1072 3.95
Algorithm 3 112 2.64 x 107! 1.66
Algorithm 4 632 1.29 x 107! 6.55

1072 Algorithm 1 144 9.50 x 1072 1.13
Algorithm 2 156 9.44 x 1072 1.12
Algorithm 3 20 2.91 x 107! 0.32
Algorithm 4 112 1.58 x 107! 1.10

Fig. 2 Example 2: Restored image by Algorithm 1 (left), and restored image by Algorithm 2 (right)

an approximation of the original image X. Table 2 compares the number of matrix-
vector product evaluations, the computing time, and the relative errors in the computed
restorations.

The restoration obtained with Algorithm 1 for the noise level v = 1073 is shown
on the left-hand side of Fig. 2. The discrepancy principle is satisfied when £ = 82
steps of the BGKB method have been carried out. This corresponds to 3 x 2 x 82
matrix-vector product evaluations.

The restoration determined by Algorithm 2 is shown on the right-hand side of
Fig. 2. The GGKB method requires ¢ = 93 steps to satisfy the discrepancy principle.
Algorithm 3 is the fastest, but yields restorations of lower quality than the other
algorithms for this example.

5.3 Example 3

The previous example illustrates the restoration of an image that has been contaminated
by noise and within-channel blur, but not by cross-channel blur. This example shows
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Fig. 3 Example 3: Cross-channel blurred and noisy image (left), restored image by Algorithm 2 (right)

the restoration of an image that has been contaminated by noise, within-channel blur,
and cross-channel blur. We use the same within-channel blur as in Example 2. The
cross-channel blur is defined by the cross-channel blur matrix

0.7 02 0.1
A3=1025 05 0.25
0.15 0.1 0.75

from [17]. The blurred and noisy image is represented by B = AX A3T + E, where the
noise level is v = 1073, It is shown on the left-hand side of Fig. 3. We restore this image
with Algorithms 1-4. The quality of the restored images obtained with Algorithm 1,
2, and 4 is about the same, while the restoration determined by Algorithm 3 is of poor
quality. The best attainable restoration is shown on the right-hand side of Fig. 3. Table
3 compares the algorithms for this example.

5.4 Example 4

We evaluate the effectiveness of Algorithms 1-4 when applied to the restoration of
a video defined by a sequence of black and white images. Video restoration is the

Table 3 Results for Example 3

Noise level Method MVP Relative error CPU-time (s)

10~3 Algorithm 1 354 7.56 x 1072 2.74
Algorithm 2 702 6.97 x 1072 4.99
Algorithm 3 112 2.64 x 1071 1.63
Algorithm 4 556 1.35 x 107! 5.77
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Fig. 4 Frame no. 3: Original frame (left), blurred and noisy frame (right)

Table 4 Results for Example 4

Noise level Method MVP Relative error CPU-time (s)

1073 Algorithm 1 1152 5.76 x 1072 8.72
Algorithm 2 1188 5.66 x 1072 6.23
Algorithm 3 130 1.19 x 107! 1.69
Algorithm 4 1190 5.67 x 1072 10.79

1072 Algorithm 1 264 9.48 x 1072 1.65
Algorithm 2 228 9.53 x 1072 121
Algorithm 3 34 1.40 x 107! 0.44
Algorithm 4 250 9.48 x 1072 2.22

problem of restoring a sequence of k images (frames). Each frame is represented
by a matrix of n x n pixels. In the present example, we are interested in restoring
6 consecutive frames of a contaminated video. We consider the xylophone video
from MATLAB. The video clip is in MP4 format with each frame having 240 x 240
pixels. The (unknown) blur- and noise-free frames are stored in the block vector
X € R240°%6_These frames are blurred by a blurring matrix A of the same kind and
with the same parameters as in Example 2. Figure 4 shows the exact (original) frame
and the contaminated version, which is to be restored. Blurred and noisy frames are
generated by B = AX + E, where the matrix E represents white Gaussian noise of
levels v = 1073 or v = 1072. Table 4 displays the performance of the algorithms.
Algorithms 1 and 2 are seen to yields fairly accurate restorations, with the latter
algorithm requiring the least CPU time. Figure 5 shows restorations of frame 3 obtained
with two of the algorithms for noise level v = 1073.
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Fig. 5 Frame no. 3: Restored frame by Algorithm 1 (left), and restored frame by Algorithm 2 (right)

6 Conclusion

This paper discusses four approaches to the solution of linear discrete ill-posed prob-
lems with multiple right-hand sides. Algorithm 4 is clearly the least attractive of the
algorithms considered. Algorithm 3 is the fastest for all examples, but determines
approximate solutions of worse quality than Algorithms 1 and 2 for all image restora-
tion examples. The accuracy achieved by Algorithm 3 depends on how well-suited the
Krylov subspace generated by the matrix A and the first right-hand side bV is to rep-
resent the desired solutions associated with the other right-hand sides ), ..., b®.
Algorithms 1 and 2 are attractive compromises between high accucary and speed.
Their relative speed depends on the computer architecture.
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