
5842 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 66, NO. 12, DECEMBER 2018

Microwave Imaging Using Noise Signals
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Abstract— A new method of active incoherent microwave
imaging is presented that uses noise signals and spatial fre-
quency sampling. Building on interferometric spatial frequency
sampling arrays developed in radio astronomy, active incoherent
microwave imaging utilizes the transmission of noise signals to
implement the first active imaging method that samples in the
spatial frequency domain. In comparison to passive microwave
imaging systems, active incoherent imaging requires receivers
with far less sensitivity, and thus less overall cost. We present
the theory behind the imaging technique and show experimental
results from a 5.85-GHz system imaging in one and two dimen-
sions. For 1-D images, the transmitter consisted of two noise
generators, while the receive array was a synthesized linear array
with elements placed in 1λincrements with the widest spacing
of 15λ. For 2-D images, the transmitter consisted of three noise
generators, while the receive array was a synthesized T-array
with elements placed in 0.5λincrements. We demonstrate the
reconstruction of 1-D and 2-D scenes consisting of spherical
reflecting targets, using only 25 MHz of signal bandwidth and
10µs of integration time, both of which are an order of
magnitude less than passive microwave and millimeter-wave
imaging systems.

Index Terms— Interferometric imaging, microwave imaging,
millimeter-wave imaging, noise radar, radar imaging.

I. INTRODUCTION

IMAGING systems in the microwave and millimeter-waveregions of the electromagnetic spectrum have gained signif-
icant interest in recent years fora wide range of applications,
including contraband detection, security imaging, and medical
imaging, among others. Favorable propagation characteristics
in terrestrial environments, such as negligible attenuation when
propagating through fog, smoke, dust, and other obscurants,
as well as through clothing, baggage materials, and many
wall materials, have been a major impetus for developing
imagers and sensors in the 3–300-GHz range [1]–[3]. Further-
more, microwave and millimeter-wave technology is becom-
ing increasingly more efficient and cost-effective, making
the implementation and use of such imaging systems robust
and affordable. Because of these reasons, imaging in the
microwave and millimeter-wave frequencies is an emerging
area, which holds significant potential for gaining new knowl-
edge and developing new technologies. The field of microwave
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imaging is broad and active, and thus there exist many different
technical approaches that have been developed in recent years.
An exhaustive list is beyond the scope of this paper; in the
following, we provide an overview of the major imaging
methods that have been developed, followed by a discussion of
the novel aspects that differentiates the work in this paper. The
focus here is on microwave imaging approaches that provide
images in the two angular domains (similar to an optical
camera). Other forms of microwave imaging exist, notably
tomographic imagers, such as synthetic aperture radar [4],
inverse synthetic aperture radar [5], and medical tomographic
imaging systems [6]; these methods obtain images across the
range dimension and one angular dimension and are not
considered here.
Scanning microwave imagers, where a narrow beam is
scanned over a volume using either a mechanically gimbaled
antenna such as a reflector antenna or a phased array, which
electronically scans the beam, are among the most commonly
implemented microwave imagers due to their relative
simplicity of operation and concept [7], [8]. Multielement
imaging systems come with a higher cost and system
complexity than single-element ones and usually demand
calibration for focusing the beam of phased arrays. However,
their superior performance, faster operation, and resistance
to failures outweighs their drawbacks. Ultrawideband
scanning radars can be combined with quasi-optical
components [9]–[12] for good resolution at millimeter-wave
and submillimeter-wave bands. These systems can provide
3-D image reconstruction; however, they are generally
complex and costly due to the very wide bandwidths required
for fine range resolution. Scanning imagers furthermore can
suffer from long image formation times and image shearing
due to the need to physically scan a small beam over time.
Staring-type microwave imagers, such as focal plane
arrays [13], and more recently introduced compressive
imagers form images without the need for beam scanning;
however, these approaches generally require quasi-optical
apertures, such as lenses or reflector antennas, which
lead to large and bulky systems. Computational imag-
ing approaches, such as compressive imaging, also require
dynamic masks, typically implemented on the largest aperture
element, and furthermore necessitate high computational loads
due to the complex image formation algorithms [14], [15].
Microwave and millimeter-wave holography techniques have
been implemented [16]; however, these systems require long
data acquisition time to produce high-resolution images along
with multielement arrays and wide bandwidth.
Most of the above forms of microwave imaging require
a large aperture that is fully or mostly filled, which for
fine-resolution beams can result in large occupied areas and
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high cost. This requirement has recently led to interest in
sparse array imagers, which sample the scene information in
the spatial frequency domain rather than the spatial domain.
Originally developed in radio astronomy, spatial frequency
sampling imagers utilize sparse arrays [17], resulting in a
significant reduction in the number of elements and aperture
size and weight compared to other imaging techniques. Such
imagers have been developed primarily for security imaging
purposes due to the fact that the spatial frequency sampling
image reconstruction method necessitates that the incident
electromagnetic fields be spatially and temporally uncorre-
lated. Intrinsic thermal radiation generated by the human
body (as well as the radiation from celestial bodies) satisfies
this condition, and furthermore, human radiation is generally
sufficiently greater than that of environmental objects to enable
the detection of the shapes of objects hidden beneath a person’s
clothing, for example. Spatialfrequency imagers operate very
similarly to a simple CCD digital camera [18] or a focal
plane array, in that no beam scanning or moving parts are
necessary [19], although the image formation process requires
cross correlations in signal processing. Furthermore, images
degrade gracefully with element failures, since no one pixel
corresponds to a single receiver; therefore, such imagers are a
robust technology, which is resistant to failures, increasing the
usable lifetime of the proposed millimeter-wave imagers [20].
A major drawback of passive spatial frequency imagers is

that thermal radiation measured by such systems is exceed-
ingly small at microwave and millimeter-wave frequencies
(often on the order of femtowatts), necessitating receivers with
extremely high sensitivity, which can only be achieved with
systems that simultaneously have high gain, low noise, and
wide bandwidth. Such receiversnot only result in significant
costs but are also challenging to appropriately calibrate; even
small gain variations due to temperature variations in the
amplifiers can cause considerable signal degradation. There-
fore, it would be beneficial to use active transmitters in order
to improve the signal-to-noise ratio and decrease the necessary
sensitivity of the receivers; however, transmission of radar
signals results in an appreciable amount of correlation on the
scene in both space and time, thereby rendering the image
reconstruction process invalid. The resulting effect from such
signals is a significant amount of constructive and destructive
interference from many reflecting points, effectively washing
out the image information. As such, spatial frequency sam-
pling generally cannot be implemented with current coher-
ent or incoherent active approaches.
In this paper, we present a novel approach to microwave

imaging that combines spatial frequency sampling with
noise transmission similar to that used in noise radar
techniques [21], [22]. By appropriately transmitting noise sig-
nals from multiple transmitters, the resulting radiation at the
scene is sufficiently spatiotemporally incoherent that spatial
frequency image reconstruction methods can be employed.
The result is that active imaging approaches, which do not
need the high-sensitivity, high-cost receivers of passive sys-
tems, can be implemented with a sparse aperture, significantly
reducing the aperture size compared to other active microwave
imaging approaches. The active incoherent microwave imaging

technique presented in this paperdiffers from other microwave
imaging methods described above in a few significant ways,
summarized by the following.
1) It is simultaneouslyactive(signal transmission is used
to achieve high SNR) andstaring(no beamsteer-
ing or beamforming is required), yielding snapshot-
like images with no electrical or mechanical scanning.
In comparison, other active imaging methods generally
necessitate the formation of a narrow beam, with a
quasi-optical system or a phased array, which must then
be physically scanned over time.

2) It utilizes an aperture that is bothplanarandsparse,
resulting in an easily implemented form factor with min-
imal antenna elements. Other staring imaging methods,
such as focal plane arrays and compressive imagers, rely
on filled, quasi-optical apertures, which are more bulky
and extend volumetrically in three dimensions.

3) It is the firstactivespatial frequency imager; all other
spatial frequency imagers have been passive, necessi-
tating costly, high sensitivity receivers. The presented
technique, in contrast, achieves sufficient sensitivity with
receivers using relatively low gain and bandwidth, which
can be implemented with much lower cost.

It should be noted that the presented imaging method is
incoherent in two senses of the term: the transmitted signal
is noiselike and incoherent across time and space, and the
receiver does not coherently detect the transmitted signal.
Previously, we demonstrated a 4.95-GHz 1-D active inco-

herent imager [23]. In this paper, we describe in detail the
theory behind the imaging method and demonstrate 1-D and
2-D experimental imagery using a 5.85-GHz imaging system.
The 2-D system consists of three noise transmitters and an
inverted T-shaped receiving array, with a 93% reduction in
aperture area compared to a filled array. We demonstrate the
technique by reconstructing simple reflecting scenes consisting
of metal spheres.

II. SPATIALFREQUENCYSAMPLING

A 2-D scene can be represented by the superposition
of an infinite series of spatial sinusoidally varying signals
of different spatial frequencies. Spatial frequency sampling
imagers measure the information in a scene by capturing
the electromagnetic information associated with specific spa-
tial frequencies. In a spatial frequency sampling array, each
antenna pair corresponds to a specific spatial frequency, and
by correlating the received signals between the antennas in a
pair, a sample of the spatial frequency information is obtained.
For a given antenna pair in the array observing a single
point radiating source as shown in Fig. 1, the received signals
can be given by [24]

V1(t)=cos(2πft)+n1(t) (1)

V2(t)=cos[2πf(t−τg)]+n2(t) (2)

wherefis the carrier frequency,θis the angle that the baseline
forms with the point source,τg=(D/c)sinθis the geometric
time delay, which is the time difference the plane wavefront
faces in reaching the two elements spacedDapart,cis the
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Fig. 1. Correlation interferometerobserving a radiating point source.

speed the wavefront propagates, andniis the noise generated
by theith element. The two voltages are then multiplied
and integrated. Because the signal voltage is uncorrelated
from the noise components, and the noise components are
uncorrelated with one another, the noise components will
average to zero as integration time increases; this integration
can be accomplished in hardware with a low-pass filter. The
response of the correlation interferometer at the output of a
low-pass filter can be given by

r(θ )= V1V2 = cos(2πft)cos[2πf(t−τg)]. (3)

The low-pass filter will cut off the high carrier frequency,
resulting in

r(θ )=
1

2
cos

2π

λ
Dsinθ (4)

where λ = c/fis the corresponding wavelength. Thus,
the output of the correlator is a sinusoidal response relative
to sinθ. The result is a spatial receiving pattern that includes
a number of grating lobes, depending on the length of the
baseline, which defines a specific spatial frequency, whose
units are cycles per radian. The information represented by (4)
is thus the scene information in a single spatial frequency.

A. Visibility Sampling

If the antenna pair is observing a distributed source whose
spatially distributed intensity isI(γ ), whereγ = sinθ,
the output of the antenna pair can be shown to be [24], [25]

r(θ )=
kAe

2λ2
V(u) (5)

wherekis Boltzmann’s constant,Aeis the mean effective area
of the antennas,u=Dλ=D/λis the spatial frequency, which
is equal to the baseline between the two antenna elements
normalized to the wavelength of the center frequency, and

V(u)=
∞

−∞
I(γ )K(γ )ej2πuγdγ (6)

is thevisibilityof the scene, which resides in the spatial
frequency domain. In the above,K(γ )is the system beam
pattern, which is the product of the antenna pattern and the

Fig. 2. 2-D antenna array observing a radiating source.

bandwidth pattern, the latter of which results from the finite
bandwidth of the receiver. Provided that the reconstructed
intensity (the scene intensity modified by the system beam
pattern)Tr(γ )=I(γ )K(γ )is spatiotemporally uncorrelated,
and when the field of view is centered on broadside and is
narrow (γ2 1), it follows from the Van Cittert-Zernike
theorem [26], [27] that the reconstructed intensity and the
visibility are related through a Fourier transform by:

Ir(γ )=
∞

−∞
V(u)e−j2πuγdγ. (7)

If the intensity is spatiotemporally uncorrelated, the mutual
coherence function of a distant incoherent source is equal to
its complex visibility, and the above equation holds. Therefore,
with a sufficient number of visibility samples taken at different
baselines, the scene intensity, modified by the system beam
pattern, can be reconstructed.
In some radio astronomy applications, the visibility can be
sampled continuously as a function of the normalized baseline,
as indicated by the integral of (6), by moving an antenna
continuously or by tracking a celestial object as the earth
rotates, thereby continuously altering the projected baseline.
However, in situations where the image must be constructed
quickly, such antenna movement is impractical, and a discrete
set of baselines is implemented, which sample the visibility
at a discrete set of spatial frequencies. This discrete sampling
can be represented in the above formulation through the use
of a sampling function

S(u)=

N

n

δ(u−un) (8)

whereNis the number of baselines, or spatial frequencies,
represented in the array. The reconstructed scene intensity is
then given by

Ir(γ )=

N

n

V(un)e
−j2πunγ. (9)

The above extends directly to 2-D spatial frequency
sampling and image reconstruction. The 2-D visibility is
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given by

V(u,v)=
∞

−∞
I(α, β)K(α, β)ej2π(uα+vβ)dαdβ (10)

whereα=sinθcosφandβ=sinθsinφare the direction
cosines relative touandv, as shown from the angles in Fig. 2.
The 2-D reconstructed scene is then given by

Ir(α, β)=

N

n

M

m

V(un,vm)e
−j2π(unα+vmβ). (11)

Prior work in spatial frequency sampling imaging has taken
place with passive systems, because a necessary requirement
for the image formation process is that the signal emanating
from the scene is temporally and spatially incoherent. The
thermally generated electromagnetic energy emitted from an
object is spatially and temporally incoherent, and by com-
puting the correlation integrals between each element pair,
a sample of the source visibility is obtained. However, this
is not true for active systems. For an active spatial frequency
sampling system, it is necessary to transmit a signal that
is temporally incoherent within the sampling interval and
spatially incoherent within the resolution of the receiving
array. For that purpose, we use independent noise generators
as the transmission sources, which have random amplitude and
phase noise.
Another assumption for the Van Cittert-Zernike theorem

to work is that the distance between the source and the
antenna array is larger than the far-field distance. In order
to meet the far-field requirement, a central frequency in the
microwave or millimeter-wave region is necessary for the
distance between the scene and the antenna array to be easily
larger than the far-field distance, and for the spacings between
the array elements to be physically small. Also, because
the array’s resolution is dependent on its larger electrical
dimension, higher frequencies are desirable in order to achieve
a smaller and more compact imaging system with a better
resolution [28]–[30]. In Section III, we analyze the statistical
properties of the spatiotemporal transmit signal to ensure that
the incoherence criterion is met.

B. Spatial-Domain Interpretation

It is instructive to consider the spatial frequency imaging
process in the spatial domain as well. In the above-mentioned
formulation, we describe the process in the spatial frequency
domain: the visibility, being the Fourier transform of the
scene intensity, resides in the spatial frequency domain and
the sampled visibility is the product of the sampling function
and the visibility. These also reside in the spatial frequency
domain, and thus the last inverse Fourier transform (IFT) step
converts the information back to the spatial domain. We can
also look at the process in terms of the scene intensity, and
the spatial-domain response of the sampling function, which
is the point-spread function (PSF) of the array, where

PSF(α, β)=IFT{S(u,v)}. (12)

The PSF represents a synthesized beam in the spatial domain
and is defined by the baselines included in the array. The out-
put of the imaging process, the reconstructed image, is the

convolution of the scene intensity and the PSF

Ir(α, β)=PSF(α, β)∗I(α, β) (13)

where∗indicates convolution. From this formulation, it can
be seen that the reconstructed image will be modified by
the shape of the PSF. The ideal PSF is a delta function,
i.e.,PSF(α, β)= δ(α, β); however, in practice, it will
consist of a main beam and a number of sidelobes of varying
amplitudes.

III. TRANSMITSIGNALANALYSIS FORACTIVEIMAGING

The use of the Van Cittert-Zernike theorem in spatial
frequency imaging is based partly on the assumption that
the signals received from the array elements are spatially
incoherent. In the case where spatial coherence is present, for
instance, if a single active transmitter emits a monochromatic
signal, the Fourier inversion of the sampled visibility results
in a series of cross terms that represent spatial constructive
and destructive interference resulting from coherent signals
reflecting off the various scattering centers in the scene. Even
in cases with only a few scatterers, this can significantly
degrade the image reconstruction process. It is, therefore,
important for our active imaging technique that the signals
are spatially and temporally incoherent.
To determine the spatiotemporal properties of the transmit-
ted signals, we consider the case of a 1-D scene spanning
θ∈(−(π/2), (π/2)). The spatiotemporal transmit pattern of
an array withLelements is given by

A(θ,t)=

L

l=1

[ej[ωt+φl(t)]+wl(t)]e
−jkdlsinθ (14)

wherewl(t)is random amplitude noise andφl(t)is random
phase noise. The random noise is necessary in order to
achieve spatial and temporal incoherence. The factorejωtis
the sinusoidal input of each element representing the center
frequency of the transmitted signals, and thee−jkdlsinθfactor
represents the additional time delay the wavefront faces in
order to reach elementl.
The spatiotemporal scene is proportional to the reflected
radiation from the scenesr(θ )and can be calculated from

sst(θ,t)=A(θ,t)sr(θ ). (15)

The received radiation of thelth element of the array can be
expressed as a sum of the spatiotemporal scene over angle by

r(l,t)=

π
2

−π2

sst(θ,t)e
−jkdlsinθdθ. (16)

To adhere to the assumptions of the Van Cittert-Zernike
theorem, the spatiotemporal scene must be sufficiently noise-
like. Fig. 3 shows the spatiotemporal transmit pattern of
a 31-element array with 1λspacing. From Fig. 3, the sig-
nal in both space (horizontal axis) and time (vertical axis)
appears to be noiselike; however, to analyze this property more
concretely, we calculate the autocorrelation of the transmitted
waveform, which is shown in Fig. 4. The autocorrelation
displays a strong peak at (0, 0) with much lower amplitude
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Fig. 3. Transmitted noise signal (normalized to 0 dBm) in the spatial domain
(horizontal axis) and the temporal domain (vertical axis). The uncorrelated
nature of the signal in both space and time is evident; however, the auto-
correlation of the signal provides a moreconcrete metric for spatiotemporal
incoherence.

Fig. 4. 2-D autocorrelation of the spatiotemporal transmit pattern displays a
strong response at (0,0) with lower response elsewhere, demonstrating that the
signal is sufficiently uncorrelated in both time and space, thereby indicating
the feasibility of its use for active spatial frequency sampling. The amplitude
is normalized, and hence, the vertical axis is in normalized units (N.U.).

elsewhere, indicating that the transmitted signal is sufficiently
uncorrelated in the spatiotemporal domain. The slightly raised
area in the spatial domain (along theθ-axis) indicates that
the signal is more correlated in the spatial domain than the
temporal domain. This results from the transmit array having
a comparatively wider bandwidth in the temporal domain than
the spatial domain. While resulting in greater spatial correla-
tion, this is not a problem for the imaging process as long as
the receiving array does not have a wider spatial bandwidth
than the transmitter. Another way of interpreting this is in
regard to the resolution of the arrays: wider spatial bandwidth
results in finer spatial resolution; therefore, as long as the
transmitter has finer spatial resolution than the receiver, any
spatial correlation will fall within a resolution bin in the recon-
structed image, effectively enforcing the spatial incoherence

Fig. 5. Simulation of a 1-D dual-targetreconstruction with two point objects
of different reflectivities. The amplitude is normalized, and hence the vertical
axis is in normalized units (N.U.).

requirement. In other words, using two transmitters spaced
at an equal or greater separation than the widest element
separation in the receiving array will ensure that the spatial
variation of the transmitted signal is smaller than the resolution
of the receiving array, and thus that the received signal is
spatially incoherent, thereby satisfying the Van Cittert–Zernike
theorem.
To reconstruct the image, the outputs of each antenna
pair are then correlated, yielding a sample of the visibility,
the basic quantity measured by interferometric imaging sys-
tems. Because a certain spatial frequency may correspond to
more than one antenna pair, the redundant ones can be omitted.
The IFT of the reconstructed visibility is the reconstructed
scene in the spatial domain. Fig. 5 shows a simulation of a
reconstructed scene using a 31-element 4.95-GHz array view-
ing a scene with two reflecting targets of different amplitudes
atθ=±0.03 rad and amplitude ratio of 5 to 1. The sampling
frequency was twice the carrier frequency, and 3000 samples
were used for the correlation.

IV. EXPERIMENTALSETUP ANDIMAGINGRESULTS

Verification measurements of the active interferometric
imaging method were carried out in a semienclosed antenna
range, using metal spheres for targets. Two experiments were
conducted: one implementing a linear array generating 1-D
images and one implementing a 2-D array generating 2-D
images. The overall measurement system is shown in Fig. 6
and consists of separate transmit and receive subsystems, each
consisting of several antenna elements. The transmit signals
were generated using a Keysight M8190 arbitrary waveform
generator (AWG), which is capable of generating signals
through the X-band with 14-bit resolution. The output power
of the AWG was−9 dBm. The amplifiers each had a gain of
9 dB and a 1-dB compression point of 19 dBm. The transmit
antennas were 20-dBi standard gain horn antennas. For the
linear array, two transmit antennas were used, while for the
2-D array, three transmitters were used. The antennas were
placed on a 7.3-m-diameter arch range, as shown in Fig. 7.
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Fig. 6. Block diagram of the experimental imaging system. For the 1-D
system, the third transmitter was not used. The distanceDwas changing in
order to synthesize the 1-D or 2-D receiver array.

Fig. 7. Wide-angle image of the experimental setup for 1-D imaging. The
transmit antennas are shown on either side of the image and the receive
antennas are located on the rack. The two reflecting spheres that served as
targets are seen in the antenna range near the top of the image.

The receiving array was synthesized using two receiving
elements, which were placed pairwise in the appropriate loca-
tions to generate the desired sampling function. Synthesizing
the array with a pair of sequentially moved antennas removed
the need to calibrate a set of antenna elements, simplifying
the proof-of-concept experiments. Since the signals are spa-
tiotemporally incoherent and the information is sampled on a
pairwise basis, synthesizing the array in this manner is valid.
This synthesis approach was common in radio astronomical
observations [31]. The receiving antennas were 10-dBi stan-
dard gain horn antennas placed on a metal rack with movable
fixtures. Each received signal was input to a quadrature
downconverting mixer (Analog Devices ADL5380). Because
this system does not include filters, the mixers represent the
band-limiting devices in the system. The bandwidth of the
received signals was at least 390 MHz as specified by the
passband of the mixers; however, without filters, some signals
outside this band were present, in particular leakage from
the mixer introduced spurious signals. Undersampling and
digital low-pass filtering were used to mitigate these spurs.
The received signals were captured using an oscilloscope and

Fig. 8. 1-D reconstructed experimental scenes from an array with 1λspacing
between the elements, showing the control measurement (no target), a single
reflecting target, and two reflecting targets.

Fig. 9. Diagram of (a) element locations, (b) sampling function, and
(c) normalized PSF of the 1-D linear array.

processed off line using MATLAB. Each signal was filtered to
remove dc bias, and the output from each antenna location was
cross correlated with every other antenna location, excepting
redundant antenna baselines.

A. 1-D Imaging System and Experimental Measurements

Initial proof-of-concept measurements were conducted
using a linear array. The transmitted noise waveforms were
centered at 4.95 GHz with the characteristics of broadband
white noise. The two transmitters produce a sufficient noiselike
spatiotemporal transmit pattern similar to the one from the
array in Fig. 3. The receiving array was synthesized by moving
the placement of one of the receiver elements over a space
of 15λ, synthesizing an array filled at the antenna spacings
of 1λ. The resulting array had a sparsity of 50% compared
to a traditional filled array with(1/2)λelement spacing.
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It should be noted that the minimum spacing measurement
that took place was at 2.5λbecause of the dimensions of the
horn antennas used as receivers; however, above this spacing,
the antennas were moved in increments of 1λ. The responses,
after downconverted, were captured using a 4-channel oscil-
loscope, sampled at 50 MSa/s for 10 240 samples.
Three experiments were conducted: one control test with
no target present, one with a single reflecting target, and one
with two reflecting targets. The reconstructed 1-D scenes are
shown in Fig. 8. The larger response comes from a sphere
with the radius of 18 cm, while the smaller response comes
from a sphere with a radius of 8 cm, located in the top of
Fig. 7. The two spherical targets were located at an angle
of±0.02 rad, as shown in Fig. 7. It is clearly seen that the
control scene produces no appreciable signal response, while
the reconstructed scenes for a single and double target show
one and two responses, respectively. While the target responses
are clear, an increase in the noise floor is apparent outside of
the target responses. This increase in noise results from the
convolution of the PSF with the target scene. In comparison
to the ideal simulations of Fig. 5, the noise outside of the
signal responses is increased, which we attribute to additional
system noise and measurement imperfections. The array layout
is shown in Fig. 9, as well as the sampling function and the
resulting PSF of the linear array. Sidelobes, although relatively
low, are present in the PSF, and the presence of sidelobes
contributed to signal energy outside of the target locations.
This effect can be easily interpreted in the context of the image
reconstruction consisting of the convolution of the PSF and the
scene intensity.

B. 2-D Imaging System and Experimental Measurements

The interferometric imaging process extends directly to two
dimensions, and similar to the 1-D case, the spatial frequency
sampling process can be accomplished by sequentially moving
the receiving antennas to the appropriate locations in a 2-D
array. We simulated the 2-D response of a scene consisting
of two point reflectors of different amplitudes, representing
the two spheres in the measurement, using a 2-D array in
the shape of an inverted T, as shown in Fig. 10. The gaps
in the array locations were chosen to match those in the
measurement system, where the smallest baselines were not
achievable due to the physical size of the horn antennas.
The result of losing the narrowest baselines in the array
is a reduction in the low spatial frequency content in the
image, which accounts for characteristics such as intensity
in spatially broad areas. Edges and shapes are, however, still
reconstructed well without such low spatial frequency content.
For this simulation, the sampling function was calculated from
the locations of the elements, and the reconstructed scene
was calculated by multiplying the Fourier transform of the
simulated scene and the sampling function. This simulation
was parameterized as a function of spacings in terms of
wavelength and simulated the spatial frequency sampling of
the 2-D array. The Fourier transform of the output generates
the simulated image, as shown in Fig. 11, where the two point
targets, located at an azimuth angle of±0.05 rad, are visible

Fig. 10. Element locations for the 2-D imaging setup. Two antennas were
used and moved sequentially until all antenna pairs were represented in the
measurement, in(λ/2)increments. For spatial frequency sampling, far fewer
elements are necessary than in a traditional filled array. The smallest baselines
were not achievable due to the physical size of horn antennas.

Fig. 11. Simulated 2-D dual-target reconstruction from a T-array. The ringing
seen in the vertical and horizontal directions is due to the sidelobes in the
PSF, which is convolved with the scene. The amplitude is normalized, and
hence the color bar axis is in normalized units (N.U.).

at the center of the image. The stronger response comes from
a spherical target with twice the radius of the smaller one. The
sidelobe structures in the vertical and horizontal directions are
again due to the sidelobes in the PSF.
For the 2-D experiment, the transmitted noise signals were
centered at a carrier frequency of 5.85 GHz. Two spheres were
placed in the center of the same 7.3-m-diameter antenna range,
seen in Fig. 12. Three 20-dBi standard gain horn antennas
were used for the transmitters in order to produce a sufficient
noiselike transmit pattern in both the azimuth and elevation
planes. It is necessary for the transmit signals to provide
spatial incoherence in both dimensions, thereby requiring three
antennas.
The Keysight M8190 AWG was again used to produce the
noise signals; however, becauseonly two independent outputs
are available on the M8190, one of the outputs was split
into two using a wideband splitter to generate two noise
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TABLE I

COMPARISON OFBANDWIDTH ANDINTEGRATIONTIMEBETWEENPASSIVEIMAGING ANDACTIVEINCOHERENTMICROWAVEIMAGING

Fig. 12. Two reflecting spherical targets used as the 2-D scene.

Fig. 13. Configuration for the 2-D experimental measurements with three
noise transmitters and two receivers. The transmitter locations were not
moved, while the receiving antennas were sequentially moved to the locations
in an inverted-T array.

signals. One output of the splitter was connected to one
transmitter, while the other output was connected to the second
transmitter through a 7.6-m cable (see Fig. 6). This additional
delay ensured that the transmitted signals were temporally
uncorrelated when the signals were incident on the scene.
In practice, separate noise transmitters would be preferable.
An additional 9-dB gain amplifier with a 1-dB compression
point of 19 dBm was used to overcome the losses from the
splitter and the 7.6-m cable.
The synthesized array was an inverse T-array with elements

placed in the locations indicated in Fig. 10 using the rack
in Fig. 13 and the two receiver antennas. By moving the
one in the horizontal and the other in the vertical direction,

Fig. 14. Reconstructed 2-D image from a T-array with 0.5λminimum spacing
between the elements in grayscale format. The amplitude is normalized, and
hence the colorbar axis is in normalized units (N.U.).

the T-array was synthesized with a maximum spacing of 15λ
in the horizontal axis and 8λin the vertical axis, and a
minimum spacing of 0.5λ. The two received signals were
amplified with 20-dB low-noise amplifiers, downconverted
using the same quadrature mixers as in the 1-D imaging setup,
and then captured using the 20-GHz MSOX92004A oscillo-
scope in the high-resolution mode. The captured files were
processed off line using MATLAB, where they were low-pass
filtered to a bandwidth of 25 MHz, dc bias was removed, and
cross correlation was applied to each antenna pair, ignoring
the redundant baselines. The integration time was 10µs.
Both the bandwidth and the integration time are significantly
lower than what is typically used in passive microwave and
millimeter-wave imagers, where wide bandwidth and long
integration times are required to overcome the minimal signal-
to-noise ratio resulting from the very low radiated thermal
electromagnetic signals. Table I presents a comparison of these
parameters for the proposed system and some well-known
and recent passive imagers from the literature, showing that
the proposed system obtains 2-D images with an order of
magnitude reduction in both bandwidth and integration time.
Fig. 14 shows the reconstructed 2-D image of the two

reflecting spheres. The two spheres were located at an azimuth
angle of±0.05 rad; the stronger response comes from the
sphere shown in the left-hand side of Fig. 12, which has a
radius of 18 cm, while the weaker response comes from the
sphere on the right with the radius of 12 cm. After the IFT was
applied to the sampled visibility, a Gaussian smoothing filter
was applied. The responses from the two spheres are clearly
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evident, along with some minor signal energy outside of the
target responses, which is again due to the sidelobe structure in
the PSF. The strong match between the measured 2-D images
compared to the simulated image of Fig. 11 demonstrates the
feasibility of the active interferometric imaging method.

V. CONCLUSION

A novel active microwave imaging method has been
demonstrated using noise transmitters and a spatial frequency
sampling array. Measurements of simple 1-D and 2-D scenes
were taken to demonstrate the ability to use an active sys-
tem combined with spatial frequency sampling to generate
microwave images. While measurements were conducted at
carrier frequencies below 6 GHz, the experimental results
show potential for a range of promising applications, including
contraband detection, search and rescue operations, security
sensing, medical imaging, and others.
Measurements in the presented system were conducted by

synthesizing a larger array using a set of antennas sequentially
moved in space. Because the signals received by the array
were spatially and temporally incoherent, this approach is
valid. In practical antenna arrays, there may arise issues
with mutual coupling, which are not represented in this
paper. However, we note that the synthesized array for the
presented technique is sparse with a significantly smaller
number of adjacent elements than a traditional filled array,
and thus the impact of mutual coupling is likely to be small.
Future implementations using simultaneous receiving array
measurements may enable fast imaging capabilities. Since the
received signal power can be influenced using the transmitters,
the imaging time can potentially be reduced compared with
passive imagers, where sensitivity increases require additional
integration time or bandwidth.
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