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Abstract—Most digital electronic circuits utilize a timing ref-
erence to synchronize the progression of signals and enable
sequential memory elements. These designs may not be realizable
in biological substrates due to the lack of a reliable high frequency
clock signal. Asynchronous designs eliminate the need for a
clock with data encodings and request/acknowledge handshake
protocols. This paper proposes a workflow to automate the design
of asynchronous genetic circuits. This workflow extends genetic
design tools by leveraging asynchronous logic design methods
customized for this technology. This workflow is demonstrated
on a genetic sensor that uses filtering and cellular communication
to improve its reliability.

Index Terms—Asynchronous design, genetic circuits, genetic
design automation, standards, synthetic biology, verification

I. INTRODUCTION

Synthetic biology researchers are exploring the potential of
programming cells to perform useful functions. In particular,
they are designing genetic circuits to produce useful biochem-
ical and pharmaceutical products [1], [2], [3], [4], [5], [6],
[7], [8], [9], [10], [11], [12], [13], [14], to help cure genetic
diseases and create therapeutic bacterial agents [15], [16], [17],
[18], [19], [20], [21], [22], [23], [24], [25], [26], [27], and to
produce plants that can sense and adapt to a wider range of
environments [28], [29], [30], [31], [32], [33], [34].

Such circuits are often created from biological components
that mimic the behavior of Boolean logic gates. Most genetic
circuits that have been built are combinational circuits (i.e.
the input signals map directly to the output signal). Sequential
circuits, on the other hand, have internal state allowing them
to map a sequence of input signals to a sequence of output
signals. While several genetic memory circuits have been
created [35], [36], [37], [38], [39], general methodologies for
genetic sequential circuit design have not been developed.

In a sequential circuit, the internal state can be updated us-
ing either synchronous or asynchronous timing. Synchronous
designs use a global clock signal to produce a fixed time
schedule for updating the state. Asynchronous designs, on the
other hand, determine when to update their state using data
encodings and request/acknowledge handshaking protocols.
Given the difficulties to create a precise timing reference using
biological components and the fact that most biological sys-
tems are responsive immediately to changes in environmental
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conditions, it seems likely that synthetic genetic circuits should
follow the asynchronous design paradigm.

Nature also makes uses of asynchronous timing. One such
example of an asynchronous sequential circuit that occurs in
nature is the filtering system utilized by the venus flytrap
(Dionaea muscipula). It shows different behaviors depending
on how often prey touches trigger hairs within a period of time
(the circuit is asynchronous as the time element is simply due
to molecular decay). At least two trigger events are required
to close the trap, and at least three to start producing digestion
enzymes [40]. It has been suggested that the memory of
the system works by increasing cytosolic calcium levels in
a quantized manner correlating with the number of triggers
that have been seen [41]. Thus, here the calcium levels are
proposed to act as state memory in an asynchronous sequential
network.

In order to design complex asynchronous genetic circuits, an
automated workflow is required. This workflow begins with a
specification and yields a collection of genetic logic and mem-
ory gates to produce the desired function. While genetic design
automation (GDA) tools exist for the design and technology
mapping of combinational circuits, such as Cello [42] and
iBioSim [43], [44], there are not currently any GDA tools that
support sequential genetic circuits. The only biological design
automation tool that we are aware of that targets sequential
circuits is the one developed in [45]. Rather than genetic
circuits, this work targets chemical reaction networks (CRN),
which potentially can be mapped to DNA strand displacement
circuits [46] that compute using the structural rather than the
functional properties of DNA. In particular, these circuits are
composed of bi-molecular reaction motifs that are capable of
modeling asynchronous logic circuits.

This paper describes a new automated workflow for the
design of asynchronous sequential genetic circuits. This work-
flow builds upon existing tools for asynchronous logic design,
namely ATACS [47], and links them to genetic technology
mapping tools, namely Cello and iBioSim. A key feature is
a new compiler that can translate to/from Verilog to other
standard formats required by the design tools. This workflow
is demonstrated on a genetic sensor that uses filtering and
cellular communication to improve its reliability.

This paper is organized as follows. Section II provides a
brief review of asynchronous circuits, genetic circuits, data
standards, and existing GDA tools. Section III presents our
proposed workflow for asynchronous genetic circuit design.
Section IV describes a genetic sensor case study. Finally,
Section V presents our conclusions and future work.
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module sync_sensor(Clock, Sensor, Actuator);
input Clock, Sensor;
output reg Actuator;
initial begin

Actuator = 1'b0;
end
always @(posedge Clock) begin

Actuator = Sensor;
end

endmodule
(a)

module async_sensor(Start, Sensor, Actuator);
input wire Start, Sensor;
output reg Actuator;
initial begin

Actuator = 1'b0;
end
always begin

wait (Start == 1'b1 && Sensor == 1'b1);
#5 Actuator = 1'b1;
wait (Sensor == 1'b0);
#5 Actuator = 1'b0;

end
endmodule

(b)

Fig. 1. Verilog examples for a simple sensor. (a) Synchronous sensor that
samples the Sensor input on each positive edge of the Clock signal. (b)
Asynchronous sensor that activates the Actuator after receiving both the Start
and Sensor input signals and resets immediately when Sensor goes low.

II. BACKGROUND

This section provides some brief background on asyn-
chronous circuits, genetic circuits, data standards utilized by
our workflow, and existing GDA tools.

A. Asynchronous Circuits

Sequential circuits can be designed synchronously or asyn-
chronously. Synchronous circuits operate on a global timing
reference, called a clock. The internal states of the system are
updated based on a fixed-time schedule. A synchronous design
of a sensor can be described using the Verilog language as
shown in Figure 1(a). This circuit samples the Sensor input
when the clock signal transitions from LOW to HIGH. The
key requirement for synchronous design to operate correctly is
that the period of this clock signal must be long enough that
sufficient time is provided for the logic to respond to each
input change and come to a new stable value before the clock
signal changes again. Otherwise, there are synchronization
problems and the circuit fails to operate correctly.

Glitches on synchronous circuits are not a major concern
as long as the signal is stable before or after the clock
signal is sampled to produce a valid result. However, because
synchronous circuits rely on this global clock, the clock rate is
determined based on the critical path (i.e., longest path from
inputs to an output). As a result, synchronous circuits must
operate at worst-case timing to ensure correctness.

An alternative means of sequential circuit design uses the
asynchronous timing paradigm. In asynchronous design, the
timing of state changes is handled using data encoding and
request/acknowledge handshake protocols. A simple protocol
is the four-phase handshaking protocol. In this protocol, a
request signal starts the operation when it goes from a low to

a high value. When the operation is complete, an acknowledge
signal confirms this by going from a low to a high value. The
protocol then resets to prepare for the next operation by setting
the request signal low followed by the acknowledge signal
going low. Using a similar protocol, a simple asynchronous
sensor is described using the Verilog language in Figure 1(b).
This circuit waits for the Start and Sensor inputs to go high
(i.e., a request), then it sets the Actuator output to high (i.e.,
an acknowledgement). Finally, the Sensor signal going low
immediately results in the Actuator going low. The advantage
of this asynchronous timing paradigm is that no fixed timing
reference must be generated, and the circuit is free to respond
to changes in the Sensor signal that occur at anytime, without
risk of a synchronization problem.

B. Genetic Circuits

In biology, information is generally stored in DNA (deoxyri-
bonucleic acid). The central dogma of biology is that DNA
is used to create RNA (ribonucleic acid) through a process
called transcription. The RNA is in turn used to create proteins
though a process called translation. Some of the proteins
created, called transcription factors, can regulate (i.e., activate
or repress) further protein production. The sequence which is
directly used to create a protein is called the coding sequence
(CDS). Not all of a genetic sequence is directly used in the
creation of proteins. For example, there are sequence regions
called promoters where transcription is initiated and which
include binding sites for transcription factors allowing them
to regulate the speed of transcription. Ribosome binding sites
are sequences where ribosomes can bind to the RNA to initiate
translation. Finally, there are terminators, which are regions of
the DNA that indicate where transcription should stop.

As an example, consider the genetic toggle switch circuit
shown in Figure 2(a), which was one of the two seminal
synthetic biology circuits designs published in 2000 [35] (the
other was the repressilator [48]). The genetic toggle switch
shown in this example is composed of two transcriptional
units; one that produces LacI and another that produces TetR
and GFP (green fluorescent protein). The GFP protein serves
as an output reporter to indicate when the TetR protein is
produced. The output of each of these transcriptional units
represses the production of the other transcriptional unit. TetR
is a protein that can bind to pTet, inhibiting the production of
LacI. Similarly, LacI can bind to the promoter pLac, inhibiting
the production of TetR. TetR and LacI can bind to small
molecules (aTc1 and IPTG2, respectively) to form complexes
that are unable to bind to promoters. This means that when aTc
is present, it acts as an inhibitor of TetR and therefore, TetR
can no longer repress the production of LacI. Similarly, when
IPTG is present, it binds and inhibits LacI, so that LacI is not
able to repress the production of TetR. If neither IPTG or aTc
are present, then the genetic toggle switch holds its state and
continues to produce the TetR if IPTG was the last molecule
present or LacI if aTc was the last molecule present. In other
words, this circuit implements a simple sequential memory

1Anhydrotetracycline
2Isopropyl β-D-1-thiogalactopyranoside
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(a)

(b)

Fig. 2. The genetic toggle switch. (a) SBOL Visual 2 compliant representation
of the genetic toggle switch. The promotors (bent arrows) indicate areas where
transcription starts. They can be repressed by the binding of transcription
factors (indicated with flat headed arrows), which prevents the expression
of downstream proteins. The ribosome binding sites (half circles) indicate
where ribosomes bind to transcripts to start reading the RNA sequence
during translation. The coding sequence (fat arrow) indicates the region of
DNA directly read during translation to create proteins (rounded blobs).
The terminators (T) indicate where a transcriptional unit ends. The diagram
shows that LacI represses the blue promoter (pLac) preventing TetR and
GFP expression (so the cells do not fluoresce). However, the addition of
IPTG leads to LacI forming a complex with the IPTG molecule preventing
it from repressing the blue promoter (pLac) thus allowing TetR and GFP
production (the cell fluoresces green). TetR represses the yellow promoter
(pTet) preventing the production of LacI. Upon the addition of aTC, TetR
forms a complex with aTc lifting the repression on the yellow promoter (pTet)
allowing the production of LacI which represses TetR production. Thus, IPTG
or aTc are required to change state, but once a state is achieved, the circuit
maintains that state. (b) The equivalent electronic circuit diagram composed
of cross-coupled NOR gates forming a set-reset latch.

circuit, which exhibits a bistable behavior. It retains its state
until it detects the addition of a small molecule inducer (IPTG
or aTc). Therefore, the behavior of the genetic toggle switch
is essentially that of a set-reset latch created by cross-coupled
NOR gates as shown in Figure 2(b).

C. Data Standards

In order to design software applications that can automate
the process of designing a genetic circuit and retrieving
information about biological parts, this information must be
encoded using data standards. Normally, a data standard is
depicted in a format that has a core representation and agreed
terminologies to represent the data of interest. Data standards
play a big role in this workflow as they enable the transfer of
data between different stages of our workflow. In particular,
our workflow uses two biological data standards, the Synthetic
Biology Open Language (SBOL) [49], [50] and the Systems
Biology Markup Language (SBML) [51].

SBOL is a data standard that is used to represent genetic
designs in silico (i.e. on a computer). This standard allows
the specification of the structure of the design, such as the
DNA sequences for the DNA components (e.g. pTet and pLac),
protein sequences for the protein components (e.g. LacI and
TetR), and chemical makeup of the small molecules (e.g. IPTG
and aTc). SBOL can also define the qualitative behavior of a
genetic design. For example, it can encode the interactions
between the components, such as the repression of the pTet
promoter by the TetR protein and that the lacI CDS encodes
the LacI protein. This standard is used within our workflow to
represent the essential structure and function of our genetic cir-
cuits. Furthermore, many biological parts have been encoded
into this format and are publicly available to view and use from
online repositories, such as SynBioHub [52]. Finally, another
complimentary standard, SBOL Visual, provides a means for
visualizing a genetic design [53], such as in Figure 2(a).

SBML is a data standard used to describe computational
models of biological processes and pathways. The SBML data
model compliments the SBOL data model in that it allows us
to verify the behavior of our design. Different than SBOL,
SBML has agreed terminologies and rules that define the
quantitative aspect of a biological system. Genetic designs
translated into SBML can express information about biological
entities as chemical species. These species can represent both
DNA and non-DNA components described in SBOL. SBML
represents the processes that create, modify, or destroy these
species as chemical reactions. These reactions quantitatively
model the interactions expressed in SBOL.

In the past, we have developed converters between SBOL
and SBML to navigate between these two data standards [54],
[55]. In particular, our workflow utilizes the SBOL to SBML
converter to create a dynamic model of our design to allow
for verification through simulation.

D. Genetic Design Automation

The challenge with any design process is to efficiently
explore the space of possible designs to find one that functions
correctly and performs the best for some given criteria. Similar
to how electronic design automation (EDA) evolved to address
this challenge, researchers are creating GDA tools with this
goal in mind. Some of the added challenges that these GDA
tools must address for genetic logic devices include crosstalk,
signal mismatch, roadblocking, and genetic context effects
[56]. As shown in Figure 3(a), crosstalk occurs in genetic cir-
cuits when the product of one gate has unintended interactions
with another gate. In design, this is avoided by requiring that a
particular signal carrier (transcription factor) is only assigned
to one node in the circuit. Unlike electrical circuits, the phys-
ical output of each gate is unique. As shown in Figure 3(b),
signal mismatch occurs when the level of product produced
by one gate does not meet the threshold necessary to cause
the correct response in another downstream gate. The problem
of finding a design that implements a specified function can
be defined as finding a set of biological gates such that the
switching threshold of any gate lies within the output range of
the upstream gate. As shown in Figure 3(c), roadblocking can
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occur in gates that use tandem promoters, and the downstream
promoter interferes in transcription initiated at the upstream
promoter [42]. Roadblocking is avoided by finding all such
instances of promoter interference during the gate library char-
acterization, and eliminating these problematic permutations
from the ensemble of DNA sequences that are considered
to fulfill the specification. Finally, as shown in Figure 3(d),
genetic context effects occur when the ordering of neighboring
components changes the behavior of the components. In such
cases where context effects are known to be strong, gates
may be integrated into the host genome at predetermined
locations where each gate’s transcription rate has already been
characterized.

Given that each operation in a Boolean function must
receive a unique biological implementation and that the or-
dering of the biological gates or their sub-components may
be constrained, a GDA tool chooses a particular assign-
ment and ordering of biological gates from a combinato-
rial space. For example, implementing the AND function as
NOR(NOT(p),NOT(q)) in a library of 5 gates, there are 5 ·4 ·3
choices of unique gate assignments, and 3! choices of the
ordering of the choice of gates in a DNA sequence. Within the
NOR gate itself, the inputs may also be permuted in two ways
in the sequence. Some of these assignments or orderings will
be eliminated according to the constraints described above.

Some of the GDA tools that have been developed to search
the design space while addressing these genetic constraints
are shown in Table I. Each of these tools begins with a
specification of the desired behavior. In MatchMaker [57],
SBROME [58], and iBioSim [43], this specification is given
in the form of a graphical representation of an abstract genetic
regulatory network (GRN). GeneTech [59] allows the behavior
to be specified using a set of Boolean expressions. Cello [42]
supports a subset of the Verilog hardware description language
(HDL) for specification. The second input to each of these
tools is a library of genetic logic gates. The SBROME tool
begins with simply a set of genetic parts, while the Cello
and GeneTech tools require a library of NOT and NOR
gates. MatchMaker and iBioSim support a library composed
of any arbitrary logic gates. The goal of each of these GDA
tools is to select from the library a collection of elements
that when composed together produce the specified behav-
ior. Furthermore, the tool should also attempt to address
the genetic design constraints to increase the likelihood that
the selected design actually performs as desired after it is
constructed. Most of these tools at a minimum address the
signal crosstalk issue, but Cello is the only tool that attempts
to address three of the four identified genetic constraints.
Additionally, we would like to highlight the data standards that
the tools support. Unfortunately, SBROME and GeneTech do
not support standard representations for their genetic designs,
making them difficult to connect into a complete workflow.
MatchMaker supports only the out-of-date SBOL1 standard.
iBioSim and Cello support SBOL2, the latest version, and
iBioSim also supports SBML for computational models that
can be used to validate the produced designs. It should be
mentioned that all of these GDA tools are currently restricted
to produce combinational circuits only.

Our workflow extends the Cello and iBioSim tools to sup-
port asynchronous sequential circuits. In this initial workflow,
the Cello tool is leveraged for mapping the next state and
output logic to produce an implementation that satisfies all of
the genetic design constraints. The iBioSim tool is utilized to
produce dynamic computational models encoded in SBML to
validate the designs produced.

III. METHODOLOGY

The proposed workflow for asynchronous genetic circuit
design is shown in Figure 4. The workflow begins with a
high-level specification encoded using the Verilog language.
Verilog was chosen due to its ubiquity in existing electrical
circuit design workflows. There are many tools that exist to
validate and simulate Verilog designs, which can be readily
integrated into this workflow. This high-level specification is
then compiled to a labeled Petri net (LPN) [60] following a
fairly direct syntax-directed translation. This LPN can then be
simulated to check behavior using the iBioSim software [61].
At this point, the asynchronous synthesis tool ATACS is
used to produce logic equations [47], which can also be
expressed in the Verilog language. This synthesis process is
described in Section III-A. This workflow requires a library
of characterized parts described in SBOL [50] and made
available via the SynBioHub repository [52]. These parts are
composed to form the genetic logic gates that are used in the
composite design. This library is described in Section III-B.
Next, the process of technology mapping applies a matching
and covering procedure to select parts from the library to
implement the genetic design while addressing the genetic
design constraints. The technology mapping step can either
use the graph-based covering approach described in [62] or
Cello’s simulated annealing algorithm described in [42]. The
technology mapping step is described in Section III-C. Finally,
the resulting design can then be converted from SBOL to a
computational model expressed in SBML using the model
generation procedure described in [63], [64]. The resulting
simulation of the design is then compared to the simulation of
the specification to verify that the circuit behavior is as desired.
This verification procedure is described in Section III-D.

A. Synthesis

The first step in our workflow is the creation of a behav-
ioral specification for the genetic design. This specification
describes the behavior of the desired circuit independent of the
specific biological parts that are needed to build the circuit.
Similar to the Cello tool, our specification is also constructed
using the Verilog language. In order to express asynchronous
behavior, our workflow makes use of blocking assignments
and wait statements to describe handshaking protocols. In the
example shown in Figure 4, the toggle switch must wait for
IPTG to be applied, which changes the toggle switch to the
high state and produces GFP. Next, it must wait for aTc to be
applied, which changes the toggle switch to the low state and
stops the production of GFP.

In addition to the circuit specification, our workflow also
requires a testbench (not shown) that describes the behavior
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Fig. 3. Four genetic constraints that occur in genetic circuits. (a) Crosstalk: interference of circuit components with each other or the host circuitry. (b) Signal
mismatch: incompatible signal levels of gates composed in series. (c) Roadblock: initiation of transcription from the upstream promoter in a tandem promoter
is impeded by the presence of a transcription factor bound to the downstream promoter. (d) Genetic context effects: the same circuit can act differently based
on the ordering of neighboring components.

TABLE I
THIS TABLE SUMMARIZES THE DIFFERENT EXISTING TECHNOLOGY MAPPING TOOLS. IT SHOWS THE TOOL’S INPUT SPECIFICATION LANGUAGE,

STANDARDS SUPPORTED, THE TYPES OF LIBRARY PARTS USED, AND THE GENETIC CONSTRAINTS ADDRESSED.

MatchMaker [57] SBROME [58] iBioSim [43] Cello [42] GeneTech [59]
Specification language Abstract GRN Abstract GRN Abstract GRN Verilog Boolean expressions
Library Arbitrary logic gates Parts Arbitrary logic gates NOT and NOR gates NOT and NOR gates
Signal Mismatch X 7 7 X 7
Crosstalk 7 X X X X
Context Effects 7 7 7 7 7
Roadblock 7 7 7 X 7
Standard Support SBOL1 7 SBOL2 and SBML SBOL2 7

of the environment. The environment must provide IPTG, wait
for GFP to go high, remove IPTG, add aTc, wait for GFP to
go low, then remove aTc, and repeat. This series of actions
exercises the circuit through the normal steps of operation.
Our synthesis procedure requires that both the circuit and the
environment are fully specified.

Once the specification and the testbench have been tested for
the desired functionality using a Verilog simulator, our work-
flow uses our Verilog compiler to produce equivalent SBML
models, which can also be simulated to validate functionality.
These SBML models can then flattened and complied into
the LPN model, which is required by the asynchronous logic
synthesis tool, ATACS [47], that our workflow uses.

The goal of logic synthesis is to derive Boolean logic
equations that implement the specified behavior. ATACS cre-
ates a state graph from the given LPN model. Next, the

state graph is analyzed to determine the logic necessary to
implement any state and output signals. A key challenge with
asynchronous logic design is the avoidance of logic hazards.
A logic hazard occurs if a signal that is supposed to remain
stable, momentarily changes value, or a signal that is supposed
to change, does so non-monotonically [65]. Unlike electronic
circuit designs where the cost of errors is circuit failure, in
genetic circuits, errors can be tolerated. Since genetic circuits
are deployed in a population of cells, there are multiple copies
of a genetic circuit available. Therefore, if one genetic circuit
fails within a cell due to glitches, it may not highly affect
the entire system if other cells exhibit the correct behavior.
Nikolaev et al. [66] has shown from modeling a genetic toggle
switch that a large population of cells performing the same task
will help average out the expected behavior for the majority
of the genetic toggle switch circuits. While it is important to
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Fig. 4. The proposed workflow illustrated using the genetic toggle switch design. First, the asynchronous design is specified using behavioral Verilog. Next,
the ATACS asynchronous design tool synthesizes logic equations represented using structural Verilog. The synthesized circuit is then realized as a physical
design by a technology mapping procedure that selects gates from a SBOL encoded gate library stored in a SynBioHub repository. In order to verify the
workflow, a model is generated and simulations are performed to verify that the design displays the expected behavior.

address high probability hazards, genetic circuits can likely
tolerate low probability hazards. Exploiting this observation is
an area of future research that we plan to explore.

Synthesis produces Boolean logic functions described in a
structural Verilog representation. This representation contains
assign statements expressed in the form shown below:

Output = Set | (Reset & Output)

In the example shown in Figure 4, for the output GFP, the Set
function is IPTG, and the Reset function is aTc. It should
be noted that this workflow produces expressions that use
feedback to produce state. Many well known genetic circuits
have been built using negative feedback and have been shown
to exhibit bistablity that results in cellular memory capable of
holding state [35], [36], [37], [38].

B. Library
A genetic design workflow requires a collection of well-

characterized parts, and GDA tools require programmatic
access to such part libraries to produce circuit designs. In
particular, part and device model parameters, sequence infor-
mation, and part placement constraints must all be encoded
in a machine-readable library. In the case of the Cello CAD
software [42], [67], the entire library is stored as a “user
constraints file” (UCF) in the JSON format.

Different tools may have different design strategies, but if a
genetic circuit design is to be fabricated and placed in a host
organism, the complete DNA sequence of every part must exist
in the library. If parts and devices are integrated into the cell
together on a plasmid, they may have constraints as to their
placement on the plasmid. For example, in a transcriptional
unit engineered with tandem promoters, one promoter when
repressed may be more likely to impede transcription begin-
ning at the upstream promoter (i.e., roadblocking), inhibiting
the promoters’ ability to act independently, e.g. to exhibit
NOR logic, and indicating that the two promoters should
not be placed in this configuration. Certain genetic devices
may be more demanding on the host organism than others,
and a library may encode optical density measurements for
a host inoculated with every device in the library, one by
one, as a measure of the load on the host. Basic structural
information about what parts (promoters, coding sequences,
etc.) comprise the functional devices in the circuit are also
part of a design library. Finally, as design tools employ
some biological model to compose devices into a circuit that
realizes a given function, a library stores parameterizations
of this model for each of the devices. Cello, for example,
stores Hill function parameters for every gate in the library.
The parameters are fit to dose-response data that has been
transformed into a common unit (i.e., relative promoter units
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(RPUs)) to model signal propagation from one gate to another.
For libraries to be shared and even utilized by different tools,

their format and storage are also important to consider. The
SynBioHub repository is a storage solution not only for design
libraries, but also for assembly plans for circuits, networks of
interactions in circuits, and other information [52]. All data
stored in a SynBioHub instance exists in the SBOL format,
and thus anything that can be represented in SBOL can be
stored in SynBioHub. Furthermore, any data that is not readily
expressed in SBOL can be attached as supplemental files. The
library of TetR homolog based NOR gates in E. coli that
were originally distributed with Cello was translated to SBOL
and exists in the National Science Foundation (NSF) Living
Computing Program (LCP) instance of SynBioHub (https:
//synbiohub.programmingbiology.org). SynBioHub exposes an
HTTP REST API for programmatic access by design tools,
allowing libraries to be retrieved and used on demand.

C. Technology Mapping

As shown in Fig. 4, the logic equations expressed in
structural Verilog must be matched to genetic gates from the
gate library using technology mapping. Our workflow can
use either Cello [42] or iBioSim [43] to perform technology
mapping.

Cello takes the synthesized Verilog file produced from
ATACS and decomposes the expressions into NOT and 2-
input NOR gates. Next, the decomposed expression is mapped
directly to a library of gates that is limited to NOT and NOR
gates. During this matching step, the characterization data
stored within the library is used by Cello to solve the genetic
constraints to increase the likelihood that the design operates
as desired when constructed in the wet lab. Once all Verilog
expressions have been mapped, the physical design can be
exported into the SBOL data format and verified using the
model generation procedure described in [68] and also the
next section.

iBioSim, on the other hand, uses the Verilog compiler that
was built for this workflow to parse and perform decompo-
sition on the Verilog expressions. The decomposed network
is represented as a genetic regulatory network (GRN) using
SBOL components and interactions. This GRN is equivalent
to the NOT and 2-input NOR decomposition. iBioSim uses
a matching and covering procedure that allows for multiple
nodes to be covered by a single gate, allowing for arbitrary
logic gates to be selected for the final implementation [54].
Like Cello, the final design is also produced in the SBOL data
format, and it can be verified using the same model generation
procedure [68].

D. Verification

The workflow described in this paper progresses through
several procedures to translate a high-level description to a
physical design composed of biological parts. The description
of the design uses different forms and formats to perform each
task. To ensure that the behavior that was initially described
in the design specification stays the same throughout the data
format conversions, verification must be performed at each

stage of the workflow as shown in Figure 5. The left-hand-
side of the figure shows the different modeling formats used
throughout the workflow, which include behavioral Verilog,
LPNs, structural Verilog, SBOL, and SBML. The right-hand-
side of the figure shows the simulation results at each step
of the workflow, produced by both Verilog simulators and the
iBioSim simulators. The outcome of this verification process is
to ensure that the behavior that is observed in the simulation is
the same in each step of the workflow. If the behavior observed
in the simulation results changes in one of these verification
steps, then this is a clear indication that the intended behavior
of the user’s design has changed during our workflow. At this
point, the Verilog compiler and/or converters must be fixed
to ensure that information stays consistent and the data are
producing valid results.

Verilog simulations can be done by using any available
Verilog simulation tool. For our workflow, we used ModelSim
to observe the behavior of our Verilog designs. Whereas
for genetic circuits, there are a variety of formal methods
and computational tools for their analysis [69], [70]. For
this workflow, we used iBioSim as the simulation tool to
model and simulate our genetic circuits, since it supports the
SBML data format that is used within our workflow. From the
array of simulation methods supported in iBioSim, we opted
for stochastic simulation for analyzing the behavior of our
circuit since the molecule counts in these circuits are low and
the behavior of these genetic asynchronous circuits must be
analyzed in the presence of noise and hazards.

The final step of our verification procedure leverages the
model generation procedure described in [68]. This procedure
begins with the SBOL representation of the DNA-level design
produced by the technology mapping step. It then enriches
this representation with interaction data stored in SynBioHub.
The resulting qualitative SBOL representation can then be con-
verted into a dynamic SBML model using the SBOL to SBML
converter described in [54]. This SBML representation can
then be simulated and compared with the original simulation
of the Verilog specification.

IV. CASE STUDY

This section presents a case study demonstrating our work-
flow on a genetic sensor that uses filtering and communication
to make a more reliable detection decision. In particular, the
sensor is constructed from three sensors as described in the
Verilog specification shown in Figure 1(b). These sensors
are connected such that the Actuator of the first sensor is
connected to the Start signal of the second sensor, and the
Actuator of the second is connected to the Start signal of
the third sensor. All three sensors share the same Sensor
input. This genetic sensor circuit could be used, for example,
to release pharmaceuticals in specific tissues, after sensing a
cancer-related signal for a prolonged period of time [16], [71].
Examples of tissue specific molecules, or the enzymes that
produce them, are curated by the Human Protein Atlas and
include surfactant protein A1 in the lungs, thyroglobulin in
the thyroid, and uromodulin in the kidney [72], [73]. There
are many examples of possible cancer markers, though often

https://synbiohub.programmingbiology.org
https://synbiohub.programmingbiology.org
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Verilog

Modeling to Simulation

SBML → LPN

Verilog

SBOL → SBML

Verification

Verilog

Verilog

Modeling Simulation

Fig. 5. An example of a verification process applied within our workflow.
Arrows from the modeling box to the simulation box depict output simulations
and arrows between simulations depict comparison. The Verilog simulations
are produced from a Verilog simulator called ModelSim. The two simulations
showing the results produced from the SBML to LPN converter and the
SBOL to SBML converter are simulated in iBioSim. The result of iBioSim’s
simulation was exported to a .csv file and then plotted using Excel. The goal
of our verification process is to ensure that the behavior that is described in the
initial design remains consistent as the design specification goes through the
different levels of our workflow. The first Verilog simulation is created from
the testbench modeling the design specification. The SBML to LPN simulation
is the compiled version of the initial Verilog design before it is synthesized in
ATACS. The third simulation is verified from the logic expression produced
from ATACS. The last simulation is produced from the technology mapping
tools that is used within our workflow; specifically iBioSim or Cello. As
exhibited in the figure, all four simulations are producing the same behavior
that is described in the specification. Notably, GFP turns HIGH when IPTG
is HIGH and GFP goes LOW when aTc is HIGH.

elevation of a marker above normal is also used, examples
include: HURP in prostate cancer cells [74], Carcinoembry-
onic antigen (CEA) in colorectal cancer [75], and CA 19-9
in pancreatic cancer [76]. The initial Start signal would be a
tissue-specific chemical signature and the sensing input would
be a cancer-related chemical. The output Actuator for the third
sensor would be a chemotherapeutic agent. The bacteria would
only produce the payload if they are in the correct tissue, and if
they consistently sense the cancer-related input, thus filtering
and decreasing the chance of false positives. Additionally, this
prevents the release of the chemotherapeutic agent in cancer-

free tissues reducing unwanted side effects.
To exemplify this work, a case study circuit is designed

that uses IPTG as the Sensor input, aTc as the Start input, and
YFP (yellow fluorescent protein) as the output. Each sensor is
going to be transformed into a different cell type to reduce
crosstalk concerns allowing for gate reuse. Essentially, our
circuit is composed of a population of three types of cells
(note that the host cells may be identical but they each include
a different circuit). The cells communicate using quorum
sensing molecules LasI and RhlI, which are molecules that
can diffuse between the cells.

The result of asynchronous logic synthesis is shown in
Figure 6(a). This circuit is composed of three generalized
Muller C-elements (gC), each of which is implemented as an
independent circuit in a different cell. This gC behaves as
follows, its output goes high when both inputs are high, and
its output goes low only after the input not marked with a
“+” goes low. In other words, if the input marked with a “+”
goes low first, it remains high. The complete circuit behaves
as follows. If the first circuit receives the Start signal (aTc)
and the Sensor input (IPTG), it will produce a quorum sensing
signal (LasI). If the Sensor input (IPTG) is still present, the
second circuit would receive the first quorum sensing signal
and the sensor input, thus producing a second quorum sensing
molecule (RhlI). The third circuit, if it receives this second
quorum sensing signal and the Sensor input (IPTG) is still
present, it can produce the Actuator output (YFP). The purpose
of this circuit is to work as a low-pass filter, as the Sensor input
has to be present during the whole process in order to produce
the Actuator. Otherwise, if the Sensor input disappears before
the Actuator is produced, all the gC gates reset to low and
LasI, RhlI, and YFP are no longer produced and are degraded
away. This means that the circuit does not produce an Actuator
output if the Sensor input is present only briefly, “filtering out”
noise on the Sensor input.

The result of technology mapping using Cello is shown in
Figure 6(b). The technology mapping actually produces three
distinct genetic circuit sequences. Each sequence can be used
to construct a plasmid that can be transformed into a separate
culture of cells. The result would be three different cell types,
which when mixed together form a population of cells that
would implement the entire composite circuit.

Using iBioSim, an ODE simulation of the circuit was per-
formed indicating the filtering behavior of the circuit shown in
Figure 7. The simulation produces predictions of in RPUs [77],
since the genetic parts from Cello’s SynBioHub repository
uses this unit for parameterization. In each case, the circuit
was exposed to varying amounts of times in which the signal
IPTG is high, which produces different responses of the system
as a whole (see Figure 7). In those cases where the exposure
time to IPTG is not sufficient, the system acts as a filter and
does not produce the YFP reporter protein (see Figure 7(a-c)).
The YFP reporter protein is only produced when the system
has been exposed to IPTG for sufficient time so that each
subsystem (cell) produces it’s corresponding output before the
signal IPTG is removed (see Figure 7(d)).

Separating the circuits into separate cells has multiple
advantages. First, it reduces crosstalk problems and allows the
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Fig. 6. A genetic sensor that uses filtering and communication to improve its
reliability. (a) The logic diagram produced by logic synthesis. It is composed
of three gC gates which go high when both inputs are high and go low when
the input not marked with a “+” goes low. The output of the second and
third gate are connected to the “+” input of the next gate. The detection
begins when both IPTG and aTc go high, activating Cell 1. This creates the
quorum signal LasI to diffuse to Cell 2, which then activates Cell 2 to produce
the quorum signal RhlI. The RhlI signal diffuses to Cell 3 to activate YFP
production. However, if IPTG goes low at any point during this chain reaction,
the whole circuit resets. (b) The genetic design produced by Cello, which is
composed of three genetic sequences that can be put onto separate plasmids
and transformed into cells to create three cell types.

same gates to be reused. Second, it increases the delay of the
circuit to improve the filtering performance. Third, it enables
further robustness as errors caused by hazards or other noise
sources in a small number of cells can be tolerated, since the
overall behavior is determined by the population dynamics.
The decision to split the circuit across three cells is to create a
delay to filter out momentary pulses of IPTG. In order to create
a realistic design, however, we were limited no more than three
cells, since the number of known orthogonal quorum sensing
molecules is limited (namely, LasI, and RhlI). Even limiting to
three cell types, there are additional challenges in engineering
microbial consortia. Some of these challenges are shared with
engineering of homogeneous cell populations. Others, like
maintaining stable cell proportions, avoiding horizontal gene-
transfer [78] or engineering stable cell-cell communications
[79] are specific for multi-cellular engineering and require
special attention [80].

V. CONCLUSION

This paper demonstrates a workflow to construct asyn-
chronous genetic circuits by leveraging asynchronous logic
design methods. This workflow leverages data standards such
as SBOL and SBML, allowing different tools to be easily com-
posed and potentially replaced with alternatives in the future.
This proposed workflow allows asynchronous genetic circuits

to be described and the resulting designs can be verified
through simulation. The workflow starts with a Verilog design
to describe the specification and a testbench to verify the
specification’s behavior. The Verilog design is then compiled
into an LPN that is fed to ATACS to perform hazard-free
asynchronous logic synthesis. ATACS synthesizes the LPN
design into a logic design also expressed in Verilog. This
Verilog design can then be imported into Cello or iBioSim for
technology mapping to produce a physical design. Finally, the
SBOL data model can be enriched with interaction data stored
in SynBioHub to enable conversion into SBML to validate that
the behavior of the physical design is consistent with the orig-
inal Verilog design. The proposed workflow is demonstrated
on an asynchronous genetic sensor design that can potentially
be substantially more reliable than a combinational sensor.

While this workflow is promising, there is still a lot of work
that needs to be done. Verilog templates should be developed
to help designers who are not familiar with Verilog and/or
asynchronous design. The library should also be expanded
to include gates and characterization data for more types of
logic families and host organisms. Next, while all steps in
the workflow exist, they still need to be completely connected
into a seamless and automated procedure. In particular, the
multi-cellular design optimization is not currently supported
by the tools, but must be created by hand. Also, the dynamic
model generation work needs some refinement to better sup-
port modeling of the diffusion of quorum sensing molecules.
Furthermore, the modeling could be improved through the
support of stochastic analysis and population dynamics by
leveraging techniques such as stochastic model checking [81],
[82]. Such analysis would enable a better understanding of the
effects of hazards in genetic circuits and indeed when and if
they need to be avoided. Finally, some designs produced by
this workflow should be built and tested in the laboratory.
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