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ABSTRACT

Recent trends in software-defined networking have extended net-

work programmability to the data plane. Unfortunately, the chance

of introducing bugs increases significantly. Verification can help

prevent bugs by assuring that the program does not violate its re-

quirements. Although research on the verification of P4 programs

is very active, we still need tools to make easier for programmers to

express properties and to rapidly verify complex invariants. In this

paper, we leverage assertions and symbolic execution to propose

a more general P4 verification approach. Developers annotate P4

programs with assertions expressing general network correctness

properties; the result is transformed into C models and all possi-

ble paths symbolically executed. We implement a prototype, and

use it to show the feasibility of the verification approach. Because

symbolic execution does not scale well, we investigate a set of tech-

niques to speed up the process for the specific case of P4 programs.

We use the prototype implemented to show the gains provided by

three speed up techniques (use of constraints, program slicing, par-

allelization), and experiment with different compiler optimization

choices. We show our tool can uncover a broad range of bugs, and

can do it in less than a minute considering various P4 applications.
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1 INTRODUCTION

Data plane programmability allows operators to quickly deploy new

protocols and develop network services. Through programming

languages such as P4 [2], it is possible to specify in a few instructions
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which packet headers should be manipulated, and how, by different

forwarding devices in the infrastructure. Despite the flexibility, this

paradigm also increases the chance of introducing bugs into the

network due to incorrect implementations.

Testing/debugging, verification and enforcement are comple-

mentary approaches that can help solve this problem. During devel-

opment, data plane programs can be debugged and tested, providing

a wide range of inputs and checking if the corresponding outputs

match the expected behavior. Verification, on its turn, can be used

on programs to find bugs that would violate any of the properties

stated by their requirements, including bugs that are hard to re-

produce in testing. Lastly, with enforcement, the data plane can be

monitored during execution to trap and block actions that would

result in property violations.

In this paper, we focus on verification: we propose an approach to

model and check (at compile time) general security and correctness

properties of P4 programs, and implement it in a tool that provides

network verification in feasible time. Several approaches have been

developed to check if a given fixed-function (non-P4) data plane

satisfies a set of intended properties [8, 25, 29, 32]. Moreover, verify-

ing P4-programmed data planes is an active area of research, with

recent projects proposing verification techniques based on SMT

solving [24, 27] and custom symbolic execution [33]1. In contrast,

this work shows how to efficiently verify P4 programs leveraging a

popular, off-the-shelf symbolic execution engine [4].

We propose an expressive assertion language (highly influenced

by P4) that enables programmers to specify their intended prop-

erties by annotating their P4 code. Once annotated, a program is

symbolically executed, with assertions being checked while all its

paths are traversed. Given that the time taken to perform the sym-

bolic execution grows exponentially with the program complexity,

we show how a variety of speed up techniques can be employed to

reduce the verification time and number of executed instructions.

These techniques consist of using annotations in code to constrain

the paths to be traversed according to properties and/or protocols

of interest, program slicing to reduce the complexity of the model

under verification, and parallelization of symbolic execution. Be-

sides, we experiment with code optimization features offered by

current compilers.

To evaluate our approach, we built a prototype using KLEE [4]

and the P4 Reference Compiler [20] for the current language version,

P416. We applied it to four real P4 applications collected from the

literature: Switch [21], NetPaxos [5], Dapper [11], and DC.p4 [31].

Our results show that the proposed verification process can uncover

a broad range of bugs either in the data plane program itself or in its

control plane configuration. A detailed performance analysis also

shows that, although the verification time grows exponentially with

1[24, 33] were independently developed at the same time as this work.
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Control Blocks. Since a control block in P4 also includes its

action and table declarations, each block is translated to multiple

C functions. Local scope variables in control blocks are declared

as global variables in the model to allow them to be referenced by

any table and action in the block. Given that the global variables

are uniquely named in the model, and that they are not reused

across different packets, this modeling approach does not cause

side effects on the verification result. Finally, the block body usually

contains invocations to tables and actions, which are modeled as

their corresponding C function invocations.

Parser. Parsers are translated to multiple C functions: one for

the parser declaration itself and another for each of its states. Since

local parser parameters and variables can be accessed by any state

in its scope, both structures are modeled as global variables in C.

Parser output parameters, which represent the packet headers, are

modeled as symbolic variables, as they correspond to inputs in the

model.

Assertions. Each assertion element is modeled in C using a par-

ticular approach. Numeric and boolean expressions, as well as the

if()method, are directly translated to their equivalent statements in

C. To model location-unrestricted methods, we use boolean values

that are set at different places depending on the method, and tested

when getting to its final state.

To model methods extract_header(), emit_header(), and tra-

verse_path(), a global boolean value is created for each one of

their occurrences in the P4 program. Such variables assume an

initial false value, and are assigned to true at different model loca-

tions depending on its corresponding method. In occurrences of

extract_header(x), the assignment is made just after an extract()

method invocation, which receives the header x as a parameter

in the P4 program. Similarly, the assignment corresponding to

emit_header(x) is made immediately after an emit() invocation (as-

sociated to the packet_out basic type) containing header x as a

parameter. For traverse_path(), the assignment occurs just before

the assertion that declares it. Method forward() is modeled with

a single boolean value initially set to true. Its value is assigned to

false inside the drop action and reject parse state. constant(f) is

translated by storing the field f in a C variable right after (or before)

an assertion, and testing if the variable value remains the same at

the end of the symbolic path.

External objects. This type of structure is specific to each for-

warding device, and P4 programs only interact with their interfaces.

For this reason, the behavior of each external object should be

previously known. In practice, this means integrating its corre-

sponding model into the translator by using libraries, for example.

This limitation is inherent to the design of P4, which consists of

both architecture-dependent and architecture-independent code. In

this work, we support the external objects necessary to translate the

examples presented in ♯5 (e.g. counters and meters of the standard

architecture).

3.3 Symbolically executing program models

After being generated by the process described in the previous sec-

tion, the C model of a P4 program is verified by a symbolic engine.

The symbolic execution of a program requires that all its possible

control flows (i.e., its execution paths) are evaluated through sym-

bolic input variables. To this end, the implementation described in

this paper uses the KLEE symbolic engine [4].

Essentially, P4 programs describe how a data packet should be

processed when entering a forwarding device, potentially leading

to the emission of an output packet. In this scenario, the incoming

packet headers entering the device are treated as inputs to themodel

and thus are always assigned to symbolic values. The number of

execution paths of a P4 program, in turn, is essentially given by its

packet processing pipeline structure. Whenever a table can only be

accessed under some condition (e.g., depending on the used proto-

col), a new execution path is created. The same happens whenever

multiple actions can be invoked by the same table, generating a

new branch for each possibility. This leads to the łpath explosion

problemž, as the number of paths increases exponentially with pro-

gram size. In ♯4, we investigate approaches to speed up symbolic

execution in the specific context of our proposal, P4 programs.

3.4 Prototype implementation

We have prototyped our approach in a tool to show its feasibility

and to investigate the gains in performance given by different speed

up strategies. The tool uses a set of Python and shell scripts, and

is based on the KLEE symbolic execution engine and the LLVM

Compiler Infrastructure [22].

As shown in Figure 3, the tool first converts the annotated P4

program to its JSON representation, and it does so using the refer-

ence compiler for P416 provided by the P4 Language Consortium. It

then translates the JSON representation (a DAG) to a corresponding

model in C language, as detailed in ♯3.2. The implementation of

the translation process is straightforward and takes approximately

950 lines of Python code. The C model is symbolically executed by

KLEE, which first uses the LLVM compiler (version 3.4) to trans-

late the C program to a corresponding LLVM assembly language

representation.

We make the source code and data sets used in this evalua-

tion publicly available2. As such, the tool may be used by other

researchers to reproduce our results (see ♯5).

4 SPEEDING UP P4 VERIFICATION

Because our approach is based on symbolic execution, we inherit

both its benefits and its limitations, including the path explosion

problem. While many P4 programs currently found in the literature

are fairly small [6, 10, 11, 13, 23, 30], real-world P4 programs are ex-

pected to become larger and more intricate, specially when having

to deal with several protocols (e.g. programs DC.p4 and Switch.p4).

To address this limitation, we investigate optimization tech-

niques to speed up our verification tool. The number of paths to be

traversed in a single execution can be reduced by means of packet

and control flow constraints and program slicing, and implicitly

by means of compiler optimizations. The paths that still need to

be traversed can be examined concurrently, with advantages when

executing on top of a parallel architecture.

2https://github.com/gnmartins/assert-p4
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known bugs, reported on its repository. The first one is the modi-

fication of a field of an invalid header.4 This bug is replicated by

testing with an assertion if the header is valid before setting its

fields. The second bug is related to tunnel encapsulation5, where

encapsulated headers are overwritten whenever multiple nested

levels are present. We included an assertion to test if the inner head-

ers are not valid before performing the encapsulation. The assertion

failed, confirming that encapsulated headers can be overwritten

and their original contents, discarded.

5.2 Language expressiveness

To evaluate our assertion language, we assessed its expressiveness

in terms of the properties we can specify for different P4 programs:

VSS, MRI, TS switching, sTag, Dapper, NetPaxos and DC.p4. Table 1

shows a subset of the properties we tested for each P4 application.

The table demonstrates the use of a wide set of properties, both

program-dependent (e.g., the ones testing if registers are correctly

manipulated in Dapper) and generic ones (e.g., testing whether

headers have been removed from packets or not). Furthermore,

both security and correctness properties can be specified, such as

header integrity and well-formedness, respectively.

5.3 Performance analysis

We assessed how our verification approach scales according to dif-

ferent characteristics of P4 programs. We performed experiments

with and without the speed up strategies described in ♯4. This sub-

section shows the performance values obtained originally, without

the optimizations.

We used the Whippersnapper [7] benchmark to generate data

plane programs, and measured the impact of multiple parameters

in verification times: (i) tables in the packet processing pipeline;

(ii) actions associated with each table; (iii) forwarding rules used to

configure a program; and (iv) number of assertions used to express

properties.

Figure 9 shows the results, considering average verification time

in seconds for various number of tables, assertions, rules per table

and actions per table. Note that the first two plots have y presented

in log scale. We adopted the following default values for parameters:

no forwarding rules and assertions, 1 table in Fig. 9(b), 2 tables in

Figs. 9(c) and 9(d), and 3 actions in the first table and 2 actions in

every subsequent table.

The results show that verification time grows exponentially with

all the factors, with the exception of the number of assertions, which

grows linearly after an initial exponential growth. We can observe

that verification time increases rapidly with the number of tables

(Fig. 9(a)), actions per table (Fig. 9(d)), and rules per table (Fig. 9(c)).

The number of assertions presented both the quickest and slowest

growth in execution time, with a change in trend after 14 assertions

(Fig. 9(b)).

Our approach was able to verify within a few seconds most of

the programs in ♯5.1 and ♯5.2. However, the plots show clearly

that our non-optimized version does not scale well, and that the

verification of larger programs, with more tables and assertions, is

4https://github.com/p4lang/switch/pull/102
5https://github.com/p4lang/switch/issues/97

Table 1: Examples of assertion language being used to spec-

ify different properties in several P4 applications

Program Properties / Assertions

VSS [18] Packets with zero TTL values are dropped

if(ipv4.ttl == 0, !forward())

Marked to drop packets are not forwarded

if(traverse_path(), !forward())

MRI [19] Switch IDs added to packets are authentic

constant(id)

Added IDs are not removed

if(extract_header(id), emit_header(id))

Timestamp

switching

[10]

Out of range timestamps are not forwarded to

receivers

if(forward(), rtp.ts < max_timestamp)

sTag [25] Hosts connected to ports of different colors cannot

communicate

if(ingress_port == color_a &&

ipv4.dstAddr == color_b_host, !forward())

Dapper [11] Only SYN packets register new flows

If(traverse_path()*, tcp.ack == false)

*path that register new flows

Load flow registers when is Ack packet

if(tcp.ack= 1, traverse_path()*)

*path that load registers

NetPaxos [6] Acceptor correctly votes according to paxos phase

if(traverse_path()*, paxos.msgtype == 1A)

*at the handle_1a action

Leader increases round number at each instance

if(traverse_path()*, paxos.msgtype == 2A)

*at the increase_instance action

DC.p4 [31] L3 ACL is effective

if(ipv4.dstAddr == blocked_addr, !forward())

Cloned and original packet have different output

ports

! (cloned_outport == original_port &&

constant(cloned_outport))

likely unaffordable. This prompted us to investigate the adoption

of optimization strategies to the context of P4 program verification.

5.4 Benchmarking optimization strategies

The benchmarks shown in ♯ 5.3 can be re-executed in combination

with some of the optimization techniques proposed in Section 4. The

parallelization and compiler optimizations are general techniques

that are suited to be analyzed with synthetic programs generated by

the Whippersnapper benchmark, whereas the results of applying

the other optimization techniques are tightly coupled to a particular

program and the properties of interest. Therefore, we compare

the original benchmark results with their execution alongside the

parallelization and compiler optimization techniques in Figure 10,

where O3 and Opt represent the LLVM and KLEE optimization flags

respectively.
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(e.g., because of restrictions at the controller code). Finally, using

constraints to model the behavior of the control plane yields a more

precise solution, but potentially requires a non-negligible program-

ming effort for capturing and correctly specifying the control plane

semantics. Possible alternatives to the burdens identified in the

solutions above include automatically capturing the semantics of

the control plane, checking for false positives or using customized

data structures to store verification state (e.g., in line with tools like

VeriFlow [16] or DeltaNet [12]). We leave these investigations as

future work.

Validation of Cmodels. To increase confidence in the accuracy

of our P4 to C translator, we validate its generated models using

input-output tests. More specifically, we select a set of packets P

and use it as input to both the BMv26 switch (configured with the

P4 program under test) and the associated model. We then compare

both outputs to check if there is any discrepancy. Our ongoing work

aims to automate this process, where we use a packet generator

(e.g., p4pktgen [28]) to systematically generate test cases.

Stateful verification. P4 programs may contain persistent state

(i.e., state that depends on a sequence of packets) in the form of

registers, meters, counters and other types of extern objects. While

reasoning about stateful networks or network functions is unde-

cidable in the general case [35], the fact that P4 programs have

bounded state (i.e., the amount and nature of the information that

can be stored is known a priori) makes the problem tractable. To

verify programs that contain registers, for example, we first model

them using equivalent data structures in C, and then leave the verifi-

cation proceed in one of two different ways: i) assume that registers

can take any value, which is equivalent to making them symbolic;

or ii) restrict their domain to a particular set. This approach is

similar to [8].

Unsupported features.Although our prototype supportsmany

of the P4 constructs, others still remain to be implemented. Ex-

amples of features our tool cannot handle at the time of writing

include variable length fields, ternary matching keys (when for-

warding rules are used), parsing exceptions, and parser value sets.

Checksums are a special case because they cannot be calculated

when headers are symbolic, situation in which we assume they are

correct by default. We intend to pursue full compliance with the P4

specification in the future.

7 RELATEDWORK

Network verification. Many tools were proposed for verifying

correctness and security properties in computer networks over

the last few years. They are based on a myriad of techniques and

address different properties and/or network architectures. While

the types of properties vary across the literature, they are mainly

related to host reachability, including isolation, absence of black

holes, and loop-freedom. Some focus on the control plane, while

others, on the data plane.

Efforts that focus on the data plane are more similar to our

approach. They operate by verifying if a particular snapshot of the

data plane satisfies the network-wide properties. This strategy can

be traced back to Anteater [26], which models the data plane as

boolean functions that are analyzed with a SAT solver to check for

6https://github.com/p4lang/behavioral-model

reachability, network loops, black holes, and consistency. Similarly,

Header Space Analysis (HSA) [15] proposes header space algebra

as a technique for checking reachability, isolation of network slices

and packet leakage. Based on HSA, NetPlumber [14] incrementally

updates the network model as changes occur in the data plane. This

allows efficient verification in real time. Other tools that perform

real time verification of the data plane are VeriFlow [16], DeltaNet

[12], and Flover [32]. VMN [29] focuses on verifying reachability

and isolation in networks containing stateful middleboxes. NOD

[25] uses Datalog to model both the network and its reachability

properties. A solution that translates P4 programs to Datalog and

verifies reachability and well-formedness was proposed in [27].

Further, p4v [24] converts P4 programs into Guarded Command

Language (GCL) models and uses a theorem prover (i.e., Z3) to show

that various safety, architectural and program-specific properties

hold. p4v optimizes the constraints passed to Z3 using techniques

such as constant propagation and dead code elimination in order

to scale the verification to larger programs.

The symbolic execution technique has been previously used to

verify data planes. [8] proves that pipelines composed of Click ele-

ments satisfy crash-freedom, bounded execution, and packet filtering

properties. The authors try to handle the path explosion problem

by symbolically executing the Click elements separately. p4pktgen

[28] uses symbolic execution to generate test cases for P4 programs.

It applies backtracking techniques to prune unfeasible paths during

the execution and thus reduce the search space. Symnet [34], in turn,

is a verifier of data plane models built using the SEFL language, also

proposed by the authors. This language contains instructions that

simplify its symbolic execution, allowing the efficient verification

of complex programs.

Vera [33] extends Symnet to support the verification of P4 pro-

grams. It automatically inserts checks that capture general safety

bugs (e.g., invalid memory accesses) and also provides a property

specification language based on Computation Tree Logic (CTL)

for checking program-specific invariants. We believe our assertion

language provides a more accessible way for P4 programmers to

express intricate properties compared to temporal logic or even

first-order logic. For example, domain specific methods such as

extract_header and emit_header benefit from being largely drawn

from the same language as the program under test (i.e., P4). Devel-

oping automatic ways to instrument P4 programs with assertions

as well as providing a detailed performance comparison between

our tool and Vera are interesting research directions for our work.

Assertion language. Beckett et al. [1] present an assertion lan-

guage to verify SDN applications. It enables expressing properties

that the data plane should satisfy at different points of a control

program. The assertions are verified using the VeriFlow [16] tool,

which, like Flover, acts over forwarding rules instantiated in Open-

Flow devices. While the language Becket et al. propose is used in

SDN applications, our approach is to directly annotate a data plane

program to prove properties of interest.

8 CONCLUSION

We presented in this work an assertion language that can be used

by P4 programmers to express correctness and security properties

of a specific implementation. Our solution is more expressive than
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other data plane verification approaches, being the first work to

allow proving properties specific to P4 source code and optionally

the forwarding rules used by its tables. Our mechanism verifies the

assertions using symbolic execution over C models automatically

generated from the program and assertions.

We evaluated our approach by finding a broad range of bugs in

real P4 programs found in the literature. The performance analysis

of the proposed mechanism revealed that despite its efficiency in

verifying small programs, the execution time grows exponentially

with relation to the number of tables, actions, forwarding rules,

and assertions. Thus, alongside our tool, we presented a range of

techniques that can be used to speed up the verification time of

complex programs. We also demonstrated in our experiments that

combining the proposed optimization techniques we can reduce

the verification time of non-trivial P4 programs in 81 percent.

As future work, we intend to explore the application of our ap-

proach in verifying network-wide properties of networks composed

of P4 programs. The assertion language can also be investigated

with the goal of providing the automatic insertion of assertions.

These assertions could be used to verify general properties such as

reading fields of invalid headers or checking the bounds of arrays.

The P4 to C translation can be improved by proving the correctness

of the process, as well as increasing the number of external objects

modeled. Finally, the compiler flags and program slicing optimiza-

tion techniques can be fine-tuned to our proposal by investigating

optimization passes and slicing approaches optimal to our use cases.
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