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accurate polarization models are most needed. 
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INTRODUCTION 

Molecular dynamic (MD) simulations are widely used to study the physical properties of large and 

complex systems such as associated liquids, proteins and enzymes, nucleic acids, lipid membranes, 

as well as non-biological materials such as polymers, metal organic frameworks, zeolites, and diverse 

interfaces and surfaces.1-10 The success of the MD approach relies inherently on the accuracy of the 

potential energy surface and the ability to sample phase space until convergence of properties of 

interest are reached.11 One of the main advantages of empirical interatomic potentials is that they are 

computationally tractable for simulating  large systems on long time scales6, 12-13, since they use a 

simple pairwise additive approximation to capture strong intermolecular interactions such as 

permanent electrostatics.11 Most conventional force fields rely on fixed partial charges on the atomic 

nuclei under Ewald conditions to correctly capture the asymptotic regime of permanent electrostatics. 

More sophisticated electrostatic interactions such as higher order multipoles and charge penetration 

have been developed to improve upon the standard two-body approximation for intermediate and 

short-range separations. However, pairwise additivity begins to breakdown due to neglect of 

inherently electronic response effects such as many-body polarization, charge transfer, and higher 

order dispersion and Pauli repulsion.  

 Beyond permanent electrostatics, explicit many-body polarization is the next consideration 

for capturing strong interactions (that decay with a 1/rn dependence) and improving both the 

qualitative and quantitative description of empirical potential energy surfaces. In recent years, several 

force fields have been developed that are centered around such advanced many-body interactions 

including Sum of Interactions Between Fragments Ab initio computed (SIBFA)14, the CHARMM 

Drude model15, Chemical Potential Equalization (CPE)16, Gaussian Electrostatic Model (GEM)17-18, 

and Atomic Multipole Optimized Energetics for Biomolecular Applications (AMOEBA)19-21. 

Although the incorporation of many-body physics increases the computational cost of force fields 

significantly, advanced software implementations and hardware resources22-23 and the advent of new 

algorithms that mitigate their cost23-25, makes it far more tractable to incorporate and assess many-

body potentials and their performance in various chemical and biochemical contexts. While there are 

many examples in which advanced potential energy models succeed due to their improved physics11, 

26, there are also emerging failures in which they are outperformed by their fixed charge counterparts. 

For example, in the case of blind prediction in the Statistical Assessment of the Modeling of Proteins 

and Ligands (SAMPL) exercises27-29, it has been shown that the fixed-point-charge models are often 
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as or more accurate for hydration free energies and guest-host ligand binding than are the more 

sophisticated polarizable counterparts30.  

 For any force field, the underlying source of their errors resides in the choice of functional 

form and formulations of their parameters for explicitly represented interactions (such as exchange 

repulsion, permanent electrostatics, and polarization), a reliance on cancellation of errors by ignoring 

other terms (such as charge transfer and/or charge penetration), and the assumption that interactions 

can be broken down into piecewise functions. In order to understand these failures, and therefore to 

correct force field deficiencies, we need better tools to interrogate the individual contributions of 

many-body intermolecular interactions. One approach that we and others have focused on is the 

piecewise decomposition of an ab initio potential energy surface31-36, for example using symmetry 

adapted perturbation theory (SAPT)37-38 or variational energy decomposition analysis (EDA) based 

on absolutely-localized molecular orbitals (ALMO-EDA) )39-40 methods. Although both SAPT and 

ALMO-EDA approaches agree in the asymptotic range, they do differ in their description of 

intermolecular interactions in the so-called compressed region where there is more entanglement of 

the individual terms. This “non-uniqueness” issue has been discussed in detail elsewhere41-44. Our 

view is the EDA schemes will ultimately be validated when they can demonstrably and systematically 

guide force field development over the current practice of hand-tuning of parameters. 

 In previous work we have used ALMO-EDA to decompose the wB97X-V/def2-QZVPPD45-

46 potential energy to analyze the piecewise decomposition of the AMOEBA force field  on simple 

water and water-ions dimer42 and trimer systems26. Not surprisingly, given the correct functional 

forms at long range, AMOEBA is well formulated in its decomposition in the asymptotic region. 

However it can differ with the ALMO-EDA terms on both sides of the equilibrium geometry at short 

range due to incorrectly formulated exchange-repulsion, electrostatics, dispersion, and polarization, 

and arbitrary accounting of the missing charge penetration and charge transfer terms. For example, 

AMOEBA uses a functional form for the many-body polarization of point inducible dipoles that are 

damped at short range with a Thole/Applequist-like model, and parameterized using a single scalar 

for the isotropic atomic polarizability.19, 47 As we will show again here, this gives rise to the often 

cited overestimate of AMOEBA’s polarization energy.6, 21, 26, 47-48  

 In this work we introduce anisotropic polarizability parameterized on a single water molecule 

as the primary approach to improve the many-body polarization model for the AMOEBA force field. 

We validate our approach for small to large water cluster data at equilibrium and for distorted 

geometries, for bulk water, and through comparisons of the ALMO-EDA breakdown for water and 
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water-ion trimer systems, since metal ions play such an important role in biological systems49-50, and 

the fact that cations and anions will show a large range in anisotropic response to the electrostatic 

field. We find that anisotropic polarization greatly improves the description of the many-body 

polarization energy of all examined systems, providing a proof of principle in extending our protocol 

for the anisotropic AMOEBA model to other protein functional groups and materials. 

THEORY AND METHODS  

Theory. Many-body polarization is explicitly incorporated in the AMOEBA model by induced dipoles  

at polarizable sites located on each atomic center.47 The induced dipoles 	𝝁#$%&	at a polarizable site i 

with polarizability 𝛼# is expressed as 

	𝝁#$%& = 𝛼# )*𝑻#,& 𝑴,
,

+*𝑻#,&/&𝝁,$%&

,0#

1																																																			(1)			 

Where 𝑴, and 𝑻#,&  are the permanent multipoles and multipole-multipole interaction tensor, 

respectively, and the 𝑻#,&/& are the Thole damped48 Cartesian interaction tensors between induced 

dipoles of two polarizable sites i and j.19, 51. The Thole damping of the pairwise multipole interactions 

are carried out by using damping function47  

𝜌 =
3𝑎
4𝜋 exp)−𝑎

𝑟#,?

@𝑎#𝑎,A
B
C
1																																																										(2) 

where rij is the distance between atomic sites i and j and a is a dimensionless width parameter that 

effectively controls the strength of the damping52.   

 The first term in parentheses on the right hand side of the equation (1) is the direct polarization 

electric field Ei of induced dipoles by the permanent multipoles, and therefore Eq. (1) can be rewritten 

as 

𝛼#/B𝝁#$%& −*𝑻#,&/&𝝁,$%&

,0#

= 𝑬#																																																						(3) 

or more generally as 

⎝

⎜
⎛
𝛼B/B −𝑻BC&/& … −𝑻BJ&/&

−𝑻CB&/& 𝛼C/B … −𝑻CJ&/&
⋮ 					⋮ 						⋱ 				⋮

−𝑻JB&/& −𝑻JC&/& … 𝛼J/B⎠

⎟
⎞

⎝

⎛
	𝝁B$%&	
	𝝁C$%&	
⋮

	𝝁J$%&	⎠

⎞ = P

𝑬B	
𝑬C	
⋮
𝑬J	

Q																																	(4) 



 5 

In Eq. (4) the diagonal blocks are the inverse of the polarizability, and the AMOEBA model assumes 

the following simple isotropic form  

𝛼#/B = P
𝛼#,SS/B 0 0
0 𝛼#,UU/B 0
0 0 𝛼#,VV/B

Q         (5) 

Here we introduce anisotropic polarizability to improve the many-body polarization model for the 

AMOEBA force field by representing the atomic polarizability as a rank two tensor.  

𝛼#/B = P
𝛼#,SS/B 𝛼#,SU/B 𝛼#,SV/B

𝛼#,US/B 𝛼#,UU/B 𝛼#,UV/B

𝛼#,VS/B 𝛼#,VU/B 𝛼#,VV/B
Q         (6) 

Parameterization. We took the following design strategy in the parameterization of the distributed 

anisotropic atomic polarizabilities for a water molecule. Atomic polarizabilities for the water 

molecule were obtained using the techniques of Stone, Misquitta, and co-workers using the 

CamCASP53 and ORIENT54 suite of programs. First, distributed, ab initio-derived polarizabilities 

were obtained using the method of Misquitta and Stone55-56, whereby a frequency-dependent point 

charge perturbation is applied to a molecule at regular distance intervals outside the molecular surface. 

Zero frequency corresponds to the static polarizability, and is the focus of this work, while non-zero 

frequencies can be used to obtain the coefficients (C6, C8, C10, etc.) for dispersion. These calculations 

were performed at the PBE0/aug-cc-pVTZ level of theory in the CamCASP suite, which in turn used 

NWChem57 for the DFT calculation. After this step, the polarizabilties are localized to derive atomic 

polarizabilties using the Williams-Stone-Misquitta (WSM) technique58 implemented in the ORIENT 

program.   

In contrast to Thole/Appelquist models like AMOEBA, the Misquitta/Stone regime of 

polarization assumes no intramolecular polarization. In AMOEBA, there is no contribution to 

intramolecular polarization from the permanent multipoles, but there is among the induced dipoles 

within a molecule or polarization group. To account for the presence of intramolecular polarization 

in the parameterization of standard AMOEBA, the contribution of Thole-damped polarization is 

subtracted from the multipoles calculated from distributed multipole analysis (DMA), yielding the 

polarization-free permanent multipoles used in the AMOEBA force field. Therefore, to be compatible 

with the Misquitta/Stone model, our anisotropic model for water introduces no intramolecular 

polarization either from the permanent multipoles or among the induced dipoles. Hence the permanent 

multipoles must be re-derived to account for the lack of intramolecular polarization. In order to make 
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minimal change to the existing AMOEBA 2003 force field parameters47, we fixed both atomic 

monopoles and dipoles, and allowed atomic quadrupoles to optimize with respect to the ab initio 

electrostatic potential (ESP) on grid points outside the van der Waals surface of the water molecule. 

To be consistent with AMOEBA, the reference ab initio ESP was obtained at the level of MP2/aug-

cc-pVTZ using Gaussian09 program59. The force field parameters for the anions F– and Br– are taken 

from AMOEBA0919, and all other parameters are taken from the AMOEBAPro13 force field20.  

 Analysis. We have evaluated different water properties including small to large water cluster 

data sets, basic bulk water properties, and for ion-water systems. For the latter systems, direct 

comparison was made with the breakdown of the ab initio energy, using the energy decomposition 

analysis31 based on absolutely localized molecular orbitals  (ALMO-EDA) method39-40, 60. This allows 

us to separate the total interaction energy into individual contributions from permanent electrostatics 

(𝐸XYXZ), Pauli repulsion (𝐸[\]Y$), dispersion (𝐸&$^[), polarization (𝐸[_Y), and charge transfer (𝐸Z`): 

𝐸$%` = 𝐸XYXZ + 𝐸[\]Y$ + 𝐸&$^[ + 𝐸[_Y + 𝐸Z`																																											(7) 

Derivation of the each of the individual energy components are described elsewhere39-40, 42, 60-61. All 

the ALMO-EDA calculations are performed at the level of a hybrid generalized gradient 

approximation (hybrid GGA) functional which includes the VV10 non-local correlation functional 

for dispersion correction, wB97X-V/def2-QZVPPD45-46. Although based on DFT, the wB97X-

V/def2-QZVPPD functional and basis set45-46 has been validated against high quality CCSD(T)/CBS 

calculations on multiple benchmark data sets, and hence its total energy is considered to be highly 

reliable with ~0.5 kcal/mol error for all systems except Mg2+-H2O systems at long range; we return 

to this point later. All ALMO-EDA calculations were performed using the Q-chem package62.  

 For assessing whether the molecular interactions of the anisotropic AMOEBA model yield 

better agreement with the ALMO-EDA result, energy calculations as a function of intermolecular 

distance, d, were performed for water and water-ion trimers, starting from the equilibrium optimized 

structures (always defined as d = 0 on the distance axis) using wB97X-V/def2-QZVPPD. Depending 

on the system, different types of intermolecular distance scans were performed that can result in a 

more compressed configuration (d < 0) or stretched to distances that reach the asymptotic regime (d 

> 0). For the water trimer, one of the water molecules is displaced from the centroid of the triangle 

formed by the three water oxygens (Fig. 1a). In the case of the (H2O)2Mn+ systems, the distance scans 

were performed along the M-O distances by displacing two water molecules simultaneously from the 

metal center (Fig. 1b). For the (H2O)2Xn– systems, the scanned coordinate is similar to water-trimer 

system, where the anion is displaced from the centroid of the triangle formed by the three heavy atoms 
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(Fig. 1c). For the two cation and one water systems, the initial geometry was prepared by placing two 

metal ions at a distance corresponding to the equilibrium distance in the (H2O)Mn+ dimer, with the 

angle between the M-O and the bisector of the H2O molecule fixed at 45°; distance scans were 

performed by displacing two metal ions simultaneously along the M-O bond direction (Fig. 1d). 

Similarly, for systems with two anions, the initial geometry was prepared by considering the 

equilibrium geometry of the (H2O)Xn– dimer and the second ion was placed by a reflection about the 

X–-O-H angle. The two halogen ions were moved simultaneously along the O-X distance for the 

distance scan (Fig. 1e). 

 
Figure 1. Definition of the distance scans performed for the trimer different systems. Arrows represents the 
scanned directions. (a) water trimer, (b) (H2O)2Mn+, (c) (H2O)2 Xn–, (d) H2O(Mn+)2 and (e) H2O(Xn–)2. 

 

RESULTS 

Table 1 details the final atomic multipoles and polarizabilities for the new anisotropic AMOEBA 

(aniso-AMOEBA) model. Table 2 provides the molecular properties of the gas phase water molecule 

that result from the anisotropic water model, which is also compared to the same calculated properties 

of the previous AMOEBA0347 and AMOEBA1463 models, ab initio calculations, and experiment. It 

is interesting to note that the AMOEBA03 model was fit to the equilibrium water dimer properties 

from ab initio calculations as evident from Table 3 whereas the AMOEBA14 model focused on better 

a b c

d e
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reproduction of condensed phase bulk properties and does not perform as well on the water dimer as 

a result. Overall aniso-AMOEBA performs as well as AMOEBA03 on the water dimer at equilibrium.  

Table 1. Aniso-AMOEBA model parameters for the water molecule. The charges and dipole 
parameters for oxygen and hydrogen are the same as the original AMOEBA 200347 water model.  

Multipoles Oxygen Hydrogen Polarizability Oxygen Hydrogen 
q -0.51966 0.25983 aXX 0.9412 0.2687 
µZ 0.14279 -0.03859 aXY -0.0007 -0.0002 
µX N/A -0.05818 aXZ -0.0061 0.0938 
QXX 0.56803  -0.01730  aYX -0.0007 -0.0002 
QYY -0.65906  -0.07631  aYY 0.9148 0.1941 
QXZ N/A 0.00007  aYZ -0.0000 0.0005 
QZZ 0.09103   0.09361   aZX -0.0061 0.0938 
 aZY -0.0000 0.0005 

aZZ 0.9417 0.2224 
 

Table 2.  Multipole and polarization properties for gas phase water molecule for aniso-AMOEBA 
compared to previous AMOEBA0347 and AMOEBA1463. Comparison is made to published 
experimental values.  

  AMOEBA03 AMOEBA14 Aniso-AMOEBA Experiment 
Dipole dz (Debye) 1.771 1.808 1.771 1.855a 

Quadrupole (Debye·Å)     

Qxx  2.502  2.626  2.689  2.630b 

Qyy -2.168 -2.178 -2.408 -2.500b 

Qzz -0.334 -0.045 -0.281 -0.130b 

Polarizability (Å2·s4·kg−1)     

αxx 1.672 1.767 1.577 1.528c 

αyy 1.225 1.308 1.232 1.412c 

αzz 1.328 1.420 1.391 1.468c 
a Reference 64.  b Reference 65.  c Reference 66. 
 
Table 3.  Dimer equilibrium properties for AMOEBA03, AMOEBA14, and aniso-AMOEBA 
compared to ab initio calculations and experiment. Dissociation energy, De (kcal/mol), O-O distance 
(Å), α (angle between O-O vector and Odonor-Hdonor vector, degrees), b (angle between O-O vector 
and plane of acceptor molecule, degrees), total dipole moment (μtot, Debye). 

Property AMOEBA03 AMOEBA14 Aniso-
AMOEBA ab Initio Experiment 

De 4.96 4.64 5.35 4.98c 5.44±0.7a 

rO-O 2.892 2.908 2.896 2.907c 2.976b 
α 4.18 4.41 2.93 4.18c -1±10b 
b 57.2 64.9 60.5 55.6d 57±10b 
μtot 2.54 2.20 2.57 2.76e 2.643b 

a Reference 67.  b Reference 68.  c Reference 69.  d Reference 70.  e Reference 71 
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Figure 2 provides the intermolecular energy for the water trimer along the scanned coordinates for 

aniso-AMOEBA and AMOEBA03 compared to ALMO-EDA. Including atomic anisotropic 

polarizability in the water molecule improves the intermolecular polarization energy appreciably 

compared to the isotropic AMOEBA03 model across all distances (Fig. 2a). The polarization energy 

around the equilibrium distance using aniso-AMOEBA is –23.0 kJ/mol, which agrees well with the 

ALMO-EDA value of –21.6 kJ/mol, while the AMOEBA03 model overestimates the polarization 

energy by ~4.5 kJ/mol. Fig. 2b and 2c show that there is improved agreement using aniso-AMOEBA 

for the 2-body polarization in the compressed region. We mention at this point that the ALMO-EDA 

is able to rigorously decouple polarization from charge transfer (which are lumped together in the 

’induction’ term of SAPT EDA’s), thereby allowing us to consider that contribution directly. 

Although charge transfer is not accounted for in the AMOEBA model, it is evident that the 3-body 

polarization model captures the ALMO-EDA polarization and charge transfer interactions almost 

perfectly throughout the distance scan. The corresponding total interaction energy of the water trimer 

using the AMOEBA03 force field is underbound throughout the scanned coordinate compared to 

ALMO-EDA, whereas the aniso-AMOEBA interaction energy matches well due to the improvement 

in polarization energies, given that the permanent electrostatics have changed negligibly (Fig. 2d). 
(a)       (b) 

 
 (c)      (d) 
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Figure 2. Improvements in polarization for the AMOEBA model upon introduction of atomic anisotropic 
polarizability when compared to ALMO-EDA for the water trimer. (a) Total polarization energy, (b) 2-body 
polarization, (c) 3-body polarization compared to EDA polarization with and without charge transfer, and (d) 
total interaction energy.  

 To further test the quality of intermolecular interactions for water clusters, we computed the 

energies using the aniso-AMOEBA model for data sets composed of small to large water cluster 

binding energies at equilibrium and distorted geometries, and compared it to the AMOEBA03 and 

AMOEBA14 water model and to ab initio reference calculations (Table S1). We find that the mean 

absolute deviations (MADs) for the small clusters is within chemical accuracy for AMOEBA14 and 

aniso-AMOEBA (0.39 vs. 0.62 kcal/mol, respectively), however the aniso-AMOEBA model provides 

a much smaller error in binding energies for water clusters containing more than 10 waters, yielding 

deviations from ab initio values of 2.95 kcal/mol versus the 7.97 kcal/mole error for the AMOEBA14 

water model. Overall, the AMOEBA03 model has larger error on the smaller and larger clusters 

compared to aniso-AMOEBA, with MAD of 0.83 and 3.29 kcal/mol, respectively. To further test 

larger clusters distorted from equilibrium, we computed the polarization energy for 50 different water 

pentamers drawn from a 50 ps MD simulation at 298 K. The correlation in the polarization energy 

between ALMO-EDA, aniso-AMOEBA and standard AMOEBA03 is shown in Figure 3. From the 

correlation plot, it is clear that the aniso-AMOEBA model correlates much better with the ALMO-

EDA polarization energy (RMSD = 4.1 kJ/mol) compared to the isotropic AMOEBA03 model 

(RMSD =12.5 kJ/mol). 

 
Figure 3.  Correlation of the polarization energy for water pentamers obtained from ALMO-EDA with 
AMOEBA03 (left, black symbols) and aniso-AMOEBA (right, red symbols). 50 different water pentamer 
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configurations were extracted from a MD simulation for the ALMO-EDA analysis. The green dashed line 
represents the Y=X line for the force field vs. ab initio polarization energy. 

 Overall, introducing anisotropy as a single water molecule quantity translates into a cluster 

water model that shows improvement over both the original AMOEBA03 and the very different 

AMOEBA14 model that uses Force Balance for fitting to both QM and condensed phase data. We 

have implemented forces into the TINKER package that accounts for anisotropic polarization in order 

to calculate some basic bulk water properties to confirm the outcome from the water cluster data. 

Figure 4 shows the radial distribution functions in which it is evident that there is noticeable 

improvement in bulk water structure using the aniso-AMOEBA model compared to AMOEBA03. 

While AMOEBA03 model was fit to the ambient experimental density and enthalpy of vaporization, 

by contrast the aniso-AMOEBA still yields excellent agreement of 1.0 g/cc and 10.40 kcal/mole for 

these quantities, respectively.  
 (a)      (b) 

 
    (c) 

 
Figure 4. Water radial distribution functions using aniso-AMOEBA and AMOEBA03 compared to experiment. 
(a) gOO(r), (b) gOH(r), and (c) gHH(r). All simulations were performed at the experimental bulk liquid density at 
300 K. The experimental data is shown as dashed line 72-73, while the additional aqua curves eliminates the 
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unphysical density at low r and conforms to the isothermal compressibility that overcomes problems with the 
original experimental analysis.74 

 The primary goal of the anisotropic water model is to improve energies and forces near the 

strongly asymmetric and polarizing environments around solutes and interfaces. Simple ions present 

a first good test where qualitatively we expect that anions will give rise to larger needs for anisotropy 

than cations. This is confirmed for the halogen Cl– and Br– anions which, like the water trimer, show 

substantial improvement in the polarization energy under the aniso-AMOEBA model compared to 

AMOEBA03. Figure 5 provides the results for both the (H2O)2Cl– and H2O(Cl–)2 trimers in which 

the anisotropic polarization energy agrees far better with the polarization energy from the ALMO-

EDA, not only around the equilibrium but also throughout the scanned distances (Figure 5a and 5b). 

This stems from reduction in the over-polarization and anti-cooperativity of the 2-body and 3-body 

polarization, respectively, compared to the isotropic AMOEBA03 model (Figure 5c-5f). Again, it is 

evident that both AMOEBA models are capturing substantial 3-body contributions from charge 

transfer. For the (H2O)2Cl– trimer, the total interaction energy at equilibrium using aniso-AMOEBA 

is underbound by 3.1 kJ/mol (~kbT) while the isotropic AMOEBA model is overbound by 8.0 kJ/mol. 

Similar improved results are seen for the corresponding Br– systems under the aniso-AMOEBA 

model relative to standard AMOEBA when compared to ALMO-EDA (Figure S1). 

 The polarization energy also improves significantly for the (H2O)2F– system compared to the 

isotropic AMOEBA model throughout the distance scan (Figure 6a), with evident better agreement 

in both the 2-body and 3-body polarization (Figure 6b and 6c). However, the total interaction energy 

is poorly described by both AMOEBA models due to evident problems with other intermolecular 

interactions, which we previously found was due to both van der Waals and permanent electrostatics 

that are far too unfavourable at short range42. Hence while the aniso-AMOEBA model corrects for 

the overpolarization of the standard AMOEBA result, it now exhibits significant underbinding near 

equilibrium for the total interaction energy. Furthermore, the results for H2O(F–)2 remains abysmal 

for both AMOEBA models compared to the ALMO-EDA results (Figure S2); the water-ion distance 

for F– is so small that it further exacerbates the classically treated electrostatics and crude 

approximation of Pauli repulsion of the AMOEBA models, thereby requiring as a minimum the 

incorporation of charge penetration to correct the qualitatively incorrect behaviour of the total 

interaction energy. This is clearly a necessary consideration for force field guidance by EDA that 

once a single decomposed term is corrected (such as the improvement of anisotropic polarization), 

other terms will need to be rebalanced. 
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 (a)      (b) 

 
 (c)      (d) 

 
 (e)      (f) 

 
 (g)      (h) 
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Figure 5. Comparison of the aniso-AMOEBA (green) and standard AMOEBA model (red) when validated 
against ALMO-EDA (dashed) for (H2O)2Cl– (left column) and H2O(Cl–)2 (right column) trimers. (a-b) Total 
polarization energy, (c-d) 2-body polarization, (e-f) 3-body polarization compared to EDA polarization with 
and without charge transfer, (g-h) total interaction energy.  
 
  (a)      (b) 

 
 (c)      (d) 

 
Figure 6. Comparison of aniso-AMOEBA (green) and AMOEBA03 model (red) when validated against 
ALMO-EDA (dashed) for the (H2O)2F– trimer. (a) Total polarization energy, (b) 2-body polarization, (c) 3-
body polarization compared to EDA polarization with and without charge transfer (blue), (d) total interaction 
energy.  

 Unlike the halide ions, the anisotropic polarizability has a much smaller effect on the 

polarization energy for the single alkali and alkaline earth metal (H2O)2Mn+ systems, as expected. 

Given the small atomic radii, and therefore small polarizabilities of these cations, the isotropic 

polarizabilities are sufficient to describe their interactions with water (Figure 7 and S3-S6).75 In all of 
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these cases both AMOEBA and aniso-AMOEBA consistently agree well with the ALMO-EDA 

polarization energy at equilibrium, while overestimating the polarization energy in the compressed 

region, and underestimating the polarization at larger separations. Therefore, the total interaction 

energy is very similar between the AMOEBA03 and aniso-AMOEBA models for the  (H2O)2Mn+ 

systems. However, for the dication H2O(Mn+)2 systems, there is a modest but clear trend that the larger 

the ion and the higher the net charge, the better is the polarization energy under the aniso-AMOEBA 

model. This trend originates in the qualitative improvement in capturing the greater anti-cooperative 

behaviour in the 3-body polarization as shown in Figure 8 for H2O(Ca2+)2 and supported in Figures 

S7-S10 for the corresponding Li+, Na+, K+ and Mg2+ ions. We note that although ωB97X-V provides 

~0.5 kcal/mol accuracy for almost all the investigated systems, it slightly overbinds the water-cation 

complexes in the long range due to self-interaction error, which is most pronounced in the H2O· · · 

Mg2+ systems. 
 (a)      (b) 

 
 (c)      (d) 

 
Figure 7. Comparison of aniso-AMOEBA (green) and AMOEBA03 model (red) when validated against 
ALMO-EDA (dashed) for the (H2O)2Li+ trimer. (a) Polarization energy, (b) 2-body polarization, (c) 3-body 
polarization compared to EDA polarization with and without charge transfer, (d) total interaction energy.  
 (a)      (b) 
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 (c)      (d) 

 
Figure 8. Comparison of aniso-AMOEBA (green) and AMOEBA03 model (red) when validated against 
ALMO-EDA (dashed) for the H2O(Ca2+)2 trimer. (a) Polarization energy, (b) 2-body polarization, (c) 3-body 
polarization compared to EDA polarization with and without charge transfer, (d) total interaction energy. 
 

DISCUSSION AND CONCLUSION 

In this work we have shown that the inclusion of anisotropic polarization for a single water molecule 

translates into noticeably improved polarization energy, and hence more accurate potential energy 

surfaces, across a wide range of systems including small and large gas phase water clusters, bulk 

water properties, and ionic clusters composed of monovalent and divalent ions complexed with one 

or two water molecules. For future considerations in reducing the computational cost, using only the 

diagonalized atomic polarizability matrix provides very similar results compared to full anisotropy 

for polarization for all trimer systems (Figure S11) near equilibrium, with most deviations occurring 

in the compressed regions for only a handful of systems. Even so, the computational cost of the full 

anisotropic matrix is only ~1.1 the cost of the standard isotropic model, and thus the small incurred 

errors through a reduced anisotropic model is not worthwhile in our view. Instead we believe that 

eliminating the self-consistent field steps using our extended Lagrangian formulation, as we have 

done for the isotropic AMOEBA model, should be easily extensible to aniso-AMOEBA to reduce the 

cost of a polarization model to that of permanent electrostatics only.76-77 In summary, this study 

provides an excellent foundation for future work in which we will develop aniso-AMOEBA force 

fields for biologically relevant solutes like amino acids and DNA base pairs, or for complex materials 
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and interfaces, for prediction of properties for asymmetric environments where an accurate 

polarization model is most needed. 
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