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—— Abstract

We initiate a systematic study of linear sketching over Fy. For a given Boolean function treated
as f: Fy — Fo a randomized Fa-sketch is a distribution M over d x n matrices with elements
over [y such that Mz suffices for computing f(x) with high probability. Such sketches for d < n

can be used to design small-space distributed and streaming algorithms.

Motivated by these applications we study a connection between [Fs-sketching and a two-
player one-way communication game for the corresponding XOR-function. We conjecture that
[Fo-sketching is optimal for this communication game. Our results confirm this conjecture for
multiple important classes of functions: 1) low-degree Fa-polynomials, 2) functions with sparse
Fourier spectrum, 3) most symmetric functions, 4) recursive majority function. These results
rely on a new structural theorem that shows that Fa-sketching is optimal (up to constant factors)
for uniformly distributed inputs.

Furthermore, we show that (non-uniform) streaming algorithms that have to process random
updates over [ can be constructed as Fa-sketches for the uniform distribution. In contrast with
the previous work of Li, Nguyen and Woodruff (STOC’14) who show an analogous result for
linear sketches over integers in the adversarial setting our result does not require the stream
length to be triply exponential in n and holds for streams of length O(n) constructed through
uniformly random updates.
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1 Introduction

Linear sketching is the underlying technique behind many of the biggest algorithmic break-
throughs of the past two decades. It has played a key role in the development of streaming
algorithms since [3] and most recently has been the key to modern randomized algorithms for
numerical linear algebra (see survey [52]), graph compression (see survey [37]), dimensionality
reduction, etc. Linear sketching is robust to the choice of a computational model and can be
applied in settings as seemingly diverse as streaming, MapReduce as well as various other
distributed models of computation including the congested clique model [19, 12, 23], allowing
to save computational time, space and reduce communication in distributed settings. This
remarkable versatility is based on properties of linear sketches enabled by linearity: simple
and fast updates and mergeability of sketches computed on distributed data. Compatibility
with fast numerical linear algebra packages makes linear sketching particularly attractive for
applications.

Even more surprisingly linear sketching over the reals is known to be the best possible
algorithmic approach (unconditionally) in certain settings. Most notably, under some mild
conditions linear sketches are known to be almost space optimal for processing dynamic
data streams [10, 31, 1]. Optimal bounds for streaming algorithms for a variety of computa-
tional problems can be derived through this connection by analyzing linear sketches rather
than general algorithms. Examples include approximate matchings [5, 4], additive norm
approximation [1] and frequency moments [31, 51].

In this paper we study the power of linear sketching over F,. ° To the best of our
knowledge no such systematic study currently exists as prior work focuses on sketching over
the field of reals (or large finite fields as reals are represented as word-size bounded integers).
Formally, for a random set S C [n] let xs = @, g ;- Given a function f: F5 — [ that

needs to be evaluated over an input z = (x1,...,x,) we are looking for a distribution over
k subsets Si,...,S; C [n] such that the following holds: for any input z given parities
computed over these sets and denoted as xs, (), xs,(2), ..., xs, (x), it should be possible

to compute f(z) with probability 1 — . While the switch from reals to Fo might seem
restrictive, we are unaware of any problem for which sketching over reals gives any advantage
over [o. Furthermore, as shown very recently and subsequently to the early version of this
work [39], almost all dynamic graph streaming algorithms® can be seen as Fy-sketches [25]
without losing optimality in space’.

It is easy to see that sketching over finite fields can be significantly better than linear sketching over
integers for certain computations. As an example, consider a function (z mod 2) (for an integer input
2) which can be trivially sketched with 1 bit over the field of two elements while any linear sketch over
the integers requires word-size memory.

With the only exception being the work of [24] on spectral graph sparsification.

Technically [25] uses F3, but replacing F3 with F2 doesn’t change their results.


https://arxiv.org/pdf/1611.01879.pdf
https://arxiv.org/pdf/1611.01879.pdf
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In matrix form [Fs-sketching corresponds to multiplication over Fo of the row vector
x € FY by a random n x k matrix whose i-th column is a characteristic vector of the random

parity xs,:

(z1 @2 o @) [ Xsi Xso o Xsi | = (xs,(®) xs,(@) ... xs, (@)

This sketch alone should then be sufficient for computing f with high probability for any
input x. This motivates us to define the randomized linear sketch complexity of a function f
over [o as the smallest k& which allows one to satisfy the above guarantee.

» Definition 1 (Fa-sketching). For a function f: 5 — Fo we define its randomized linear
sketch complexity ® over [ with error § (denoted as RY™(f)) as the smallest integer k
such that there exists a distribution xs,, Xxs,,.--,Xs, over k linear functions over [, and a
postprocessing function g : F5 — F»? which satisfies:

Ve ely: 1Prsk[f(gsl, To, ..., Tn) = g(xs, (), X8, (®), ..., xs,(2))] > 1—4.

We note that while the above definition requires that f is computed exactly, most of our
structural results including Theorem 4 can be extended to allow approximate computation
of real-valued functions f: F5 — R as shown in [54].

As we show in this paper the study of R4"(f) is closely related to a certain communication
problem. For f: F% — [y define the XOR-function f*: F% x F3 — Fo as f(x,y) = f(z+vy)
where z,y € F4. Consider a communication game between two players Alice and Bob holding
inputs x and y respectively. Given access to a shared source of random bits Alice has to send
a single message to Bob so that he can compute f¥(x,y). This is known as the one-way
communication problem for XOR-functions.

» Definition 2 (Randomized one-way communication complexity of XOR function). For a
function f: F} — Fy the randomized one-way communication complexity with error §
(denoted as Ry’ (f1)) of its XOR-function is defined as the smallest size'® (in bits) of the
(randomized using public randomness) message M (z) from Alice to Bob which allows Bob to
evaluate fT(z,y) for any x,y € F2 with error probability at most ¢.

Communication complexity of XOR~functions has been recently studied extensively in the
context of the log-rank conjecture (see e.g. [45, 55, 38, 28, 30, 47, 32, 49, 34, 18]). However,
such studies either mostly focus on deterministic communication complexity or are specific
to the two-way communication model. We discuss implications of this line of work for our
Fo-sketching model in our discussion of prior work.

In the language of decision trees this can be interpreted as randomized non-adaptive parity decision
tree complexity. We are unaware of any systematic study of this quantity either. Since heavy decision
tree terminology seems excessive for our applications (in particular, sketching is done in one shot so
there isn’t a decision tree involved) we prefer to use a shorter and more descriptive name.

Technically g can also depend on the sampled sets S1,..., Sy, but all sketches used in this paper are
oblivious to the choice of these sets.

10 Formally the minimum here is taken over all possible protocols where for each protocol the size of the
message M (x) refers to the largest size (in bits) of such message taken over all inputs z € Fy. See [27]
for a formal definition.
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It is easy to see that Ry’ (f*) < Rf;i”( f) as using shared randomness for sampling
S1,...,Sk Alice can just send k bits xs, (z), xs,(2), ..., Xxs, () to Bob who can for each
i € [k] compute xs,(x+y) = xs, (¢) + xs, (v). This gives Bob an Fa-sketch of f on z+y and
hence suffices for computing f*(x,y) with probability 1 — §. The main open question raised
in our work is whether the reverse inequality holds (at least approximately), thus implying
the equivalence of the two notions.

» Conjecture 3. Is it true that Ry’ (ft) = © (RE™(f)) for every f:Fy — Fa and 0 <8 <
1/2¢

In fact all known one-way protocols for XOR-functions can be seen as [o-sketches so it is
natural to ask whether this is always true. In this paper we further motivate this conjecture
through a number of examples of classes of functions for which it holds. One important
such example from the previous work is a function Hamx; which evaluates to 1 if and only
if the Hamming weight of the input string is at least k. The corresponding XOR-function
Ham®, can be seen to have one-way communication complexity of ©(klogk) via the small
set disjointness lower bound of [9] and a basic upper bound based on random parities [20].
Conjecture 3 would imply that in order to prove a one-way disjointness lower bound it suffices
to only consider [F-sketches.

A deterministic analog of Definition 1 requires that f(z) = g(Xa; (Z), Xaz (X)), - -+ s Xoy (7))
for a fixed choice of a1, ...,ax, € F5. The smallest value of k which satisfies this definition is
known to be equal to the Fourier dimension of f denoted as dim(f). It corresponds to the
smallest dimension of a linear subspace of [} that contains the entire spectrum of f (see
Section 2.2 for a formal definition). In order to keep the notation uniform we also denote
it as D'"(f). Most importantly, as shown in [38] an analog of Conjecture 3 holds without
any loss in the deterministic case, i.e. D7 (f1) = dim(f) = D" (f), where D denotes the
deterministic one-way communication complexity. This striking fact is one of the reasons
why we suggest Conjecture 3 as an open problem.

Previous work and our results

In the discussion below using Yao’s principle we switch to the equivalent notion of distribu-
tional complexity of the above problems denoted as Dy” and D(l;m respectively. For the formal
definitions we refer to the reader to Section 2.1 and a standard textbook on communication
complexity [27]. Equivalence between randomized and distributional complexities allows us
to restate Conjecture 3 as Dy” = O(D4").

For a fixed distribution p over Iy we define D?"’” (f) to be the smallest dimension of an
[F5-sketch that correctly outputs f with probability 1 — § over p. Similarly for a distribution
wover (z,y) € Fy x F4 we denote distributional one-way communication complexity of f
with error & as Dy " (f*) (See Section 2 for a formal definition). Our first main result is an
analog of Conjecture 3 for the uniform distribution U over (z,y) that matches the statement
of the conjecture up to constant factors:

» Theorem 4. For any f: Fy — Fq it holds that D17§U(f+) > 1 ~Dll’;§)”U(f),

In order to prove Theorem 4 we introduce the notion of an approzimate Fourier dimension
(Definition 13) that extends the definition of exact Fourier dimension to allow that only 1 — e
fraction of the total “energy” in f’s spectrum should be contained in the linear subspace.
The key ingredient in the proof is a structural theorem, Theorem 14, that characterizes both

D™V () and D;7Y (f1) in terms of f’s approximate Fourier dimension.
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Using Theorem 14 we confirm Conjecture 3 for several well-studied classes of functions in
Section 4. It is important to note that while we could have stated these results for randomized
one-way communication it is critical that all lower bounds in this section hold for uniform
distribution in order to derive our results for random streams in Section 5.

Low-degree [, polynomials

Low-degree [y polynomials have been extensively studied in theoretical computer science in
various contexts: learning theory (Mossel, O’Donnell and Servedio [40]), property testing
(Rubinfield and Sudan [42], Bhattacharyya et al. [6], Alon et al [2]), pseudorandomness
(Bogdanov and Viola [8], Lovett [33], Viola [50]), communication complexity (Tsang et al.[49]),
etc.

Tsang et al. [49] studied deterministic two-way communication protocols for XOR-
functions with low Fo-degree. They gave an upper bound on deterministic communication
complexity of f* in terms of the spectral norm and the Fa-degree of f. Their result was
obtained by observing that the communication complexity of f* is bounded above by the
parity decision tree complexity of f, and then bounding the latter. In this work, we prove a
lower bound on the randomized one-way communication complexity of f* in terms of the
Fourier dimension of f and the Fs-degree of f, denoted as d. We prove the following result:

D" () = O (Ryj(f+) - d) -

In the regime d = O(1), the above result implies that use of randomness does not enable
us to design a better linear-sketching or a one-way communication protocol. Furthermore,
since le/’g( f) < DU"(f), the above result implies Conjecture 3 for constant degree [s-
polynomials. For 5 polynomials with bounded spectral norm this implies a new bound on
Fourier dimension shown in Corollary 23: D'"(f) = dim(f) = O(d||f||?) improving a result
of Tsang et al. for d = w (logl/3 ||f||1)

Address function and Fourier sparsity

The number s of non-zero Fourier coefficients of f (known as Fourier sparsity) is one of
the key quantities in the analysis of Boolean functions. It also plays an important role
in the recent work on log-rank conjecture for XOR-functions [49, 46]. A recent result by
Sanyal [44] shows that for Boolean functions dim(f) = O(y/slogs), namely all non-zero
Fourier coefficients are contained in a subspace of a polynomially smaller dimension. This
bound is almost tight as the address function (see Section 4.2 for a definition) exhibits a
quadratic gap. A direct implication of Sanyal’s result is a deterministic Fo-sketching upper
bound of O(y/slogs) for any f with Fourier sparsity s. As we show in Section 4.2 this
dependence on sparsity can’t be improved even if randomization is allowed.

Symmetric functions

A function f is symmetric if it only depends on the Hamming weight of its input. In
Section 4.3 we show that Conjecture 3 holds for all symmetric functions which are not too
close to a constant function or the parity function ), z;, where the sum is taken over Fs.

Composition theorem for recursive majority

As an example of a composition theorem we give such a theorem for recursive majority.
For an odd integer n the majority function Maj, is defined to be 1 if and only if the

8:5

CCC 2018



8:6

Linear Sketching over [,

Hamming weight of the input is greater than n/2. Of particular interest is the recursive
majority function Maj$* that corresponds to k-fold composition of Majs for k = logs n.
This function was introduced by Boppana [43] and serves as an important example of various
properties of Boolean functions, most importantly in randomized decision tree complexity
([43, 22, 36, 29, 35]), deterministic parity decision tree complexity [7] and communication
complexity [22, 13].

In Section 4.4 we use Theorem 14 to obtain the following result:

» Theorem 5. For any e € [0, 3], £ > 4€* and k = loggn it holds that:

Di’g(Maj§k+) = Q(EQTL).
=

Applications to streaming and distributed computing

In the turnstile streaming model of computation a vector x of dimension n is updated through
a sequence of additive updates applied to its coordinates and the goal of the algorithm is to
be able to output f(z) at any point during the stream while using space that is sublinear
in n. In the real-valued case we have either x € [0, m]|™ or x € [—=m, m]™ for some universal
upper bound m and updates can be increments or decrements to x’s coordinates of arbitrary
magnitude.

For z € I} additive updates have a particularly simple form as they always flip the
corresponding coordinate of x. In the streaming literature this model is referred to as the
XOR update model (see e.g. [48]) Note that XOR updates can’t be handled using standard
turnstile streaming algorithms as only the coordinate but not the sign of the update is given.
As we show in Section 5.2 it is easy to see based on the recent work of [10, 31, 1] that in
the adversarial streaming setting the space complexity of turnstile streaming algorithms
over [y is determined by the Fs-sketch complexity of the function of interest. However, this
proof technique only works for very long streams which are unrealistic in practice — the
length of the adversarial stream has to be triply exponential in n in order to enforce linear
behavior. Large stream length requirement is inherent in the proof structure in this line of
work and while one might expect to improve triply exponential dependence on n at least an
exponential dependence appears necessary, which is a major limitation of this approach.

As we show in Section 5.1 it follows directly from our Theorem 4 that turnstile streaming
algorithms that achieve low error probability under random [y updates might as well be
F-sketches. For two natural choices of the random update model short streams of length
either O(n) or O(nlogn) suffice for our reduction. We stress that our lower bounds are also
stronger than the worst-case adversarial lower bounds as they hold under an average-case
scenario. Furthermore, our Conjecture 3 would imply that space optimal turnstile streaming
algorithms over Fs have to be linear sketches for adversarial streams of length only 2n. We
believe that such result will also help show an analogous statement for real-valued linear
sketches thus removing the triply exponential in n stream length assumption of [31, 1].

By linearity all Fo-sketching upper bounds are also applicable in the distributed setting
where two parties Alice and Bob need to send messages to the coordinator who is required
to output f*. This is also known as the Simultaneous Message Passing (SMP) model and
all our one-way lower bounds hold in this model as well.

Other previous work

Closely related to ours is work on communication protocols for XOR-functions [45, 38, 49, 18].
In particular [38] presents two basic one-way communication protocols based on random



S. Kannan, E. Mossel, S. Sanyal, and G. Yaroslavtsev

parities. The first one, stated as Fact 60 generalizes the classic communication protocol for
equality. The second one uses the result of Grolmusz [17] and implies that ¢;-sampling of
Fourier characters gives a randomized Fy-sketch of size O(||f||2) (for constant error).

In [18] structural results about deterministic two-way communication protocols for
XOR-functions have been obtained. In particular, they show that the parity decision tree
complexity of fis O(D(f*)°). The key difference between our work and [18] lies in our focus
on randomized protocols. In [18] it is left as the main open problem whether randomized
parity decision tree complexity can be bounded by poly(R(fT)). Our results can be seen as a
step towards resolving this open problem in one-way communication setting. Full resolution
of Conjecture 3 would show that the conjecture of [18] holds even without polynomial loss
for one-way communication as we show for all the classes considered in Section 4.

Another line of work that is closely related to ours is the study of the two-player
simultaneous message passing model (SMP). This model can also allow to prove lower bounds
on Fo-sketching complexity. Since our results hold for one-way communication they also hold
in the SMP model. Moreover, in the context of our work there is no substantial difference as
for product distributions the two models are essentially equivalent. Recent results in the
SMP model include [38, 30, 32].

While decision tree literature is not directly relevant to us since our model doesn’t
allow adaptivity we remark that there has been interest recently in the study of (adaptive)
deterministic parity decision trees [7] and non-adaptive deterministic parity decision trees [46,
44]. As mentioned above, our model can be interpreted as non-adaptive randomized parity
decision trees and to the best of our knowledge it hasn’t been studied explicitly before.
Another related model is that of parity kill numbers. In this model a composition theorem
has recently been shown by [41] but the key difference is again adaptivity.

Finally recent developements in the line of work on lifting theorems such as [15, 14] might
suggest that such results might be applied in our context. However for our purposes we
would need a lifting theorem for the XOR gadget and to the best of our knowledge no such
result is known for randomized one-way communication.

Organization

The rest of this paper is organized as follows. In Section 2 we introduce the required
background from communication complexity and Fourier analysis of Boolean functions. In
Section 3 we prove Theorem 4. In Section 4 we give applications of this theorem for recursive
majority (Theorem 5), address function, low-degree Fy polynomials and symmetric functions.
In Section 5 we describe applications to streaming.

In Appendix B we give some basic results about deterministic Fa-sketching (or Fourier
dimension) of composition and convolution of functions. We also present a basic lower
bound argument based on affine dispersers. In Appendix C we give some basic results about
randomized [ s-sketching including a lower bound based on extractors and a classic protocol
based on random parities which we use as a building block in our sketch for LTFs. We also
present evidence for why an analog of Theorem 14 doesn’t hold for arbitrary distributions. In
Appendix D we show a lower bound for one-bit protocols making progress towards resolving
Conjecture 3.

2 Preliminaries

For an integer n we use notation [n] = {1,...,n}. For integers n < m we use notation
[n,m] = {n,...,m}. For an arbitrary domain D we denote the uniform distribution over
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this domain as U(D). We use the notation z, 2’ ~ U(D) to denote that = and 2’ are sampled
uniformly at random and independently from D. The variance of a random variable X is
denoted by Var[X]. For a vector z and p > 1 we denote the p-norm of z as ||z||, and reserve
the notation ||z||o for the Hamming weight.

2.1 Communication complexity

Consider a function f: [} x F§ — F2 and a distribution p over F% x F5. The one-way
distributional complexity of f with respect to u, denoted as D;’“ (f) is the smallest commu-
nication cost of a one-way deterministic protocol that outputs f(x,y) with probability at
least 1 — & over the inputs (z,y) drawn from the distribution u. The one-way distributional
complezity of f denoted as Dy*(f) is defined as Dy’ (f) = sup,, Dy7"(f). By Yao’s minimax
theorem [53] it follows that R3*(f) = D5’ (f). One-way communication complexity over
product distributions is defined as Dy (f) = SUPy— 1, x i1, Dy "(f) where p, and p, are
distributions over 5.

With every two-party function f: [} x F} we associate a communication matriz M/ €
F2"*2" with entries M{, = f(z,y). We say that a deterministic protocol M () with length ¢
of the message that Alice sends to Bob partitions the rows of this matrix into 2¢ combinatorial
rectangles where each rectangle contains all rows of M/ corresponding to the same fixed
message y € {0, 1}

2.2 Fourier analysis

We consider functions®! from F% to R. For any fixed n > 1, the space of these functions forms
an inner product space with the inner product (f, g) = Exerz [f(2)g(2)] = 5= v€Fp f(x)g(z).
The ¢ norm of f: F} — Ris ||f|l2 = /{f, f) = VE«[f(2)?] and the {5 distance between
two functions f, g : F3 — R is the ¢3 norm of the function f — g. In other words, ||f — g|l2 =
VI=0T =0 = [ Tery (@) — g@))

For o € [y, the character xo : F§ — {+1, —1} is the function defined by xq(x) = (—1)*?.
Characters form an orthonormal basis as (xa, X3) = dap Where ¢ is the Kronecker symbol.
The Fourier coefficient of f : F} — R corresponding to o is f(a) = Fo[f(2)xa(2)]. The
Fourier transform of f is the function f : F3 — R that returns the value of each Fourier
coefficient, of f. We use notation Spec(f) = {a € F% : f(a) # 0} to denote the set of all
non-zero Fourier coefficients of f. The Fourier 1 norm, or the spectral norm of f, is defined

as ||l = Caery I/ (@)l

» Fact 6 (Parseval's identity). For any f : F5 — R it holds that

Ifllz=1fl= [ fla)2
oee[Fg"

Moreover, if f:Fy — {+1,—1} then ||f]2 = Hf||2 =1.

We use notation A < [} to denote the fact that A is a linear subspace of F5.

1 1n all Fourier-analytic arguments Boolean functions are treated as functions of the form f : F} —
{+1,—1} where 0 is mapped to 1 and 1 is mapped to —1. Otherwise we use these two notations
interchangeably.
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» Definition 7 (Fourier dimension). The Fourier dimension of f: F3 — {+1,—1} denoted

as dim(f) is the smallest integer k such that there exists A < F% of dimension k for which
Spec(f) C A.

We say that A < [ is a standard subspace if it has a basis v1,...,vq where each v; has
Hamming weight equal to 1. An orthogonal subspace AL is defined as:

At ={yely:Vr e A v -2=0}.

An affine subspace (or coset) of F% of the form A = H + a for some H <% and a € [} is
defined as:

A={yely:Vec H" y-z=a-z}.

We now introduce notation for restrictions of functions to affine subspaces.

» Definition 8. Let f: [} — R and z € 5. We define fT* : F5 — Ras fT*(x) = f(z + 2).

» Fact 9. The Fourier coefficients of f% are ‘f/*\Z(fy) = (=1)"*f(v) and hence:

=3 f(S)xs2)xs.

SeFy

» Definition 10 (Coset restriction). For f : F% — R,z € F§ and H < [} we write f#;*: H — R
for the restriction of f to H + z.

» Definition 11 (Convolution). For two functions f, g: F% — R their convolution (fx*g): F§ —
R is defined as (f * g)(z) = Ey~vrp) [f(y)g(z+ )]

For S € [} the corresponding Fourier coefficient of convolution is given as f* g(S) =

P

f(5)4(5).

3 [s-sketching over the uniform distribution

We use the following definition of Fourier concentration that plays an important role in
learning theory [26]. As mentioned above in all Fourier-analytic arguments we replace the
range of the functions with {41, —1}.

» Definition 12 (Fourier concentration). The spectrum of a function f: F§ — {41, -1} is
e-concentrated on a collection of Fourier coefficients Z C F5 if Y-, f?(e) > e

We now introduce the notion of approzimate Fourier dimension of a Boolean function.

» Definition 13 (Approximate Fourier dimension). Let A be the set of all linear subspaces of
F7% of dimension k. For f: F} — {+1,—1} and € € (0, 1] the e-approximate Fourier dimension
dim(f) is defined as:

dim,(f) = min {k: JA€ A Y ) = e} .
acA
The following theorem shows that for uniformly distributed inputs, both the one-way
communication complexity of f and the linear sketch complexity of f are characterized
by the approximate Fourier dimension of f. An immediate corollary is that, up to some
slack in the dependence on the probability of error, the one-way communication complexity
under the uniform distribution matches the linear sketch complexity. We note that the lower
bounds given by this theorem are stronger than the basic extractor lower bound given in
Appendix C.1. See Remark C.1 for further discussion.
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» Theorem 14. Let f: F3 — {4+1,—1} be a Boolean function. Let € € [0,1] and v < 172‘/5.
Let d = dimg(f). Then,

L DI L (FY) <DEYE o) <d 20 DYWY(f)>d, 3. DY 6>

d
(1-8)/2 1-9 (1-§)/6 = §°

Proof.

Part 1. !2 Since d = dim¢(f), there exists a subspace A < F% of dimension at most d which
satisfies D 4 f2(a) > €. Let g: F2 — R be a function defined by its Fourier transform as
follows:

0, otherwise.

3a) = {f(a), ifaec A

Consider drawing a random variable 6 from the distribution with p.d.f 1 — || over [—1, 1].

» Proposition 15. For all t such that —1 <t < 1 and z € {+1,—1} random variable 6

satisfies:
1 2
P;r[sgn(t —0)#£2] < 5(2 —t)°.
Proof. W.l.o.g we can assume z = 1 as the case z = —1 is symmetric. Then we have:
1 1 1
Prlsgn(t —6) 2 1) = [ (L= ildy < [ (1= )y =51~ 02, @
t t

Define a family of functions gy : F3 — {+1, =1} as gg(z) = sgn(g(z) — ). Then we have:

e[ P o) # 100 = [Brion) # 70

z~Fy

= [ - r[sgn(g(z) — 0) # f(x)]}

P

:ENH‘_S' _9
< [ E
7ac~[F§ _2

1
= S1f —gli3

(f(z) - 9(@)2} (by Proposition 15)

Using the definition of g and Parseval we have:

1-¢

1 o Ly~ 1 2 o 1 £2
§||f—9||2*§||f—9||2*§||f—9||2*52f(Q)S 5

agA

Thus, there exists a choice of 8 such that gy achieves error at most 155. Clearly gg can be

computed based on the d parities forming a basis for A and hence Déi’ig /2 (f) <d.

12 This argument is a refinement of the standard “sign trick” from learning theory which approximates a
Boolean function by taking a sign of its real-valued approximation under #>.
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Part 2. Fix any deterministic sketch that uses d — 1 parities xa,,---, Xay_, and let § =
(a1,...,aq-1). For fixed values of these sketches b = (by,...,bs—1) where b; = xq, (z) we
denote the resulting affine restriction of f as f|(s ). Using the standard expression for the
Fourier coefficients of an affine restriction the constant Fourier coefficient of the restricted
function is given as:

flsn@®= 3 (-1 Dt (Z%)-
ZCld-1] 1€Z
Thus, we have:
_—2 N BN R
flom @)= PCart Y ()&ensn" {3 a) (Y a).
ZCld—1]  i€Z Z1#25C[d—1] i€Zy i€2Z

Taking expectation over a uniformly random b ~ U(F4) we have:
2
Epv(ra) [f|(5‘,b) (9)}

=By | D [ (ZO‘>

ZC[d—1] icZ

S (cyTienantf (ZOLJ f<2a1>

Z]#ZQC d—1 1€EZ 1€22
ZC_[d 1] i€z

The latter sum is the sum of squared Fourier coefficients over a linear subspace of
dimension d — 1 < dim¢(f), and hence is strictly less than £. Using Jensen’s inequality:

o —

Epov(re) [|f‘(5,b)(®)|} < \/[EbNU([Fg) [f/k;bf(@)] < Ve

For a fixed restriction (S,b) if |f|(s,b)(®)| < a then |Pr[f|sp) = 1] = Pr[f|sp) = —1]| <
and hence no algorithm can predict the value of the restricted function on this coset with
probability at least 1+70‘ Thus no algorithm can predict f|(a,,b,),....(cu_1,ba_1)

random choice of (by,...,bs—1), and hence also on a uniformly at random chosen z, with
+\/5

for a uniformly

probability at least

Part 3. We will need the following fact about entropy of a binary random variable. The
proof is given in the appendix (Section A.1).

» Fact 16. For any random variable X supported on {1,—1}, H(X) <1— 2(EX)2.

We will need the following proposition that states that random variables taking value in
{1,—1} that are highly biased have low variance. The proof of Proposition 17 can be found
in the appendix (Section E.1).

» Proposition 17. Let X be a random variable taking values in {1,—1}. Define p :=
mingegq,—1) Pr[X = b]. Then Var[X] € [2p, 4p].
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CCC 2018



8:12

Linear Sketching over [,

In the next two lemmas, we look into the structure of a one-way communication protocol
for fT, and analyze its performance when the inputs are uniformly distributed. We give
a lower bound on the number of bits of information that any correct randomized one-way
protocol reveals about Alice’s input, in terms of the linear sketching complexity of f for
uniform distribution'3.

The next lemma bounds the probability of error of a one-way protocol from below in
terms of the Fourier coefficients of f, and the conditional distributions of different parities of
Alice’s input conditioned on Alice’s random message.

» Lemma 18. Let € € [0, %) Let II be a deterministic one-way protocol for f+ such that

Pr, yv@En (2, y) # f1(x,y)] <e. Let M denote the distribution of the random message
sent by Alice to Bob in II. For any fized message m sent by Alice, let D,, denote the
distribution of Alice’s input x conditioned on the event that M = m. Then,

CEDIRHOE (%,;EM( E [xa<x>])2>.

e z~Dp,

Proof. For any fixed input y of Bob, define GSE{) = Pryp,, [(z,y) # f+(x,y)]. Thus,

e> [E E [e¥). 1
Sy [0 (1)
Note that the output of the protocol is determined by Alice’s message and y. Hence for
a fixed message and Bob’s input, if the restricted function is largely unbiased, then any
protocol is forced to commit an error with high probability. Formally,
Varzp,, [f*(z,y)]

m 2, min  Pr[f7(@y) =02 1 : (2)

Since fT(-,-) takes values in {+1,—1}, the second inequality follows from Proposition 17.
Now,

VarxNDm[fﬂx,y)]:l—( E [f*(x,yn) (since f+(,y) € {1,-1})

x~D,,
2

=1- Z Fla)Xa(y) wN[ED Xa(z)] (by Fact 9 and linearity of expectation)
acly "
2
=1- (o ol
-1- (3 P (5, oo
+ > flan)f(az)Xarhas(¥) E Nay(2)] E [Xay(w)]

(a1,02)EFY XFL o #aq

Taking expectation over y we have:

2
P Voo, @] 1= 3 P £ ) 3)

yNU(I}_g) aen_-g,

3 We thus prove an information complezity lower bound. See, for example, [21] for an introduction to
information complexity.
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Taking expectation over messages it follows from (1), (2) and (3) that,

21-3 F@- e (e [xa<x>1)2

ael}'g m~M \z~D,,
— ) 9
_ agr: A (a) - <1 - E_ (zN[ED m[xa(x)]> ) , "

The second equality above follows from the Parseval’s identity (Fact 6). The lemma follows.
<

Let € := % Let IT be a deterministic protocol such that Prgﬁ,yNU([p;)[H(ac7 y) # fT(z,y)] <e,
with optimal cost e := DU (f+) = D;U(fﬂ. Let M denote the distribution of the
random message sent by Alice to Bob in 1. For any fixed message m sent by Alice, let Dy,
denote the distribution of Alice’s input x conditioned on the event that M = m. To prove
Part 3 of Theorem 14 we use the protocol II to come up with a subspace of F5. Next, in
Lemma 19 (a) we prove, using Lemma 18, that f is &-concentrated on that subspace. In
Lemma 19 (b) we upper bound the dimension of that subspace in terms of cry.

» Lemma 19. Let A := {a € F§ : Emns (Exnp,, Xa(2))® > 1} CF3. Let £ = dim(span(A)).
Then,

(a) £>d.
(b) Y4 S 681‘[.

Proof. (a) We prove part (a) by showing that f is {-concentrated on span(.A). By Lemma 18
we have that

4e> Y P(a)(lmLEM( L Xa(x)>2>+

aespan(A) o~Drm
2
> F(a).<1— E ( E Xa(x))>
a¢span(A) m~M Az~Din
2 42
>3 > o).

a¢span(A)

Thus Za¢span(A)P(a) < 6e. Hence, ZQGSPQH(A)P(a) > 1—6e = ¢ Hence we have
¢ = dim(span(A)) > dimg(f) = d.

(b) Notice that X,(z) is a unbiased random variable taking values in {1,—1}. For each «
in the set A in Proposition 19, the value of E~nr (Ez~b,, Xa (m))2 is bounded away from
0. This suggests that for a typical message m drawn from M, the distribution of X, (x)
conditioned on the event M = m is significantly biased. Fact 16 enables us to conclude
that Alice’s message reveals Q(1) bit of information about X, (x). However, since the total
information content of Alice’s message is at most ¢y, there can be at most O(crr) independent
vectors in A. Now we formalize this intuition.
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Let T = {aa,...,ae} be a basis of span(A). Then,

e > H(M) (by the third inequality of Fact 45 (1))
> I(M;Xa, (2),...,Xq,()) (by observation 47)
= H(Xo, (2),..., Xo, () = HX oy (@), ..., Xo, (z) | M)
=0—H(Xq, (2),...,Xa,(x) | M)
(by Fact 45 (3) as X, (x)’s are independent as random variables)

Y

1—

Y
NSRS
W =

¢
{— ZH(XO” () | M) (by Fact 45 (2))
(—K(

) (by Fact 16)
_ ¢ <
=5
Recall that ¢ = DI (f1). Part 3 of Theorem 14 follows easily from Lemma 19:
S

D?;EU(JH) =
6

> (by Lemma 19 (b))

>

S| QO s

(by Lemma 19 (a)) <

The proof of Theorem 4 now follows directly from Part 1 and Part 3 of Theorem 14 by
setting £ = 1/3.

4 Applications

In this section using Theorem 14 we confirm Conjecture 3 for several funcion classes: low-
degree F5 polynomials, functions with sparse Fourier spectrum and symmetric functions
(which are not too imbalanced). We also give an example of a composition theorem using
recursive majority function as an example.

4.1 Low-degree [, polynomials

In this section we show that for Boolean functions with low Fo-degree randomness does not
help in the design of linear sketches or one-way communication protocols. We briefly review
some basic definitions, facts and results below.

» Fact 20. For every Boolean function f : FL — Fo there is a unique n-variate polynomial
p € Folzy,...,x,] such that for every (z1,...,2,) €FY, f(z1,...,2,) = p(T1,...,2Z5).

The uniqueness of this representation in particular implies that the only Fy polynomial
representing the constant 0 function is the polynomial 0. Taking the contrapositive, we have
that for every non-constant [ polynomial there is an assignment to its input variables on
which the polynomial evaluates to 1.

The degree of p is referred to as the Fo-degree of f. We will need the following standard
result which states that a function with low Fo-degree cannot vanish on too many points in
its domain. For the sake of completion, we add a proof of it in the appendix (Section E.2).
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» Lemma 21. Let f be a Boolean function different than the constant 0 function with Fo
degree d. Then,

1
P =1> .

In this section we prove the following theorem.
» Theorem 22. Let f : L — Fo be a Boolean function, and let the Fa-degree of f be d.
Then,

DI (f) = dim(f) = O (Rija(f*) - d).

Proof. Let £ = D"™Y(f). This implies that there is a set P = {Py,..., P;} of at most ¢
d

4.2
1

parities and a Boolean function g such that Pro.uy@p)[f(z) # g(P1(),..., Pe())] < 552

We now prove that D'"(f) (or equivalently Fourier dimension) of f is at most ¢. That will
prove the theorem as:

D) =0 (D2t ().

DU () =0 (B2 ().
B2, (£4) =0 (Ryjs(f7) - d).

where the first relation follows by invoking parts 1 and 3 of Theorem 14 with £ =1 — T,%,

the second relation holds by fixing the randomness of a randomized one-way protocol
appropriately, and the third relation is true because the error of a randomized one-way
protocol can be reduced from 1/3 to ﬁ by taking the majority of O(d) independent parallel
repetitions.

It is left to prove that D“"(f) < £. We prove it by showing that evaluations of all the
parities in the set P determine the value of f. For each b = (by,...,bs) € [, let V; denote
the affine subspace {z € F} : Py(z) = by,..., Py(x) = by} and define:

ppi= Pr [f(z)#g(Pi(z),...,Px))]= Pr [f(z)#g(b,...,b)].

z~U (V) z~U(Vy)
Note that:
1
>min{ P =0, P =1}>- P - 5
pozmin{ Pr [f(z) =0, Pr [f()=1}2>5 Pr [f(z)# () (5)

Given this observation, define F : F4 x [} — [Fo as follows. For x,2’ € F let:

F(z,2') = 152y = f(2) + f(2') mod 2.
Note that Fs-degree of F'is at most d. Now,

P @) # 9P, P € 1o
- Epoiey |, P, [0 2 0000 b0l < g
= Epv ) [Po] < 1 .12d
= Eou(rs) L,m’Fé(Vb)[f(x) # f(:lil)]] <3 .12d (From equation (5))
= Eyov(rg) L,m/fé(m[F(f”’x') = 1]] <3 .12d (6)
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Let V denote the subspace {(x,2) € Fy x F} : Pi(x) = Pi(2'),...,Pi(x) = Pi(z')} of
5 x F3. From 6 we have that

[F(z,2') =1] < <= (7)

P
(r,z’)er(V) 2.2d " 2d

Since [Fa-degree of F' is at most d, restriction of F' to V also has Fo degree at most d.
Equation 7 and Fact 21 imply that F' is the constant 0 function on V. Thus for each x, 2’
such that Pj(z) = P(2),..., Pi(z) = Py(2'), f(x) = f(2’). Thus f(z) is a function of
Pi(z),..., Py(x). Hence, Fourier dimension of f is at most £. <

For low-degree polynomials with bounded spectral norm we obtain the following corollary.

» Corollary 23. Let f : Fy — Fo be a Boolean function of Fa-degree d. Then
Din(f) = dim(f) = 0 (a- | 13).

Proof. The proof follows from the result of Grolmusz [17, 38] that shows that R}7( M=
O(||f]]?) and Theorem 22. <

This result should be compared with Corollary 6 in Tsang et al. [49] who show that
Dlin(f) = 0(24°/2 log® I£ll1). Corollary 23 gives a stronger bound for d = w (logl/3 Hf||1)

4.2 Address function and Fourier sparsity

Consider the addressing function Add,: {0,1}°8"+" — [0 1} defined as follows!*:
Add, (x,y1, ..., Yn) = Ye, where z € {0,1}1°8" y; € {0,1},

i.e. the value of Add,, on an input (z,y) is given by the a-th bit of the vector y where
x is treated as a binary representation of an integer number in between 1 and n. Here
x is commonly referred to as the address block and y as the addressee block. Addressing
function has only n? non-zero Fourier coefficients. In fact, as shown by Sanyal [44] the
Fourier dimension, and hence by Fact 48 also the deterministic sketch complexity, of any
Boolean function with Fourier sparsity s is O(y/slog s).

Below using the addressing function we show that this relationship is tight (up to a
logarithmic factor) even if randomization is allowed, i.e. even for a function with Fourier
sparsity s an Fo sketch of size Q(y/s) might be required.

» Theorem 24. For the addressing function Add, and values 1 < d <mn and & > d/n it

holds that:
in d
D' Ve (AddY) > d, D%U(Addn) > 5

2

Proof. If we apply the standard Fourier notation switch where we replace 0 with 1 and 1
with —1 in the domain and the range of the function then the addressing function Add,(x,y)
can be expressed as the following multilinear polynomial:

aanen = > w I (52) T (F52)

i€{0,1}legn  j:i;=1 j:i;=0

n this section it will be more convenient to represent both domain and range of the function using
{0, 1} rather than Fa.
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which makes it clear that the only non-zero Fourier coefficents correspond to the sets that
contain a single variable from the addressee block and an arbitrary subset of variables
from the address block. This expansion also shows that the absolute value of each Fourier
coefficient is equal to %

Fix any d-dimensional subspace A4 and consider the matrix M € [ng(log ") composed
of the basis vectors as rows. We add to M extra logn rows which contain an identity
matrix in the first logn coordinates and zeros everywhere else. This gives us a new matrix
M’ ¢ [Fédﬂog mx(ogntn) A bplying Gaussian elimination to M’ we can assume that it is of
the following form:

Ilogn 0 0
M= 0 I, M|,
0 0 0

where d’ < d. Thus, the total number of non-zero Fourier coefficients spanned by the rows of
M’ equals nd’. Hence, the total sum of squared Fourier coeffients in A, is at most % < %,
i.e. dimg(Add,) > d. By Part 2 and Part 3 of Theorem 14 the statement of the theorem
follows. |

4.3 Symmetric functions

A function f : F§ — [Fq is symmetric if it can be expressed as g(||z|o) for some function
g :[0,n] = Fa. We give the following lower bound for symmetric functions:

» Theorem 25 (Lower bound for symmetric functions). For any symmetric function f: F§ —
Fo that isn’t (1 — €)-concentrated on {0, {1,...,n}}:
lin,U n U/ p+ n
’De/g (f) 2 2767 ’De/u (f ) 2 276
Proof. First we prove an auxiliary lemma. Let W}, be the set of all vectors in F5 of Hamming
weight k.

» Lemma 26. For any d € [n/2], k € [n — 1] and any d-dimensional subspace Aqg < F5:

|Wk mAd| . (ed>min(k,n—k,d) -

ed ed
(Wil n’

n
Proof. Fix any basis in Ay and consider the matrix M € [FgX” composed of the basis vectors
as rows. W.l.o.g we can assume that this matrix is diagonalized and is in the standard form
(Ig, M) where I is a d x d identity matrix and M’ is a d x (n — d)-matrix. Clearly, any

linear combination of more than k£ rows of M has Hamming weight greater than k just from
the contribution of the first d coordinates. Thus, we have |[Wj, N Ay < Z?:o (f)

For any k < d it is a standard fact about binomials that Zf:o (f) < (%)k. On the

other hand, we have |[W;| = (}) > (n/k)*. Thus, we have % < (%)k and hence for
1 < k < d the desired inequality holds.

If d < k then consider two cases. Since d < n/2 the case n —d < k < n — 1 is symmetric
tol1 <k <d. Ifd<k<n—dthen we have [Wj| > |[Wy| > (n/d)% and |W};, N Ag| < 2¢ so
that the desired inequality follows. |

Any symmetric function has its spectrum distributed uniformly over Fourier coefficients
of any fixed weight. Let w; = > ey f2(S). By the assumption of the theorem we have
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Z?;ll w; > €. Thus, by Lemma 26 any linear subspace A4 of dimension at most d < n/2
satisfies that:

> 9 < f2(®)+f2({1,...,n})+ZwZ|W N Adl

SeAq 1=1 |W ‘
n—1 ed
< PO+ AL+ S
i=1
d
<(1-¢)+ e
Thus, f isn’t 1 — €(1 — @) concentrated on any d-dimensional linear subspace, i.e.

dime(f) > dfor £ =1—¢(1 - < ¢d) By Part 2 of Theorem 14 this implies that f doesn’t have
randomized sketches of dimension at most d which err with probability less than:

1—e(1- eﬁi) € ed €
S A L 1_7 =
2 — 4 8

where the last inequality follows by the assumption that d < gz. The communication

complexity lower bound follows by Part 3 of Theorem 14 by setting d = 7. |

N | =

4.4 Composition theorem for majority

In this section using Theorem 14 we give a composition theorem for [Fs-sketching of the
composed Majs function. Unlike in the deterministic case for which the composition theorem
is easy to show (see Lemma 53) in the randomized case composition results require more
work.

» Definition 27 (Composition). For f: F} — Fo and g: FJ* — Fy their composition f o
g: F5"™ — [y is defined as:

(f Og)(l’) = f(g(xla cee 7xm,)7g(xm+lv cee ,:L'Qm)a cee 7g(xm(n—1)+17 cee 7$7nn))~

Consider the recursive majority function Maj?‘j’C = Majz o Majs o --- o Majs where the
composition is taken k times.

» Theorem 28. For any d <n, k =logsn and £ > % it holds that dim, (Majgk) >d.

First, we show a slighthly stronger result for standard subspaces and then extend this result
to arbitrary subspaces with a loss of a constant factor. Fix any set S C [n] of variables. We
associate this set with a collection of standard unit vectors corresponding to these variables.
Hence in this notation () corresponds to the all-zero vector.

» Lemma 29. For any standard subspace whose basis consists of singletons from the set
S C [n] it holds that:

> (M) <2

Zespan(S)

Proof. The Fourier expansion of Majs is given as

) 1
Majg(.%‘l,ajg,x;;) = 5 (.2?1 + T2 + xr3 — Z‘lIQ.’Eg) .
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Forie {1,2,3} let N; ={(i —1)n/3+1,...,in/3}. Let S; = SN N;. Let a; be defined as:

a= Y (ij\k 1(Z)>2.

Zespan(S;)

Then we have:

S (Majgh ) zi: Z (Maj (Z))+

Zespan(S)
— 2
S (Majsh(2)) .
Zespan(S)—U3_, span(S;)

For each S; we have
T ol 2 1 ok—1 ? o
Z (Maj§k(Z)) = Z <Maj (Z)> -
Zespan(S;) Zespan(S;)

Moreover, for each Z € span(S) — U3_; span(S;) we have:

— MaOklZ MajeF N (Zo)Majst(Zs) it Z € x3_, (span(S;) \
Majgw)_{o 33N Z0) Magsh = (Zo) Magsh = (Zs) 3 (span() \ 0)

otherwise.
Thus, we have:
—— 2
(Majst(2))
Z€(span(S1)\0) x (span(S2)\0) x (span(S3)\0)

- ) 3 (e ) - (v )

Ze(span(S1)\0) x (span(S2)\0) X (span(S3)\0)
. 2
<M€L]Ok 1(Z3)>

2

2 - 2
:i Z <Maj°k 1(Z1)> (Majok 1(Z2))
Ze(span(S1)\0) Z€(span(S2)\0)
—_— 2
> (Maf’f 1<z3))
Z€(span(S3)\0)
1
= ZO&]O&QO@,.

where the last equality holds since Magj3" ! () = 0. Putting this together we have:

— 2 1
Z (Majg’k(Z)) = i(al + a9 + az + ajasas)
Zespan(S)

1 1 1
Sz 011+042+043+§(041+042+a3) =§(

Applying this argument recursively to each a; for k — 1 times we have:

— 2 3*
> (Ma@) <5 Y
i=1

Zespan(S)

oy + ag + as).

o —

2
where v; =1 if ¢ € S and 0 otherwise. Thus, ZZEspan(S) (Majgk(Z)> < 181

n
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To extend the argument to arbitrary linear subspaces we show that any such subspace has
less Fourier weight than a collection of three carefully chosen standard subspaces. First we
show how to construct such subspaces in Lemma 30.

For a linear subspace L < [} we denote the set of all vectors in L of odd Hamming
weight as O(L) and refer to it as the odd set of L. For two vectors vy, ve € F} we say that
v1 dominates vs if the set of non-zero coordinates of v1 is a (not necessarily proper) subset
of the set of non-zero coordinates of vy. For two sets of vectors S1, 52 C F} we say that S;
dominates Sy (denoted as S; < S3) if there is a matching M between S; and Sy of size |So|
such that for each (vy € S1,v2 € S2) € M the vector v; dominates vs.

» Lemma 30 (Standard subspace domination lemma). For any linear subspace L < F% of
dimension d there exist three standard linear subspaces S1,S2,S3 < Fhy such that:

O(L) < O(S1) UO(S2) UO(S3),
and dim(S1) = d — 1, dim(S2) = d, dim(S3) = 2d.

Proof. Let A € ngn be the matrix with rows corresponding to the basis in L. We will
assume that A is normalized in a way described below. First, we apply Gaussian elimination
to ensure that A = (I, M) where I is a d x d identity matrix. If all rows of A have even
Hamming weight then the lemma holds trivially since O(L) = ). By reordering rows and
columns of A we can always assume that for some k > 1 the first k£ rows of A have odd
Hamming weight and the last d — k& have even Hamming weight. Finally, we add the first
column to each of the last d — k rows, which makes all rows have odd Hamming weight. This
results in A of the following form:

I—1| 0 | M,

0 | Lg—i|M>

1

We use the following notation for submatrices: Aliy, j1; 42, j2] refers to the submatrix of A
with rows between i; and j; and columns between i and jo inclusive. We denote to the
first row by v, the submatrix A[2,k;1,n] as A and the submatrix A[k + 1,d;1,n] as B. Each
x € O(L) can be represented as ), ¢
F%. We consider the following three cases corresponding to different types of the set S.

A; where the set S is of odd size and the sum is over

Case 1. S C rows(A)Urows(B). This corresponds to all odd size linear combinations of
the rows of A that don’t include the first row. Clearly, the set of such vectors is dominated
by O(S1) where S; is the standard subspace corresponding to the span of the rows of the
submatrix A[2,d;2,d].

Case 2. S contains the first row, |S Nrows(A)| and |SNrows(B)| are even. All such linear
combinations have their first coordinate equal 1. Hence, they are dominated by a standard
subspace corresponding to span of the rows the d x d identity matrix, which we refer to as
Sa.
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Case 3. S contains the first row, |S Nrows(A)| and |S Nrows(B)| are odd. All such linear
combinations have their first coordinate equal 0. This implies that the Hamming weight of
the first d coordinates of such linear combinations is even and hence the other coordinates
cannot be all equal to 0. Consider the submatrix M = A[1,d;d + 1, n] corresponding to the
last n — d columns of A. Since the rank of this matrix is at most d by running Gaussian
elimination on M we can construct a matrix M’ containing as rows the basis for the row
space of M of the following form:

/ I, M,
w5 0)
where t = rank(M). This implies that any non-trivial linear combination of the rows of
M contains 1 in one of the first ¢ coordinates. We can reorder the columns of A in such
a way that these t coordinates have indices from d + 1 to d + t. Note that now the set of
vectors spanned by the rows of the (d + t) x (d + t) identity matrix I;4; dominates the set
of linear combinations we are interested in. Indeed, each such linear combination has even
Hamming weight in the first d coordinates and has at least one coordinate equal to 1 in the
set {d+1,...,d+t}. This gives a vector of odd Hamming weight that dominates such linear
combination. Since this mapping is injective we have a matching. We denote the standard
linear subspace constructed this way by Ss and clearly dim(Ss3) < 2d. |

The following proposition shows that the spectrum of the M ajgk is monotone decreasing
under inclusion if restricted to odd size sets only:

» Proposition 31. For any two sets Z1 C Zy of odd size it holds that:
‘Maj ‘ ‘Ma] Zg)‘

Proof. The proof is by induction on k. Consider the Fourier expansion of Majs(x1, xo,x3) =
%(1’1 + a9 + x3 — z1x2x3). The case k = 1 holds since all Fourier coefficients have absolute
value 1/2. Since Maj3* = Majs o (Ma]"k 1) all Fourier coefficients of Maj3* result from
substituting either a linear or a cubic term in the Fourier expansion by the multilinear
expansions of M aJSk L This leads to four cases.

Case 1. Z; and Z; both arise from linear terms. In this case if Z; and Z5 aren’t disjoint
then they arise from the same linear term and thus satisfy the statement by the inductive
hypothesis.

Case 2. If Z; arises from a cubic term and Z5 from the linear term then it can’t be the
case that Z; C Z5 since Zs contains some variables not present in Z;.

Case 3. If Z; and Z; both arise from the cubic term then we have (21 NN;) C (ZaNN;) for

each i. By the inductive hypothesis we then have | M ajOk Yz,

Since for j = 1,2 we have Maj$¥(Z;) = -1 T, Majs¥=Y(Z; N N;) the desired inequality
follows.

Case 4. If Z; arises from the linear term and Z; from the cubic term then w.l.o.g. assume
that Z; arises from the z; term. Note that Z; C (Z5 N Ny) since Z; N (Ny U N3) = 0. By
the inductive hypothesis applied to Z; and Zs N Ny the desired inequality holds. <

‘Maj"k Y(Zyn Ni)‘.
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We can now complete the proof of Theorem 28

Proof of Theorem 28. By combining Proposition 31 and Lemma 29 we have that any set 7 of

vectors that is dominated by O(S) for some standard subspace S satisfies Y g7 Majgk(5)? <
dimT(S). By the standard subspace domination lemma (Lemma 30) any subspace L < F% of

dimension d has O(L) dominated by a union of three standard subspaces of dimension 2d, d
and d — 1 respectively. Thus, we have 3 (7 Majgk(S)? < 24 4 4 4 d=1 < 4d <

We have the following corollary of Theorem 28 that proves Theorem 5.

» Corollary 32. For any € € [0, 3], £ > 4€? and k = logg n it holds that:

2
okt

DU (Majgh) > én, D (Mags*™) > %

1-E
2
Proof. Fix d = ¢2n. For this choice of d Theorem 28 implies that for £ > 4¢2 it holds tha t
dim (M aj?‘jk) > d. The first part follows from Part 2 of Theorem 14. The second part is by
Part 3 of Theorem 14. <

5 Streaming algorithms over [,

Let e; be the standard unit vector in F3. In the turnstile streaming model the input « € F%
is represented as a stream o = (01,03,...) where o; € {e1,...,e,}. For a stream o the
resulting vector = corresponds to its frequency vector freq o = ). ;. Concatenation of two
streams o and 7 is denoted as g o 7.

5.1 Random streams

In this section we show how to translate our results in Section 3 and 4 into lower bounds for
streaming algorithms. We consider the following two natural models of random streams over
U'_QI

Model 1. In the first model we start with = € F5 that is drawn from the uniform distribution
over % and then apply a uniformly random update y ~ U(F%) obtaining = + y. In the
streaming language this corresponds to a stream o = o1 o o3 where freq o7 ~ U(F%) and
freq g ~ U(F%). A specific example of such stream would be one where for both o1 and o9
we flip an unbiased coin to decide whether or not to include a vector e; in the stream for
each value of 7. The expected length of the stream in this case is n.

Model 2. In the second model we consider a stream o which consists of uniformly random
updates. Let o; = e,(;) where 7(i) ~ U([n]). This corresponds to each update being a flip
in a coordinate of x chosen uniformly at random. This model is equivalent to the previous
model but requires longer streams to mix. Using coupon collector’s argument such streams
of length ©(nlogn) can be divided into two substreams o; and o such that with high
probability both freq o1 and freq o2 are uniformly distributed over F5 and o = o1 o 2.

» Theorem 33. Let f: F5 — Fa be an arbitrary function. In the two random streaming
models for generating o described above any algorithm that computes f( frqq o) with probability

at least 8/9 in the end of the stream has to use space that is at least ’Dll%’U(f).
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Proof. The proof follows directly from Theorem 4 as in both models we can partition the
stream into o; and o9 such that freq o1 and freq o9 are both distributed uniformly over F7.
We treat these two frequency vectors as inputs of Alice and Bob in the communication game.
Since communication Dl_;éU (ff) > Dlll/"g’U( f) is required no streaming algorithm with less
space exists as otherwise Alice would transfer its state to Bob with less communication. <«

Using the same proof as in Theorem 33 it follows that all the lower bounds in Section 4
hold for both random streaming models described above.

5.2 Adversarial streams

We now show that any randomized turnstile streaming algorithm for computing f : F5 — Fo
with error probability § has to use space that is at least RS?(f) — O(logn + log(1/5)) under
adversarial sequences of updates. The proof is based on the recent line of work that shows that
this relationship holds for real-valued sketches [10, 31, 1]. The proof framework developed
by [10, 31, 1] for real-valued sketches consists of two steps. First, a turnstile streaming
algorithm is converted into a path-independent stream automaton (Definition 35). Second,
using the theory of modules and their representations it is shown that such automata can
always be represented as linear sketches. We observe that the first step of this framework
can be left unchanged under Fy. However, as we show the second step can be significantly
simplified as path-independent automata over Fo can be directly seen as linear sketches
without using module theory. Furthermore, since we are working over o we also avoid the
O(logm) factor loss in the reduction between path independent automata and linear sketches
that is present in [10].

We use the following abstraction of a stream automaton from [10, 31, 1] adapted to our
context to represent general turnstile streaming algorithms over [Fs.

» Definition 34 (Deterministic Stream Automaton). A deterministic stream automaton A is a
Turing machine that uses two tapes, an undirectional read-only input tape and a bidirectional
work tape. The input tape contains the input stream o. After processing the input, the
automaton writes an output, denoted as ¢ 4(c), on the work tape. A configuration (or state)
of A is determined by the state of its finite control, head position, and contents of the work
tape. The computation of A can be described by a transition function @4 : C' x Fo — C,
where C' is the set of all possible configurations. For a configuration ¢ € C and a stream
o, we denote by ¢ @ 4 o the configuration of A after processing o starting from the initial
configuration c¢. The set of all configurations of A that are reachable via processing some
input stream o is denoted as C(A). The space of A is defined as S(A) = log |C(A)].

We say that a deterministic stream automaton computes a function f : F5 — Fy over a
distribution I if Proon[¢da(o) = f(freq 0)] > 1 — 4.

» Definition 35 (Path-independent automaton). An automaton A is said to be path-independent
if for any configuration ¢ and any input stream o, ¢ ®4 o depends only on freq ¢ and c.

» Definition 36 (Randomized Stream Automaton). A randomized stream automaton A is
a deterministic automaton with an additional tape for the random bits. This random
tape is initialized with a random bit string R before the automaton is executed. During
the execution of the automaton this bit string is used in a bidirectional read-only manner
while the rest of the execution is the same as in the deterministic case. A randomized
automaton A is said to be path-independent if for each possible fixing of its randomness R
the deterministic automaton Ag is path-independent. The space complexity of A is defined
as S(A) = maxg(|R| + S(AR)).
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Theorems 5 and 9 of [31] combined with the observation in Appendix A of [1] that
guarantees path independence yields the following:

» Theorem 37 (Theorems 5 and 9 in [31] + [1]). Suppose that a randomized stream automaton
A computes f on any stream with probability at least 1 — §. For an arbitrary distribution
II over streams there exists a deterministic'® path independent stream automaton B that
computes [ with probability 1 — 65 over 11 such that S(B) < S(A) + O(logn + log(1/4)).

The rest of the argument below is based on the work of Ganguly [10] adopted for our
needs. Since we are working over a finite field we also avoid the O(logm) factor loss in
the reduction between path independent automata and linear sketches that is present in
Ganguly’s work.

Let A,, be a path-independent stream automaton over [y and let @ abbreviate @ 4,,. Define
the function * : F} xC(4,) — C(A,) as: zxa = a®o, where freq(c) = z. Let o be the initial
configuration of A,,. The kernel M4, of A, is defined as My, = {x € F} : 2 x 0= 0" % 0}.

» Proposition 38. The kernel M4, of a path-independent automaton A, is a linear subspace
of Fy.

Proof. For z,y € M4, by path independence (z+y)*xo = z*(y*0) = 0"*osox+y € M,y,. <=

Since My, < [y the kernel partitions F%5 into cosets of the form = + My, . Next we show
that there is a one to one mapping between these cosets and the states of A,,.

» Proposition 39. For x,y € F} and a path independent automaton A, with a kernel Ma,,
it holds that © 0 =y * o if and only if x and y lie in the same coset of M4, .

Proof. By path independence z x 0o = y *x o iff z % (x x 0) = z * (y * 0) or equivalently
0™ % 0= (x4 y) *x 0. The latter condition holds iff x + y € M4, which is equivalent to z and
y lying in the same cost of M4, . |

The same argument implies that the the transition function of a path-independent automaton
has to be linear since (x 4+ y) * 0 = x * (y x 0). Combining these facts together we conclude
that a path-independent automaton has at least as many states as the best deterministic
Fo-sketch for f that succeeds with probability at least 1 — 6J over II (and hence the best
randomized sketch as well). Putting things together we get:

» Theorem 40. Any randomized streaming algorithm that computes f : F3 — Fo under
arbitrary updates over Fo with error probability at least 1 — § has space complexity at least
Rg3(f) — O(logn +log(1/4)).
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A Information theory

Let X be a random variable supported on a finite set {z1,...,25}. Let £ be any event in
the same probability space. Let P[-] denote the probability of any event. The conditional
entropy H(X | £) of X conditioned on & is defined as follows.

» Definition 41 (Conditional entropy).

1

An important special case is when & is the entire sample space. In that case the above

conditional entropy is referred to as the Shannon entropy H(X) of X.

» Definition 42 (Entropy).

1
ZIP =XT; logzm

Let Y be another random variable in the same probability space as X, taking values from a
finite set {y1,...,y:}. Then the conditional entropy of X conditioned on Y, H(X | Y), is
defined as follows.

» Definition 43.
HX|Y)=Y PY =y] HX|Y =y,

We next define the binary entropy function Hp(-).

» Definition 44 (Binary entropy). For p € (0,1), the binary entropy of p, Hy(p), is defined
to be the Shannon entropy of a random variable taking two distinct values with probabilities
pand 1 —p

1 1
Hy(p) := plog, » + (1 —p)log T
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The following properties of entropy and conditional entropy will be useful.

» Fact 45.

(1) Let X be a random variable supported on a finite set A, and let Y be another random
variable in the same probability space. Then 0 < H(X |Y) < H(X) < log, |A|.

(2) (Sub-additivity of conditional entropy). Let Xi,..., X, be n jointly distributed random
variables in some probability space, and let Y be another random variable in the same
probability space, all taking values in finite domains. Then,

H(Xy,..., X, | V)<Y H(X; | Y).
i=1
(3) Let X1,...,X, are independent random variables taking vakues in finite domains. Then,

H(X1,...,X,) =Y H(X,).

(4) (Taylor expansion of binary entropy in the neighbourhood of ).

1 o= (1—2p)2"
Hy(p) =1—
o(p) 21log, 2 ; n(2n —1)

» Definition 46 (Mutual information). Let X and Y be two random variables in the same

probability space, taking values from finite sets. The mutual information between X and Y,
I(X;Y), is defined as follows.

I(X;Y)=H(X)-H(X|Y).
It can be shown that I(X;Y) is symmetric in X and Y, ie. I(X;Y)=I1(Y;X)=H(Y) —
H(Y | X).

The following observation follows immediately from the first inequality of Fact 45 (1).

» Observation 47. For any two random variables X and Y, I(X;Y) < H(X).

A.1 Proof of Fact 16

Let EX = 6. Then,

1 with probability % + 2
H(X) = 2T 72
(X) { —1 with probability % —g
So,
1 4
H(X) = H, (2 ; 2)
-5 i O (From Fact 45 (4)
=47 rom
2log, 2 <= n(2n — 1) om Fac
2
<1-
- 2
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B Deterministic [»-sketching

In the deterministic case it will be convenient to represent Fy-sketch of a function f: F§ — Fo
as a d x n matrix My € F*™ that we call the sketch matriz. The d rows of M; correspond
to vectors aq,...,aq used in the deterministic sketch so that the sketch can be computed
as Msxz. W.l.o.g below we will assume that the sketch matrix My has linearly independent
rows and that the number of rows in it is the smallest possible among all sketch matrices
(ties in the choice of the sketch matrix are broken arbitrarily).

The following fact is standard (see e.g. [38, 16]):

» Fact 48. For any function f: F} — Fo it holds that D™ (f) = dim(f) = rank(M;).
Moreover, set of rows of My forms a basis for a subspace A < Fy containing all non-zero

coefficients of f.

B.1 Disperser argument

We show that the following basic relationship holds between deterministic linear sketching
complexity and the property of being an affine disperser. For randomized [Fo-sketching an
analogous statement holds for affine extractors as shown in Lemma 56.

» Definition 49 (Affine disperser). A function f is an affine disperser of dimension at least
d if for any affine subspace of F} of dimension at least d the restriction of f on it is a
non-constant function.

» Lemma 50. Any function f: Fy — Fo which is an affine disperser of dimension at least d
has deterministic linear sketching complezity at least n — d + 1.

Proof. Assume for the sake of contradiction that there exists a linear sketch matrix My with
k < mn —d rows and a deterministic function g such that g(M;z) = f(x) for every z € F3.
For any vector b € F%, which is in the span of the columns of M t, the set of vectors x which
satisfy Myx = b forms an affine subspace of dimension at least n — k > d. Since f is an
affine disperser for dimension at least d the restriction of f on this subspace is non-constant.
However, the function g(Myx) = g(b) is constant on this subspace and thus there exists «
such that g(Msx) # f(z), a contradiction. <

B.2 Composition and convolution

In order to prove a composition theorem for D" we introduce the following operation on
matrices which for a lack of a better term we call matrix super-slamS.

» Definition 51 (Matrix super-slam). For two matrices A € F5*™ and B € F5*™ their
super-slam At B € I]_—gb"’xnm is a block matrix consisting of a blocks (A { B);. The i-th
block (At B); € F5 ™™ is constructed as follows: for every vector j € {1,...,b}" the
corresponding row of (At B); is defined as (A;1B;,,4i 2By, ..., AinBj,), where By, denotes
the k" row of B.

» Proposition 52. rank(At B) > rank(A)rank(B).

16 This name was suggested by Chris Ramsey.
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Proof. Consider the matrix C' which is a subset of rows of At B where from each block (A{B);

we select only b rows corresponding to the vectors j of the form a™ for all a € {1,...,b}.

Note that C € ”_—gbxmn and C; 1) (j1) = Ai,jBr,. Hence, C is a Kronecker product of A and
B and we have:

rank(At B) > rank(C) = rank(A)rank(B). <

The following composition theorem for D*™ holds as long as the inner function is balanced:
» Lemma 53. For f: 5 — Fy and g: F5* — F2 if g is a balanced function then:

D'"(f og) > D""(f)D""(g)

Proof. The multilinear expansions of f and g are given as f(y) = Zse[Fg f(S)XS(y) and
g(y) = Zse[F;” 3(S)xs(y). The multilinear expansion of f o g can be obtained as follows. For
each monomial f (S)xs(y) in the multilinear expansion of f and each variable y; substitute
y; by the multilinear expansion of g on a set of variables x,,(;—1)+1,...,mi- Multiplying all
these multilinear expansions corresponding to the term f (S)xs gives a polynomial which is

a sum of at most b” monomials where b is the number of non-zero Fourier coeflicients of g.

Each such monomial is obtained by picking one monomial from the multilinear expansions
corresponding to different variables in xs and multiplying them. Note that there are no
cancellations between the monomials corresponding to a fixed xs. Moreover, since g is
balanced and thus §(f) = 0 all monomials corresponding to different characters xs and ys
are unique since S and S differ on some variable and substitution of ¢ into that variable
doesn’t have a constant term but introduces new variables. Thus, the characteristic vectors
of non-zero Fourier coefficients of f o g are the same as the set of rows of the super-slam of
the sketch matrices My and M, (note, that in the super-slam some rows can be repeated
multiple times but after removing duplicates the set of rows of the super-slam and the set of
characteristic vectors of non-zero Fourier coefficients of f o g are exactly the same). Using
Proposition 52 and Fact 48 we have:

DY (f o g) = rank(Mjo,) = rank(M; t M) > rank(My)rank(M,) = D" (f)D""(g).<
Deterministic Fa-sketch complexity of convolution satisfies the following property:
» Proposition 54. D'"(f x g) < min(D""(f), D' (g)).

Proof. The Fourier spectrum of convolution is given as m(S) = f(S)§(S). Hence, the set
of non-zero Fourier coefficients of f * g is the intersection of the sets of non-zero coefficients of

f and g. Thus by Fact 48 we have D'"(fxg) < min(rank(My, M,)) = min(D""(f), D'"(g)).

<

C Randomized [,-sketching

We represent randomized [Fo-sketches as distributions over d x n matrices over 5. For a
fixed such distribution M the randomized sketch is computed as Mz. If the set of rows of
M satisfies Definition 1 for some reconstruction function g then we call it a randomized
sketch matriz for f.
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C.1 Extractor argument

We now establish a connection between randomized [Fs-sketching and affine extractors which
will be used to show that the converse of Part 1 of Theorem 14 doesn’t hold for arbitrary
distributions.

» Definition 55 (Affine extractor). A function f:F4 — [y is an affine J-extractor if for any
affine subspace A of F4 of dimension at least d it satisfies:

i P =z >
i, B A)[f(w) z]

» Lemma 56. For any f: F5 — Fo which is an affine d-extractor of dimension at least d it
holds that:

RI™M(f)>n—d+1.

Proof. For the sake of contradiction assume that there exists a randomized linear sketch
with a reconstruction function g : F§ — F3 and a randomized sketch matrix M which is a
distribution over matrices with £ < n — d rows. First, we show that:

lg(Mz) # f(z)] > 0.

Pr
a~U(FR) M~ My

Indeed, fix any matrix M € supp(My). For any affine subspace S of the form S = {z €
F3|Mx = b} of dimension at least n —k > d we have that min.e¢ o 1y Pro~u(s)[f(z) = 2] > 4.
This implies that Pr,.y(s)[f(7) # g(Mz)] > 0. Summing over all subspaces corresponding
to the fixed M and all possible choices of b we have that Pr, gy [f(2) # g(Mx)] > 4.
Since this holds for any fixed M the bound follows.

Using the above observation it follows by averaging over x € {0,1}" that there exists
x* € {0,1}" such that:

aohy, IMT) # f@T)] > 0.

This contradicts the assumption that M ; and g form a randomized linear sketch of dimension
k<n-—d. <

» Fact 57. The inner product function IP(x1,...2,) = Z?:/f Xoi—1 N o 18 an (1/2 —€)-
extractor for affine subspaces of dimension > (1/2 + a)n where € = exp(—amn).

» Corollary 58. Randomized linear sketching complexity of the inner product function is at
least n/2 — O(1).

» Remark. We note that the extractor argument of Lemma 56 is often much weaker than the
arguments we give in Part 2 and Part 3 Theorem 14 and wouldn’t suffice for our applications
in Section 4. In fact, the extractor argument is too weak even for the majority function
Mayj,,. If the first 100/n variables of Maj, are fixed to 0 then the resulting restriction has
value 0 with probability 1 — e~ (")
dimension greater than 100,/n. However, as shown in Section 4.3 for constant error Fa-sketch
complexity of Mayj, is linear.

. Hence for constant error Maj, isn’t an extractor for
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C.2 Existential lower bound for arbitrary distributions

Now we are ready to show that an analog of Part 1 of Theorem 14 doesn’t hold for arbitrary
distributions, i.e. concentration on a low-dimensional linear subspace doesn’t imply existence
of randomized linear sketches of small dimension.

» Lemma 59. For any fized constant € > 0 there exists a function f: F} — {+1,—1} such
that Rle’/%(f) >n — 3logn such that f is (1 — 2¢)-concentrated on the 0-dimensional linear
subspace.

Proof. The proof is based on probabilistic method. Consider a distribution over functions
from F% to {41, —1} which independently assigns to each z value 1 with probability 1 — /4
and value —1 with probability /4. By a Chernoff bound with probability e~
function f drawn from this distribution has at least an €/2-fraction of —1 values and hence
F(0) = = acky f(x) > 1 —e. This implies that f(0)2> (1 —€)2>1—2eso0 fis (1 — 2¢)-
concentrated on a linear subspace of dimension 0. However, as we show below the randomized
sketching complexity of some functions in the support of this distribution is large.

The total number of affine subspaces of codimension d is at most (2-2")% = 2(»+14 gince
each such subspace can be specified by d vectors in F%} and a vector in F4. The number

of vectors in each such affine subspace is 2"~%. The probability that less than ¢/8 fraction
—Q(e2" %)

€2") a random

of inputs in a fixed subspace have value —1 is by a Chernoff bound at most e
By a union bound the probability that a random function takes value —1 on less than €/8
fraction of the inputs in any affine subspace of codimension d is at most e~ U2 " g(n+1)d
For d < n — 3logn this probability is less than e~*(¢»). By a union bound, the probability
that a random function is either not an e/8-extractor or isn’t (1 — 2¢)-concentrated on f(0)
is at most e~ (") 4 ¢=2(2") « 1. Thus, there exists a function f in the support of our
distribution which is an e/8-extractor for any affine subspace of dimension at least 3logn
while at the same time is (1 — 2¢)-concentrated on a linear subspace of dimension 0. By
Lemma 56 there is no randomized linear sketch of dimension less than n — 3logn for f which
errs with probability less than ¢/8. <

C.3 Random [;-sketching

The following result is folklore as it corresponds to multiple instances of the communication
protocol for the equality function [27, 11] and can be found e.g. in [38] (Proposition 11). We
give a proof for completeness.

» Fact 60. A function f: T4y — Fo such that min, ¢ 1y Pro[f(7) = 2] < € satisfies

62n+1

R{™(f) < log

Proof. We assume that argmin_ 1y Pro[f(z) = z] = 1 as the other case is symmetric.
Let T = {x € F}|f(x) = 1}. For every two inputs « # 2’ € T a random [Fo-sketch y, for
a ~ U(F%) satisfies Pr[xq(z) # xa(2’)] = 1/2. If we draw t such sketches Xay,- - - Xa, then
Pr[Xa, (%) = Xa, (z'),Vi € [t]] = 1/2". For any fixed z € T we have:

IT|—1 e2™ 4
<

Pr[3z' #x € T Vi € [t] : Xa, (%) = Xa, (2')] < 5t < - < 7

Conditioned on the negation of the event above for a fixed x € T the domain of f is
partitioned by the linear sketches into affine subspaces such that x is the only element of T" in
the subspace that contains it. We only need to ensure that we can sketch f on this subspace
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which we denote as A. On this subspace f is isomorphic to an OR function (up to taking
negations of some of the variables) and hence can be sketched using O(log1/4) uniformly
random sketches with probability 1 — 6/2. For the OR-function existence of the desired
protocol is clear since we just need to verify whether there exists at least one coordinate of
the input that is set to 1. In case it does exist a random sketch contains this coordinate with
probability 1/2 and hence evaluates to 1 with probability at least 1/4. Repeating O(log1/9)
times the desired guarantee follows. <

D Towards the proof of Conjecture 3

We call a function f: F5 — {+1, —1} non-linear if for all S € F} there exists x € [} such
that f(x) # xs(z). Furthermore, we say that f is e-far from being linear if:

max Pr )= f(z)]| =1—¢€

max | Pr [vs() = (@)

The following theorem is our first step towards resolving Conjecture 3. Since non-linear
functions don’t admit 1-bit linear sketches we show that the same is also true for the
corresponding communication complexity problem, namely no 1-bit communication protocol
for such functions can succeed with a small constant error probability.

» Theorem 61. For any non-linear function f that is at most 1/10-far from linear Dﬁzoo(j”r)
> 1.

Proof. Let S = argmaxp [Prmerp; [xr(z) = f(z)]. Pick z € F} such that f(z) # xs(z). Let
the distribution over the inputs (z,y) be as follows: y ~ U(F3) and = ~ D, where D, is
defined as:

B y + z with probability 1/2,
Y U(F?) with probability 1/2.
Fix any deterministic Boolean function M (x) that is used by Alice to send a one-bit message

based on her input. For a fixed Bob’s input y he outputs g, (M (z)) for some function g, that
can depend on y. Thus, the error that Bob makes at predicting f for fixed y is at least:

1 |Eon, l9, (M (@) f(z + )]
: |

The key observation is that since Bob only receives a single bit message there are only four
possible functions g, to consider for each y: constants —1/1 and +M (z).

Bounding error for constant estimators

For both constant functions we introduce notation By = |Een, [9y(M(2)) f(x + y)]| and
have:

1

By = o, Loy (M) S (@ + )] = [Ermn, [+ 9)]| = | 3/() + 5Ewnvepf ()]

If x5 is not constant then |[EwNU([Fg)[f(w)]| < 2¢ we have:

1

HE) + S ]| <

5 (IfF @)+ [Ewnvepfw)]]) <1/2+e

N =



S. Kannan, E. Mossel, S. Sanyal, and G. Yaroslavtsev

If xs is a constant then w.l.o.g xs = 1 and f(2) = —1. Also Eynpp)[f(w)] > 1 - 2.
Hence we have:

1

SFE) 4 SB[ )] = 5 |1+ By F@)]] < e

Since € < 1/10 in both cases B; < % + € which is the bound we will use below.

Bounding error for message-based estimators

For functions +M (x) we need to bound |Ey~p, [M(z)f(z + y)]|. We denote this expression
as BM Proposition 62 shows that E [BM] < ‘f (I+e).

» Proposition 62. E,_y sy [|Ecun, [M(2)f(z +y))]] < 2 (1+e).
We have:

Ey [|Ecnp, [M(2)f (2 +y)]]

=, |3 0100+ 95061 + B, W1 )
Ey [[(M(y+ 2)f(2) + (M * £)())]]
By [(M(y+2)f(2) + (M + ))(w)*])
Ey [(M(y+ 2)£(2)% + (M * £)()? +2M(y + 2) f(2)(M = £)(w)))]) "

Ey [(M(y+2)f(2)°] + By [(M = [)())*] +

2E, [M(y + 2) f(2)(M * f)(y)))]) "/

We have (M (y + 2)f(2))? = 1 and also by Parseval, expression for the Fourier spectrum
of convolution and Cauchy—Schwarz

Ey[((M * f) = > M ()P = Y M(SPF(S)? < [[M]l]|fl]2 = 1

Sery Selfy

1/2

IN

N

|
—~ —~

N RN RN~ DN~

Thus, it suffices to give a bound on E[M (y + z) f(2)(M = f)(y))]. First we give a bound
on (M f)(y):

(M = f)(y) = B [M(z) f(z + y)] < Eo[M(2)xs(x + y)] + 2¢
Plugging this in we have:

E, [M(y+Z)f( )(M % f)(y))]

= —xs(2)Ey[M(y + 2)(M * f)(y))]

< —xs(2)Ey [M(y + 2)(M * xs5)(y)] + 2¢
= —xs(2)(M * (M * xs))(2) + 2¢
(2)*M(S)* + 2¢

where we used the fact that the Fourier spectrum of (M * (M * xg)) is supported on S only
and M % (M % xg)(S) = M2(S) and thus (M * (M % xs))(z) = M2(S)xs(z).
Thus, overall, we have:

1

Ey [|Ecnp, [M(2)f(x +)]]] < 5vV2+4de <

5 §(1+6) <
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Putting things together
We have that the error that Bob makes is at least:

1 —Ey[max(By, Bé‘/f)]
B 2

Y

[1 — maz(BS, BY)

Below we now bound E,[max(Bg, B,)")] from above by 99/100 which shows that the error is
at least 1/200.

E, [maz(BY, BM)]

1
=Pr[B)’ >1/2+ €|E[B)!|B) >1/2+ €|+ Pr[B)’ <1/2+¢| (2 - e)
1
=E,[B)]+ Pr[B) <1/2+¢ (2 +e—E[B)|B) <1/2+ e])
Let 6 = Pr[B}Y <1/2+¢]. Then the first of the expressions above gives the following bound:
E,[maz(BS,BM) < (1-6)+4 1+e :1—§+6(5<1—§+6
Y vy = 2 2 - 2

The second expression gives the following bound:

, 2 1 2 4 2
Ey[maz(Bg, By)] < \g(l+e)+5<2+e> < §+5+§e+e.

These two bounds are equal for § =1 — % (14 €) and hence the best of the two bounds

is always at most (% + %) + € (% + 1) < % where the last inequality uses the fact that

1
ESTO

E Auxiliary Proofs
E.1 Proof of Proposition 17

Without loss of generality assume that p = Pr[X = 1]

Var[X] = E[X?] — (F[X])?

=1— (E[X))? (X2 =1 as X is supported on {1,-1})
=1-(p- 1+ (1—-p)(-1))°

121

=4p(1 —p)

Since p < 1, 4(1 — p) € [2,4] and the proposition follows.

E.2 Proof of Lemma 21

Let p € Fa[z1,...,2,] be the Fa-polynomial corresponding to f. Fix one monomial M =
iesx; of the largest degree. Thus |S| = d. We will show that for each assignment ag to the
variables outside of S, there is an assignment as to the variables in S such that p(as, ag) = 1.
This will prove that there are at least 2"~ assignments on which p evaluates to 1, and will
thus imply the lemma.
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To this end, fix an assignment az to the variables in S. Let p |5, be the polynomial
o S
obtained from p by setting the variables in S according to ag. Notice that since M was a
monomial of largest degree in p, M continues to be a monomial in p |5, , . Thus p |5, is
S S

a non-constant polynomial in the variables {z; | i € S}. In particular, this implies that there
exists an assignment ag to the variables in S, such that p |5, . (as) =1 (see the discussion
S

in the paragraph after fact 20). This in turn implies that p(as,ag) = 1.
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