


capabilities of the source host (e.g., the source host may have

a 100 Gbps network card), and to ensure fairness across the

circuits, the user may request 33.33 Gbps for each circuit.

Upon receiving this request, OSCARS processes the circuits

sequentially, for example, in the order of (S,D1), (S,D2) and

(S,D3). For each circuit, it uses a depth-first search approach

to probe if each member network can provide the requested

bandwidth. In this example, there is no path with 33.33 Gbps

of bandwidth from S to D1, and hence OSCARS notifies the

user that this request fails.

The user can then adjust the requested bandwidth. However,

with the limited feedback in OSCARS, the user does not

know the amount of available bandwidth from S to D1.

Consequently, the user may use a cut-to-half-until-reserved

search strategy. As a result, after 12 attempts, the networks

allocate 8.33 Gbps (33.33 → 16.67 → 8.33) for (S,D1), 8.33

Gbps (33.33 → 16.67 → 8.33) for (S,D2) and 1.04 Gbps

(33.33 → 16.67 → 8.33 → 4.17 → 2.08 → 1.04) for (S,D3).
In addition to requiring a large number of search attempts,

the approach may obtain a bandwidth allocation that is far

from optimal. For example, given the links’ capacities and

availability, a fair optimal bandwidth allocation is actually

5 Gbps for each circuit. Without a network interface to

provide network resource information, designing an algorithm

using existing systems to identify this solution can lead to

substantially more complexity and churns.

In addition to multi-domain circuit reservation systems,

multiple multi-domain resource discovery systems have been

developed and deployed (e.g., [11]–[17]). However, these

systems focus on the discovery of endpoint resources (i.e.,

computation and storage resources) and their availability for

different services. They do not provide a network interface for

applications to discover the network resource availability and

sharing properties [18]–[20].

In this paper, we present Mercator, a novel multi-domain

resource discovery system designed to optimize large, multi-

domain transfers, and address the limitations of current reser-

vation systems through three main components. The first and

core component of Mercator is a resource abstraction through

algebraic-expression enumeration (i.e., linear inequalities and

equations), which provides a compact, unifying representation

of multi-domain network available bandwidth. For example,

considering the same example of Fig. 1, the resource ab-

straction captures the constraints from all networks using the

set of linear inequalities depicted in Fig. 2. Specifically, the

variables x1, x2, x3 represent the available bandwidth that can

be reserved for (S,D1), (S,D2) and (S,D3), respectively.

Each linear inequality represents a constraint on the reserv-

able bandwidths over different shared resources by the three

circuits. For example, the inequality x1 + x2 + x3 ≤ 100
indicates that all three circuits share a common resource and

that the sum of their bandwidths can not exceed 100 Gbps.

With this set of linear inequalities, the user does not need to

repeatedly probe the domains, but can immediately derive the

bandwidth allocation to satisfy its own objective (e.g., same

𝑥" + 𝑥$ + 𝑥% ≤ 100,

𝑥" + 𝑥$ + 𝑥% ≤ 40,

𝑥" + 𝑥$ + 𝑥% ≤ 100,

𝑥$ + 𝑥% ≤ 40,					𝑥" ≤ 10,

𝑥$ + 𝑥% ≤ 100,					𝑥" ≤ 10,

𝑥$ + 𝑥% ≤ 10,

𝑥$ ≤ 10,

𝑥% ≤ 10,

𝕄": 𝕄$: 𝕄%:

Fig. 2: Illustration of resource abstraction for the reservation request from
Fig. 1.

rate for each transfer, different ratios according to demand

ratios, or a fairness allocation such as max-min fairness).

Second, Mercator introduces a resource abstraction obfus-

cating protocol to ensure that member networks and other

external parties cannot associate an algebraic expression with

a corresponding member network, leading to a complete

unified aggregation of multiple domains, appearing as much as

possible as a single (virtual) network. Although such complete

integration may not be needed in all settings, it can be highly

beneficial in settings with higher privacy or security concerns.

For example, in the scenario of Fig. 1, this protocol ensures

that (1) the user cannot infer that the constraint x2 + x3 ≤
10 comes from network M3, and (2) that neither network

M1 nor M2 knows the existence of this constraint. Finally,

Mercator also introduces a super-set projection technique,

which substantially improves the scalability and performance

of Mercator through pre-computation and projection.

The main contributions of this paper are as follows:

• We identify the fundamental reason of the poor perfor-

mance of current reservation systems for multi-domain data

transfers as the lack of visibility of network topology and link

availability of each member network, and design Mercator,

a novel multi-domain network resource discovery system, to

address this issue;

• In Mercator, we propose a novel, compact resource

abstraction to represent the network resource availability

and sharing, e.g., bandwidth, among virtual circuit requests

through algebraic-expression enumeration;

• We design a resource abstraction obfuscating protocol

to prevent the user from associating the received algebraic

expressions with their corresponding member networks;

• We develop a super-set projection technique to substan-

tially improve the scalability of Mercator;

• We fully implement Mercator and conduct extensive

experiments using real network topologies and traces. Results

show that Mercator (1) efficiently discovers available network-

ing resources in collaborative networks on average 2 orders

of magnitude faster, and allows fairer allocations of network

resources; (2) preserves the member networks’ privacy with

little overhead; and (3) scales to a collaborative network of

200 member networks.

The remaining of this paper is organized as follows. We

give an overview of Mercator in Section II. We give the

details of the algebraic-expression-based resource abstraction

in Section III. We discuss the resource abstraction obfuscating

protocol and the super-set projection technique in Section IV

and Section V, respectively. We present the evaluation results

of Mercator in Section VI. We discuss the related work in

Section VII and conclude the paper in Section VIII.





properties (e.g., available bandwidth) of resources shared –

within and between member networks – by a set of requested

circuits. This novel, compact resource abstraction is the core

component of Mercator, and relies on algebraic expressions

(i.e., linear inequalities / equations), a concept familiar to

scientists and network engineers [26], to express the available

bandwidth sharing for a set of requested circuits to be reserved.

Existing resource abstractions, including graph-based ab-

stractions [27], [28] and the one-big-switch abstractions [29],

[30], either fail to protect the private, sensitive information

of each member network, or fail to capture the resource

sharing between virtual circuit requests. In contrast, the re-

source abstraction of Mercator, expressed through algebraic-

expression enumeration, naturally and accurately captures

the available bandwidth of shared resources by a set of

circuits without requiring member networks to reveal their

network topology. Compared with the Boolean response of

current resource reservation systems such as OSCARS, the

user receives the complete bandwidth feasible region of the

collaboration networks for the requested circuits represented

through algebraic expressions. A point in that feasible region

represents a feasible allocation of bandwidth for the different

circuits in the request. In other words, the user can choose any

point in the returned region as the bandwidth parameters for

the circuits to be reserved, using his own resource allocation

strategy (e.g., max-min fairness [31]).

Resource abstraction obfuscating protocol (Section IV):

The algebraic-expression-based abstraction provides a com-

pact, unifying representation of the multi-domain network

resource information. It does not require member networks

to reveal their network topologies and link availabilities.

However, it does expose the bandwidth feasible region of each

member network (illustrated by the examples in Section I

and Section III). Some member networks might prefer not

to expose such information, as malicious parties may use

it to identify links where to launch attacks (e.g., DDoS).

To address this issue, we develop a resource abstraction

obfuscating protocol. More specifically, the protocol prevents

the resource discovery aggregator from identifying the source

of each received resource constraint. The key idea consists of

having each Mercator domain server obfuscate its own set of

linear inequalities as a set of linear equations through a private

random matrix of its own and a couple of random matrices

shared with few other Mercator domain servers from other

member networks (e.g., through a consensus protocol), and

then sends the obfuscated set of linear equations back to the

aggregator using symmetric-key encryption, e.g., Advanced

Encryption Standard (AES) [32]. We demonstrate that from

the received obfuscated equations, the aggregator can retrieve

the actual bandwidth feasible region for the circuits across

member networks, but cannot associate any linear inequality

with its corresponding member network. As a result, even if a

malicious party obtains the bandwidth feasible region across

member networks, launching attacks to all member networks

is much harder than attacking a particular member network.

Super-set projection (Section V): To improve the scalability

of Mercator, we introduce the super-set projection technique.

The main idea consists of having the aggregator periodically

query Mercator domain servers to discover the resource ab-

straction for a set of circuits between every pair of source

and destination member networks. With these precomputed

abstractions, when a user submits a resource discovery re-

quest, the aggregator does not need to query the Mercator

domain servers to compute the abstraction for each received

request. Instead, the aggregator performs a projection on the

precomputed abstractions based on the source and destination

member networks of each circuit in the actual user request, to

get the abstraction for this request. For example, consider a

network of 2 member networks M1 and M2. Using super-set

projection, the aggregator queries the Mercator domain servers

at both member networks for a set of 2 circuits, one from M1

to M2 and the other from M2 to M1, and gets a set of linear

inequalities {x12 + x21 ≤ 100, x12 ≤ 50}. Suppose later a

user submits a request for 1 circuit, with the source being an

endpoint in M2 and the destination being an endpoint in M1,

to the aggregator. The aggregator projects the precomputed

set of linear inequalities by removing all variables that are not

x21, and returns the result {x21 ≤ 100} to the user.

Such projection is much more efficient than having Mercator

domain servers compute the abstraction for each received

circuit request. With this technique, when a user submits a

resource discovery request to the aggregator, the aggregator

does not need to query Mercator domain servers (Step 2 in

Section II-A), and the Mercator domain servers do not need to

compute and obfuscate the resource abstraction for the request

(Step 3 in Section II-A). Only when the user fails to reserve the

resource based on the projected abstraction will the aggregator

query the Mercator domain servers to obtain an up-to-date

abstraction for the user. As such, servers in the aggregator

pool can process requests concurrently (e.g., using optimistic

concurrency control), significantly improving the scalability,

fault-tolerance, and performance of Mercator.

After an overview of the key design points in Mercator, we

discuss these designs in detail in the next few sections.

III. RESOURCE ABSTRACTION THROUGH

ALGEBRAIC-EXPRESSION ENUMERATION

In this section, we give the details of the resource abstraction

through algebraic-expression enumeration, the core component

of Mercator. We first discuss the limitations of existing design

options. Then we give the specifications of this abstraction. We

also discuss how it handles important use cases, e.g., multicast,

multi-path routing and load balancing, in Appendix A.

Basic issue: As illustrated by the example in Section I,

the fundamental reason for the poor performance of existing

circuit reservation systems is they are lack of the visibility of

properties, e.g., bandwidth, of shared network resources for a

set of circuits to be reserved. One may think of a strawman to

let each member network provide the full topology information

to the aggregator in a graph-based abstraction [27], [28]. This

design, however, exposes all the sensitive, private information
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Fig. 5: A running example to illustrate the resource abstraction obfuscating.

network, the resource abstraction of each member network is:

Π1(F1) : {x1 + x2 ≤ 100}
Π2(F2) : {x1 ≤ 30}
Π3(F3) : {x2 ≤ 30}.

(2)

If each Mercator domain server directly sends its own

resource abstraction to the aggregator, the aggregator will have

the knowledge of the bandwidth feasible region of each indi-

vidual member network. This makes the whole collaboration

network vulnerable because the aggregator is a single point

of failure possessing the private information of all member

networks. In other words, if an attacker gains the control to

the aggregator, he can leverage such specific information to

attack any member network.

Problem definition: To make Mercator functional and secure,

therefore, we need a solution that provides the accurate band-

width sharing information for the set of virtual circuits to be

reserved, and at the same time protects each member network

from exposing its private bandwidth feasible region. To this

end, we first give a formal definition of privacy-preserving,

equivalent resource abstraction:

Definition 1 (Equivalent, Privacy-Preserving Resource Ab-

straction): Given a set of circuits F that span over N > 1
member networks, the resource abstraction Πp(F ) collected

by the aggregator is equivalent and privacy-preserving if (1)

the bandwidth feasible region represented by Πp(F ) is the

same as that represented by ∪iΠ(Fi) where i = 1, 2, . . . , N ;

and (2) for any linear inequality c ∈ Πp(F ), the aggregator

cannot associate it with a particular member network.

In this definition, Π(Fi) ∪ Π(Fj) means the union of two

sets of linear inequalities. Geometrically speaking, it means

the intersection of the feasible regions represented by Π(Fi)
and Π(Fj). With this definition, we further define the privacy-

preserving resource abstraction problem:

Problem 1 (Privacy-Preserving Resource Abstraction Prob-

lem): Given a set of circuits F that span over N > 1
member networks, design a security protocol in the resource

discovery system to ensure that (1) the aggregator receives

the equivalent, privacy-preserving resource abstraction Πp(F );
and (2) for any Mi, it does not know any linear inequality from

any other Πj(Fj), where j 6= i.

Security model: In this paper, we assume a semi-honest

security model, i.e., the aggregator and all member networks

will not deviate from the security protocol, but merely try to

gather information during the execution of the protocol [36].

This is sufficient for collaboration science networks where

member networks share resources to collaboratively conduct

common tasks such as data transfers, storage and analytics.

B. Resource Abstraction Obfuscating Protocol
There are different design options for Problem 1, e.g.,

garbled circuit based protocols [37]. However, these designs

(1) All member networks agree on k;

(2) Each𝕄" generates Ci and Di and shares with𝕄"#$;

(3) Each𝕄" transforms 𝑨𝒙 ≤ 𝒃 into augment form, and

obfuscates it using Ci, Di, Ci+1, Di+1 and a private Pi;

(4) Each𝕄" encrypts the obfuscated linear equations and

transmits to the aggregator;

(5) The aggregator decrypts and unmasks the bandwidth

feasible region across all member networks.

Initialization

Obfuscation

Transmission

Fig. 6: The resource abstraction obfuscating protocol.

would incur expensive computation and communication over-

head, hence are not suitable for the need of multi-domain

resource discovery. In this paper, we tackle this problem by

designing a novel resource abstraction obfuscating protocol

that only requires simple operations on matrices, i.e., addition

and multiplication.

Basic idea: Our protocol leverages random matrix theory [38],

[39]. In particular, each Mi independently computes and sends

to the aggregator a set of disguised linear equations, which are

derived from the private Πi(Fi), a random matrix Pi known

only to Mi, two random matrices Ci and Di known only to Mi

and Mi−1, and two random matrices Ci+1 and Di+1 known

only to Mi and Mi+1.

Protocol: The protocol is composed of three phases: initial-

ization, obfuscation and transmission, as shown in Fig. 6. For

the simplicity of presentation, we let mi = |Πi(Fi)|, i.e.,

the number of linear inequalities in Πi(Fi) after redundancy

removal, and Mi =
∑i

j=1
mj . During the initialization phase,

all member networks agree on a common k >
∑

mi. For

each Mi where i = 1, 2, . . . , N − 1, it generates a k-by-

(|F |+mi+mi+1) random matrix Ci = [C
|F|
i

Ci
mi Ci

mi+1 ],
and a k-by-1 random matrix Di, and sends to Mi+1. And we

define C0, D0, CN and DN as zero matrices. As we will

illustrate in the remaining of this section, these zero matrices

are used for presentation completeness and will not affect the

correctness of the obfuscating protocol.

During the obfuscation phase, each Mi introduces mi slack

variables, denoted by x
s

i
, to transform Πi(Fi) = Aix ≤ bi

from the standard form to the augment form and gets the

following equivalent linear system:
[

Ai Imi

] [

x, xs

i

]

= bi. (3)

We then add slack variables introduced by all other member

networks with zero coefficients into the linear system in

Equation (3) and get the following equivalent linear system:
[

Ai 0Mi−1
Imi

0
] [

x, xs

1
, . . . , xs

i
, . . . , xs

N

]

= bi. (4)

Next, each Mi generates a private random matrix Pi ∈
Rk×mi , and left-multiplies both sides of Equation (4) to get:
[

PiAi 0Mi−1
Pi 0

] [

x, xs

1
, . . . , xs

i
, . . . , xs

N

]

= Pibi. (5)

Then each Mi adds

[C|F|
i

− C
|F|
i−1

0M
i−2

−C
m

i−1

i−1
−C

m
i

i−1
+ C

m
i

i
C

m
i+1

i
0] ,

to the coefficient matrix of the left-hand-side (LHS) of Equa-

tion (5), and adds −Di−1 +Di to its right-hand-side (RHS)

to get Equation (6) where it can be observed that for each Mi,



[

PiAi +C
|F|
i

−C
|F|
i−1

0Mi−2
−C

mi−1

i−1
Pi −C

mi

i−1
+C

mi

i
C

mi+1

i
0

]

·
[

x, xs

1
, . . . , xs

i
, . . . , xs

N

]

= Pibi −Di−1 +Di, (6)

the coefficient matrix of LHS of Equation (6) is of dimension

k-by-|F |+MN , and the RHS is of dimension k-by-1.

In the transmission phase, each Mi encrypts the set of linear

equations in Equation (6) using a symmetric-key algorithm,

e.g., AES, and sends the cypher text to the aggregator. After

collecting the linear equations from all member networks,

the aggregator decrypts them and computes the sum of all

LHS matrices and RHS matrices of all member networks,

respectively. After simple elimination, the LHS sum is ex-

pressed as: [
∑

PiAi P1 . . . PN] . Similarly, the sum of

all RHS matrices of all member networks can be expressed as∑
Pibi. Denoting [xs

1, . . . ,x
s

N
] as x

s, the aggregator can get

the privacy-preserving abstraction Πp(F ):
[∑

PiAi P1 . . . PN.
] [

x, xs
]

=
∑

Pibi. (7)

Example: We use the example in Fig. 5 to illustrate the

resource abstraction obfuscating protocol. For simplicity, we

assume three member networks agree on k = 4. The pri-

vate random matrices P1, P2 and P3 are generated as

P1 = [11, 49, 95, 34], P2 = [58, 22, 75, 25], and P3 =
[50, 69, 89, 95]. The resource abstraction Πp(F ) obtained by

the aggregator is:

69x1 + 61x2 + 11xs
11 + 58xs

21 + 50xs
31 = 4340,

71x1 + 118x2 + 49xs
11 + 22xs

21 + 69xs
31 = 7630,

170x1 + 184x2 + 95xs
11 + 75xs

21 + 89xs
31 = 14420,

59x1 + 129x2 + 34xs
11 + 25xs

21 + 95xs
31 = 7000,

where xs
11, xs

21 and xs
31 are slack variables. Assume the user’s

objective is to maximize the throughput, i.e., x1 + x2. Using

this set of linear inequalities as the constraint, it can get the

optimal solution where x1 = x2 = 30 Gbps, the same as when

using Equation (2) as the constraint.

We conduct rigorous analysis on different properties (e.g.,

correctness, security and efficiency) of the proposed obfuscat-

ing protocol, which can be found in Appendix B.

V. SUPER-SET RESOURCE ABSTRACTION PROJECTION

One concern of the resource discovery is its scalability,

as the number of resource discovery requests may be large

in collaboration networks and each request would trigger a

resource discovery procedure. This procedure requires the

communication between the aggregator and the user, and

between the aggregator and every Mercator domain server in

member networks. Furthermore, the introduction of resource

abstraction obfuscating further increases the communication

and computation overhead of resource discovery. To address

this issue, we develop a novel super-set projection technique.

We describe its basic idea in this section, and leave the details

of this technique in Appendix C.

Basic idea: The intuition of super-set projection is simple:

to have the aggregator proactively discover the resource ab-

straction for a set of circuits between every pair of source

and destination member networks, and use these pre-computed

abstractions to quickly project to get the resource abstraction

for user’s requests.

In particular, in a collaboration network of N member

networks, the super-set projection technique first simulates

the need of N(N − 1) artificial circuits, where each circuit

fij represents an artificial circuit from Mi to Mj . With this

artificial resource discovery request, the aggregator follows

the normal resource discovery process to discover the shared

bandwidth of all these N(N − 1) circuits across the whole

collaboration network, represented by Πfull. When a user

sends an actual resource discovery request for a set of F

circuits, the aggregator checks the source and destination

member networks of each circuit, and uses the stored Πfull to

derive Π(F ) by removing unrelated inequalities and unrelated

artificial circuits, instead of starting a new resource discovery

procedure. In this way, the overhead of resource discovery is

reduced to a single round of message exchange between the

aggregator and the user.

𝕄"

𝕄#

𝕄$

𝑥"# + 𝑥"$ ≤ 	60

𝑥"$ + 𝑥#$ ≤ 	80

	𝑥$#	+		𝑥$" ≤ 	100

𝑥#" ≤ 	50

𝑥"$ ≤ 40

Π0122:

Fig. 7: An illustrating example of super-set projection.

Example: Consider an example of 3 member networks in

Fig. 7. With the super-set projection, the aggregator discovers

the bandwidth sharing of all 3 × 2 = 6 network-to-network

artificial circuits as Πfull in the figure. When a user submits

a resource discovery request for two circuits (S1, D1) and

(S2, D2), where S1 is in M1, S2 and D1 are in M2 and D2 is

in M3. The aggregator first maps the (S1, D1) to the artificial

circuit from M1 to M2, and (S2, D2) to the artificial circuit

from M2 to M3. Next, it projects Πfull to these two circuits

to get the resource abstraction for these two circuits by (1)

removing all linear inequalities that do not contain x12 or x23,

and (2) for every remaining linear inequality, remove all the

items on the LHS that are not x12 or x23. Finally, it returns

the resource abstraction: {x12 ≤ 60, x23 ≤ 80}, to the user.

VI. EVALUATION

We implement Mercator on commodity servers (i.e.,

equipped with Intel(R) Xeon(R) E5-2609 2.50GHz 4-core

CPU and 32 GB memory) and evaluate its performance based

on a member-network-level topology from a large federation

of networks supporting large-scale distributed science col-

laborations, and using real traffic traces from recent science

experiments. After describing our experimental setup, we

first demonstrate the benefits of resource abstraction through

algebraic-expression enumeration. Second, we demonstrate the

efficiency of the proposed resource abstraction obfuscation

protocol. Finally, we demonstrate that the super-set projection

technique substantially increases the scalability of Mercator.

A. Experimental Setup
We evaluate Mercator on the member-network-level topol-

ogy from LHC Open Network Environment (LHCONE), a

global science network consisting of 62 member networks,

where scientists conduct large-scale distributed analytics. Be-

cause inter-member-network routing typically is not based
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Security: Next, we give the following proposition on the

privacy-preserving property of the proposed protocol.

Proposition 2 (Resource Abstraction Privacy-Preserving):

In the semi-honest security model, the proposed resource

abstraction obfuscating protocol ensures that (1) the aggregator

cannot associate any linear equation it receives in Πp(F ) with

any particular member network, and (2) for any Mi, it does

not know any linear inequality from any other Πj(Fj) (j 6= i).

The complete proof can be found in [56]. Even with Lemma 1

and the inter-member-network-path information of each cir-

cuit, the aggregator still cannot associate any linear inequality

in Ax ≤ b with the corresponding member network or any

networking device (i.e., switch or link). This is because (1) the

set of linear equations sent by each member network do not

represent its original feasible region, and (2) the inter-member-

network-path does not reveal any topology information inside

member networks.

With both propositions, we can get the following theorem.

Theorem 1: Given a set of circuits F that span over N

member networks, the proposed resource abstraction obfus-

cating protocol ensures that the aggregator receives equivalent,

privacy-preserving resource abstraction and each member net-

work only knows its own bandwidth feasible region.

As stated in Section IV-A, the resource abstraction obfuscat-

ing protocol was designed for the semi-honest security model.

In a malicious setting (e.g., some member networks may

collude or be breached by one same attacker), the colluded

member networks or the attacker still cannot associate a linear

inequality to any unbreached member network, as long as the

aggregator is not breached.

Efficiency: We next analyze the efficiency of our protocol at

different phases. During the initialization phase, the main over-

head comes from the process each member network agreeing

on k, and each Mi share Ci and Di with Mi+1. The first part

can be efficiently realized using leader-election algorithms in

ring topology or pre-configured. For the second part, it can

be efficiently realized by sharing random seeds between Mi

and Mi+1. In the obfuscating phase, the computation overhead

is also low because it only involves simple, cheap matrix

operations, e.g., addition and multiplication.

One may have concern on the transmission overhead of

our protocol in the transmission phase because we disguise

the set of linear inequalities of each member network into a

larger set of linear equations. However, observing the set of

equations sent by each Mi in Equation (6), we can see that

most of the columns of the LHS coefficient matrix are zero-

columns. Therefore, each Mi only needs to send nonzero-

columns to the aggregator and specifies the indice of these

columns, substantially reducing the amount of data needs to

be transmitted from Mi to the aggregator. We quantify the

transmission overhead of our obfuscating protocol as follows:

Proposition 3 (Transmission Overhead): Given a resource

discovery procedure for a set of circuits F spanning over N

member networks, the transmission overhead of the resource

abstraction obfuscating protocol at each member network is

O(k|F |), where k >
∑

mi.

APPENDIX C

PRACTICAL ISSUES OF SUPER-SET RESOURCE

ABSTRACTION PROJECTION

In this appendix, we discuss practical issues of the super-set

projection technique.

Update of Πfull: We ensure the freshness of Πfull via two

mechanisms. First, the Mercator domain servers at member

networks periodically send updated information to the ag-

gregator. Second, when the reservation system receives and

successfully executes a resource reservation request from

the user, it sends a notification to the aggregator with the

reservation details so that the aggregator can update Πfull.

The aggregator will only query the Mercator domain servers

to obtain an up-to-date abstraction for the user when the user

fails to reserve the resource based on the projected abstraction.

Handling heterogeneous flows: One may notice that the

super-set projection technique is designed based on the as-

sumption that given a source-destination member network pair,

all the traffic flows between these two member networks will

be treated homogeneously by all other member networks. In

practice, flows between the same source-destination member

network pair may be handled differently by other member

networks, i.e., they are heterogeneous flows. To address this

limitation, we use traffic classes to differentiate heteroge-

neous flows. In particular, for each source-destination member

network pair with G different traffic classes, the super-set

projection technique considers these classes as G separate

artificial circuits and proactively discovers the bandwidth

sharing among these G circuits and other artificial circuits.


