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Mathematics is often taught by explaining an idea, then giving students Received 26 February 2019

practice in applying it. Tutoring systems can increase the effectiveness Accepted 5 May 2019

of this method by monitoring the students’ practice and giving

feedback. However, math can also be taught by having students work C - o
. . . ollaborative learning; digital

collaboratively on problems that lead them to discover the idea. Here, media; classroom

teachers spend the bulk of their time orchestrating collaborations and orchestration systems;

supporting students in building productively on each other’s tutoring systems; formative

contributions. Our research question is: Can tutoring technology assessment

somehow make teaching-by-eliciting more effective? Using tutoring

technology, we developed an intelligent orchestration system named

FACT. While students solve problems in small groups, it makes

recommendations to the teacher about which groups to visit and what

to say. Data from over 50 iterative development trials (study 1) suggest

that FACT increased neither the collaboration nor productivity of the

students’ struggle compared to paper-based classes. However, the data

also suggest that when there is just one teacher in the classroom, then

only a few of the groups that need a visit can get one. We modified

FACT to directly send students the provocative questions that it formerly

sent only to teachers. A pilot test (study 2) suggests that this version

may increase productive struggle, but increasing collaboration remains

an unsolved problem.
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1. Introduction

Two dichotomies need to be introduced: one for teaching and one for educational technology.
Although both are familiar, neither have standard names. Although perhaps a bit interesting in them-
selves, we introduce them just to make it easier to explain our research problem.

1.1. Tell vs. Elicit and Tutors vs. Tools

Methods for teaching math can be dichotomized as Telling vs. Eliciting. In the Telling method, tea-
chers explain some mathematical knowledge to the students and then guide them as they practice
applying it. In the Eliciting method, teachers ask questions of the student that elicit a variety of ideas
from them, and then guide the students’ discussions so that they converge on a consensus that is
also correct. Clearly, these are the extreme ends of a continuum of teaching methods. Nonetheless,
let us use Tell and Elicit to refer to this distinction in teaching methods.
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As an illustration of this distinction, suppose students need to learn how to answer questions of
the form, “The initial price is $200. Aftera ___ % increase, it is $300” or “The initial price is $300. After a
__9% decrease, it is $200.”

o Teaching by Telling: The teacher tells the students, “You subtract the two prices. That gives you the
amount of change. You divide that by the initial price.” The teacher then gives students practice
solving such problems. Student may find parts of the explanation confusing (e.g. are negative
numbers allowed as the result of the subtraction?), so instruction also takes place during the
practicing.

o Teaching by Eliciting: The teacher asks students to write their answers to both questions. The
teacher then asks different students to show their answers to the class and explain why they
think their answers are correct. The teacher does not indicate which answers correct. The
teacher then divides the class into groups such that students with different answers are in the
same group. The teacher asks each group to come to a consensus on the correct answers and
why they are correct. After discussion dies down, the teacher has every group report their con-
clusions to the whole class. The teacher then provokes a reasoned debate between groups that
hold different opinions. By asking provocative questions, such as, “What would an increase of
0% be?” the teachers guides the discussion to converge on the correct idea.

These different methods of teaching are as old as teaching itself. For example, Socrates used
teaching by Eliciting. More recently, the Eliciting method has been characterized as learner-centered
teaching (Bransford, Brown, & Cocking, 2000).

Now for the second dichotomy. Educational technology used by math students can be dichoto-
mized as Tutors vs. Tools. A Tutor has a representation of the correct performance inside it,
against which it assesses the student’s behavior in order to give the student advice or feedback. A
Tool is a system that students use in an open-ended way. The tool does not understand what
tasks the students are trying to accomplish so it has no representation of correct performance. None-
theless, the tool’s design affords opportunities for the student to learn.

As an illustration of this distinction, consider two technologies for teaching the concept men-
tioned in the preceding illustration.

o Tutor: The system presents fill-in-the-blank exercises of both the original questions and ones that
require students to show their intermediate reasoning steps: “The initial prices is $200 and the final
price is $300. Thus, the change in price is $___, which is ___ % of the initial price.” The system gives
feedback and hints, based on how the students fill in the blanks.

e Tool: The students are given a stack of cards with percentages on them. They are given a work-
sheet with pairs of price changes, such as: $200—$300; $300—$200. They are asked to put the
cards bearing the percentages onto the arrows. However, the cards and the price changes are cle-
verly designed so that the only interpretation that allows all cards to be placed on arrows is the
correct interpretation. If the students have a misconception, then they can place some of the
cards in accord with their misconception, but they will not be able to place all of them. This
tool could be implemented with a computer instead of paper. In fact, our system implements
exactly this card-on-arrow Tool.

This distinction in computer support for learning has often been noted but no standard name
exists. In a book contrasting these two technologies (Lajoie & Derry, 1993), the editors use “modelers”
and “non-modelers” for advocates of Tutors and Tools, respectively.

Tools are usually used to support teaching by Eliciting, and Tutors are usually used to support
teaching by Telling. However, Tools can be used for teaching by Telling. For example, a teacher
can explain and demonstrate the Tell procedure mentioned above, and then give students feedback
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as they apply it using the cards-on-arrow Tool. Thus, even if a Tool is designed for teaching by Elicit-
ing, it can be used for teaching by Telling.

On the other hand, an ordinary Tutor may thwart teaching by Eliciting. Ordinary feedback and
hints would ruin the elicitation process. Instead of trying to come up with their own ideas, students
would try to figure out what will make the Tutor give positive feedback.

1.2. Our research question

Now that the Tell/Elicit and Tutor/Tool dichotomies have been defined, our research question can be
simply stated: Can Tutor technology help teaching by Eliciting? As just noted, the Tutor should not give
feedback to students on the correctness of their performance. However, there might be something
else a Tutor could do that would help the elicitation process. Our initial hypothesis was that the Tutor
could help teachers with two demanding aspects of teaching by Eliciting: formative assessment and
visiting.

Formative assessment (also called assessment for learning) refers to the analysis that teachers do in
order to understand a student’s reasoning and the (mis-)conceptions behind it (Black & Wiliam,
1998a; Burkhardt & Schoenfeld, 2019). Understanding how students have reasoned is necessary if tea-
chers want, for example, to create a group whose members hold different misconceptions or to ask
students with different perspectives to show their work to the whole class. Many Tutors do a type of
formative assessment that is limited to determining whether a student’s performance is correct or
not. For teaching by Eliciting, formative assessment has to understand misconceived as well as
correct performances.

Another demanding aspect of teaching by Eliciting occurs when a teacher is circulating among
students who are working on a task, such as placing cards on arrows, and the teacher stops to
visit a group or a student. When teaching by Eliciting, the purpose of such a visit is not to correct
the students’ reasoning. Instead, the visit should encourage students to articulate and discuss
their ideas with each other. Instead of simply nagging students by saying, for example, “remember
to discuss your ideas with each other,” teachers can ask provocative questions that challenge the par-
ticular misconceptions held by these students. Such questions might reignite a discussion that has
died out.

We hypothesize that Tutor technology can conduct formative assessments and display appropri-
ate provocative questions to teachers, who would then ask them to students. This might increase the
effectiveness of the visit.

1.3. Overview of this paper

We developed a system that helps teachers with formative assessment and visiting (VanLehn et al.,
2016; VanLehn et al., 2018a, 2018b; Wetzel et al., 2018). We named it Formative Assessment with
Computational Technology (FACT). FACT was novel and could only be tested in real classrooms, so
it took many classroom trials to converge on an acceptable design and robust implementation.
Although classroom observers and teachers could see a steady increase in usability, it wasn’t clear
to the naked eye whether FACT was improving teaching by Eliciting. Fortunately, we collected
video recordings during these trials. We have been analyzing them recently to see if we could
discern an impact on either students or teachers. This paper reports one of those analyses.

The bottom line is that we no longer believe that helping expert teachers with formative analysis
and visiting will make much difference. The expert teachers seem to be doing a good job already, and
there appears to be little room for the system to help them do better. Although FACT might help
novice teachers, we have only tested it with expert teachers.

However, our analyses of the videos does suggest a way that FACT could help even expert tea-
chers. Expert teachers can only visit one group at a time even when there are many students who
need a visit. Perhaps FACT could “visit” students on the teachers’ behalf.
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We augmented FACT with this new capability. The first pilot test was marred by a design flaw. The
second shows some promise. Both are reported here.

So our new working assumption is that the bottleneck in teaching by Eliciting is not that expert
teachers need help with formative analysis and visiting. The bottleneck is that more students need
visits, and yet there is just one teacher. Tutoring technology seems capable of providing such “visits.”

2. The classroom challenges exemplify teaching by eliciting

The project’s original goal was to see if technology could improve the effectiveness of a specific set of
mathematics lessons, called Classroom Challenges (Burkhardt and Schoenfeld, in press; Mathematics
Assessment Project, 2018) or CCs. In their paper-based form, the lessons are known to be highly
effective (Herman et al., 2015). They exemplify a particular kind of teaching by Eliciting (Black &
Wiliam, 1998a; Burkhardt & Schoenfeld, in press), wherein teachers no longer give explanations
and feedback, but instead keep students engaged in solving problems. To do so, teachers should
analyze the students’ work, detect the line of reasoning being followed and then ask questions
that push the students further along that line. Because formative assessment is so prominent in
this method of teaching, the method itself is called “formative assessment” and the lessons are
often called “formative assessment lessons.”

The CC students solve problems that are complex and open-ended. Problem solving lasts almost a
whole lesson of 90-120 min. The problems are cleverly designed so that if the students stay engaged,
they usually discover mistakes they have made and converge, often as a whole class, on a correct
solution. Teachers are often surprised that students can figure out the math themselves, and this
causes them to change their practice to be less teacher-centered (Inverness Research, 2016).
Hence, the CCs are often used for professional development (FaSMEd, 2017; Joubert & Larsen,
2014; Research for Action, 2015).

The CC students work on large posters, to which they add cards and handwriting. The posters can
become so complicated and messy that formative assessment becomes difficult even for expert tea-
chers. A typical poster might end up with 30 cards on it, with handwriting next to most of them. More-
over, teachers can only see the current state of the poster and not its history. They cannot tell, for
example, whether onegroup member did all the work or whether all members participated
equally. Lastly, when teachers start a visit with students, they have only a few seconds to conduct
a formative assessment of the poster. These facts suggested that teachers may have difficulty
doing formative assessment when they are circulating around the classroom visiting students.

3. FACT

During the initial design sessions with CC authors and teachers, these design criteria became
paramount:

(1) Students should work on digital media so that FACT could see their performance.

(2) Teachers should carry a dashboard with them as they circulated, so that FACT could display
advice to the teacher prior to a visit.

(3) To avoid harming the effectiveness of the paper-based CCs, the digital media should mimic the
paper-based CCs as closely as possible.

Thus, FACT students edit an electronic document called a poster. Posters can have movable cards
on them. Figure 1 is an example. The posters and cards look nearly identical to the paper-based ver-
sions. Although FACT can be used on laptops or tablets, students in our trials always used a tablet
with an active digital stylus so that they could use their normal handwriting.

FACT students can type or draw on both cards and the poster. Using their fingers or stylus, stu-
dents could pan, zoom, move cards, pin cards or resize cards. Although the posters “handed out”
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Figure 1. The FACT student screen, zoomed in to show part of a poster.

to students usually had cards such as the ones in Figure 1, students can also add blank cards or cards
with blank lines, tables or x-y graphs.

Students can edit their own individual poster or their group’s poster. When editing a group poster,
all the members of the group can edit simultaneously, just as one does with a shared Google docu-
ment. Each student’s ink is a different color, so students and teachers can tell who has contributed
what.

As students work, the teacher can monitor their work with a dashboard. The dashboard is
designed to run on a tablet so it can be carried around the classroom. The dashboard shows a tile
for every student in the class (see Figure 2). The tile displays the student’s name and the ID
number of the student’s group. The top of the tile displays a progress bar indicating how much
work the students have finished correctly (green) or incorrectly (red). The progress bars allow the
teacher to identify groups or students that are far behind or far ahead of the rest of the class. The
dashboard has several other features shown in Figure 2.
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Figure 2. The teacher’s dashboard.
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To conduct a formative assessment of students’ work, FACT has dozens of issue detectors. Most of
them compare the students’ work to expected work; these are called product detectors. The expected
work is integrated into the detector itself, so different activities have different detectors.

FACT also has process detectors. These monitor the chronological pattern of students’ edits.
Different activities can have different process detectors. Many activities specify that students
should collaborate, so there are several detectors for ways that groups fail to collaborate. For
example, the “working separately” detector fires when it sees that the students in a group are sim-
ultaneously editing different parts of the poster. The “working alone” detector fires when one student
in the group makes all the edits and works so rapidly that the students cannot possibly be discussing
the edits as they are made. Similar collaboration detectors were quite accurate when used in a lab
study (Viswanathan & VanLehn, 2018).

When a detector raises an issue, it remains active until the conditions that raised the issue no
longer exist. Thus, in a class of 30 students, there can be a hundred active issues, with issues activating
and deactivating every second. FACT shows a selected subset of these issues as orange bars on the
teachers’ dashboard (Figure 2). These are called alerts. When the teacher peeks at a student poster,
FACT shows the highest priority issue in a sidebar (see Figure 3). The teacher can browse sideways to
see other issues.

When an issue is displayed in the sidebar, it has one or more messages for students. The teacher
can choose one and send it to the student or group. The messages appear in the students’ Inbox,
causing a button at the top of their screen to turn green (Figure 4). If they open their inbox, they
can browse the messages they have received that are still relevant. Most messages refer to a card
or set of cards, so those cards are highlighted with a green box.

4, Other orchestration systems

The CGCs involve individual work, group work and whole-class discussions. The teacher must integrate
workflows and ideas across all three planes of activity. “Classroom orchestration” refers to the plan-
ning and enacting of such integrated workflows (Dillenbourg & Jermann, 2010). A “classroom orches-
tration system” is intended to help the teacher with classroom orchestration (Prieto et al., 2011). FACT
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is a classroom orchestration system. This section introduces such systems, then situates FACT
amongst them.

Classroom orchestration systems can be divided into several groups. One group (e.g. Alavi & Dil-
lenbourg, 2012; Rojas, Garcia, & Kloos, 2012) is quite general but can only help the teacher with one
orchestration function, such as hand raising. Most other orchestration systems attach a teacher dash-
board to an existing system so that they can provide many features.

When dashboards are attached to modified operating systems or browsers (e.g. Lenovo, 2018;
Netop, 2018; NetSupport, 2018; Xuetangx, 2018), the systems do not know the lesson plan nor can
they access data from inside the applications. Nonetheless, their dashboards offer several orchestra-
tion features such as:

(1) Indicating which students have requested help and how long they have waited.
(2) Indicating which students or groups claim that they are done.

(3) Peeking at a student’s work. That is, the dashboard displays the student’s screen.
(4) Raising an alert when a student device goes off line.

(5) Pausing the class: The students’ devices freeze and display “Eyes on teacher.”

(6) Projecting a student’s screen on the classroom’s digital projector.

(7) Sending a text message to an individual student or to the whole class.

Some orchestration systems (e.g. Haklev et al., 2017; Prieto et al., 2014) provide an editor that
allows the teacher to enter complex lesson plans involving multiple applications, workflows and
group structures. Their dashboard features include the ones listed above plus:

(8) Advancing the class to the next activity in the lesson plan.

(9) Transmitting student work from one activity to subsequent activities.
(10) Modifying the lesson plan in the midst of enacting it.

(11) Modifying groups to deal with, e.g. students arriving late to class.

Some orchestration systems add a dashboard to a general purpose collaborative editing system
(e.g. Looi, Lin, & Liu, 2008; Martinez-Maldonado et al, 2012) or a physical object system (e.g.
Cuendet et al,, 2013). These systems can measure the amount of editing done by each member of
a group, so they can detect unbalanced participation. However, they do not understand how the
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edits relate to the group’s task, so they cannot detect errors nor display progress accurately. Such
systems may have the dashboard features above plus:

(12) Displaying the proportion of participation (editing actions only) of each group.
(13) Raising alerts when a group’s participation becomes too unbalanced.

Lastly, there are tutoring systems that have dashboards (Holstein, McLaren, & Aleven, 2018; Mar-
tinez-Maldonado, Yacef, & Kay, 2015; McLaren, Scheuer, & Miksatko, 2010; Mercier, 2016; Schwarz &
Asterhan, 2011; Molenaar and Knoop-van Campen, in press). They understand how the student’s
edits relate to the task goals. This allows them to give feedback and hints directly to the students
without involving the teacher. Their dashboards provide several more orchestration features for
use during class:

(14) Accurate progress bars.
(15) Displaying the proportion of errors or error types per student.
(16) Raising alerts when a student’s work has too many errors.

Although some systems in this last group are not complete orchestration systems because they do
not support all three planes of activity (group, individual and whole-class), they often can assess a
student’s action relative to both domain norms (i.e. is the action correct?) and collaboration norms
(i.e. is the group interaction co-constructive or transactive?). Thus, this class of orchestration
systems could be said to be more “intelligent” than the other classes.

FACT has all 16 features listed above. It is intelligent, in the limited sense defined above. It differs
from other intelligent orchestration systems primarily in that its pedagogical goal is different. Instead
of giving students feedback as they practice of mathematics that they have been told, FACT helps
teachers elicit mathematics from students.

5. How can success be measured?

The overall goal of FACT is to make the CCs more effective than their paper-based implementation.
However, the CCs are not simple teaching-by-telling lessons whose effectiveness can be measured
with conventional pre-tests and post-tests. This section introduces the problems involved in measur-
ing the effectiveness of the CCs (and the effectiveness of teaching by Eliciting in general).

The CCs were designed to address a large set of goals, called TRU Math (Schoenfeld, 2014; Schoen-
feld & Floden, 2014). Our evaluation can ignore the TRU Math goals that address the design of lessons,
because the FACT and the paper-based CCs have exactly the same design, content and activities. For
our evaluation, TRU Math specifies two relevant pedagogical goals: the teachers should engage in
formative assessment (Black et al., 2004; Black & Wiliam, 1998a, 1998b) and the students should
engage in collaborative, productive struggle. That is, students should work hard together to solve chal-
lenging, open-ended problems that afford many mathematical insights and discussions. A lesson’s
success is not measured by the number of correct answers it enables students to generate, but
instead by the degree to which it engages the students in mathematically meaningful, productive,
collaborative behavior.

Collaborative, productive struggle and formative assessment are characterizations of student and
teacher behavior in the classroom. They are the first steps in a theory of change that has two parallel
pathways:

(A) The CCs increase collaborative, productive struggle, which improves student math knowledge,
identities and beliefs, which increase student mathematics learning.

(B) The CCs increase formative assessment, which improves teacher beliefs and practices, which
increase student mathematics learning.
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The viability of the second, professional development path was confirmed by a year-long study of
the paper-based CCs with 2,690 students and 56 teachers (Herman et al.,, 2015). Compared to a con-
structed control group, the CC group achieved significant improvements on state-mandated standar-
dized tests. The effect size was equivalent to 4.6 months of extra schooling. However, teachers used
on average only 6 CCs during the year. This suggests that the main impact of the CCs was to convince
teachers to change their teaching methods to include more formative assessment. These findings
were consistent with interviews of teachers and students (Inverness Research, 2016). Teachers
often commented that they changed their teaching because the CCs convinced them that students
could learn from each other, so the teacher did not need to instruct them on every little bit of math.
The CCs seem ideally suited for teacher professional development, and have often been used for such
(FaSMEd, 2017; Herman et al., 2014; MDC, 2016).

Unfortunately, the existing evidence suggests that the other pathway (via student behavior) is not
functioning well. Student scores on the math taught by the CCs did not improve much (Herman et al.,
2015). Surveys of CC students indicated only modest changes in their math beliefs and attitudes
(Inverness Research, 2016).

Because the second pathway (via teacher practices) is working, we need to improve the first
pathway (via student beliefs). The first pathway has a proximal link (increasing collaborative, pro-
ductive struggle) and a distal link (improving students’ math beliefs, attitudes and identities). The
main purpose of the FACT is to improve the first link in the first pathway. Thus, measuring collabora-
tive, productive struggle seems the best way to evaluate FACT.

6. Study 1

A proper summative evaluation of FACT would require randomly assigning students to use either
FACT or paper-based CCs. However, it would not make sense to randomly assign students in the
same classroom to different treatments. Although random assignment of classrooms to treatments
makes sense, it would require many more classrooms than we had access to.

Nonetheless, we wanted to test both FACT and our measures of collaborative, productive struggle,
so we decided to use data that we had already collected for other purposes. Although these data
allow us to use the methodology of summative evaluation, Study 1 is definitely not a summative
evaluation.

Data for Study 1 came from our iterative development process. Before designing FACT, we chose 8
middle-school CCs to focus on. We chose CCs that were popular and sampled the whole range of CC
activities. We then conducted several trials, where each trial consisted of a class enacting one of the 8
paper-based CC while we observed and video recorded it. These trials allowed us to design an initial
version of FACT. While developing FACT, we conducted many more classroom trials. We were often
able to conduct several trials at the same school on the same days. After analyzing the data from one
set of trials and modifying FACT, we conducted another set of trials, sometimes with the same tea-
chers and sometimes with different teachers. This process was repeated many times. This process is
called iterative development, design-based research or formative evaluation. It generates copious
data.

However, the data are not appropriate to use for comparing the treatment (FACT) to the baseline
(paper) because many factors are neither adequately controlled nor randomly varied. Nonetheless,
such a comparison is exactly what Study 1 does.

6.1. Participants

Teachers were recruited by the CC authors in England and by the Silicon Valley Mathematics Initiative
in California. Teachers were in middle schools in Nottingham, UK or Silicon Valley, California. All the
teachers were comfortable with technology. All were experienced CC teachers, and some had
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participated in development of the paper-based CCs. Although we did not collect data on class size,
the videos suggest that the classes had 20-35 students.

6.2. Procedure

A trial consists of a teacher enacting a CC with one classroom of students. From the 8 CCs that FACT
supports, teachers chose one that was appropriate their class. A CC typically took 90-120 min and
was usually enacted over two consecutive days. CCs w structured to spend over half the time on
small group activities, with the rest of the time spent in whole class discussion or individual work.
Almost all the groups consisted of just two students.

We observed both paper-based classes and FACT classes. In the Paper classes, pairs worked on a
large sheet of paper (hence the name, poster). They cut out cards from another sheet of paper,
arranged them on the poster and sometimes wrote explanations. When they were finished, they
glued the cards down. In the FACT classes, pairs of students used electronic versions of posters
and cards, as described earlier.

Every CC has its own teacher’s guide. Every guide has a list of questions for teachers to ask stu-
dents as a way to stimulate re-engagement and thinking. These are the provocative questions dis-
played in FACT’s issue sidebar when teachers peek (Figure 3). For CC activities that did not have
enough questions, the CC authors provided more.

Every trial was recorded by three cameras. One shoulder-mounted camera followed the teacher.
Two other cameras were mounted on tall tripods. Each focused downward on the students’ desk and
recorded a single pair. The group’s conversation was recorded by a boundary microphone on the
table.

6.3. Collaboration hypothesis, measure & results

Because we have 2 rather different hypotheses, each will be presented in its own section along with
the relevant measures and results. This section addresses collaboration.

Although FACT now has process detectors for collaboration, they were not present during the
trials reported here. Although we hope that the collaboration detectors will eventually improve col-
laboration, our hypothesis is that FACT and the paper-based CCs will foster the same amount of col-
laboration during Study 1.

However, we feared that the traditional trials would show more collaboration than the FACT trials,
for several reasons: Students rarely looked up from the tablet, so they lost eye contact. Their hands
were near the tablet, so they may have gestured less. Their mouths were aimed at the tablet, so it may
have been difficult for them to hear each other in a noisy classroom. Students often tried to refer to
cards by pointing at their own tablet, which was difficult for their partner to see. Indeed, when the
idea of replacing paper with a shared digital document was first suggested to the teachers and
designers in the CC community, they were quite concerned that it may harm collaboration.

For each class, the 3 video streams were first synchronized and divided into 30-second segments.
Only lessons with at least 30 segments (i.e. 15 min) of small group activity were included. Then, using
the videos of pairs, trained human coders gave each such segment a code indicating the pair’s
behavior during that segment.

Our coding scheme was based on Michelene Chi’s ICAP framework (Chi & Wylie, 2014). We pre-
ferred it over other schemes (Meier, Spada, & Rummel, 2007; Prieto et al., 2011; Roschelle, Dimitriadis,
& Hoppe, 2013) because its categories are associated with learning gains. Our codes are shown in
Table 1, along with their corresponding ICAP categories. The table rows are ordered from most desir-
able to least.

In order to check interrater agreement, 58% of the videos were coded by two coders. Interrater
agreements (Kappa) averaged 0.79, which is considered acceptable. Disagreements on the codes
assigned to segments were resolved in a meeting of the two coders and one of this paper’s authors.
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Table 1. Study 1 average percentage of number of segments per code.

FACT Paper

Description (ICAP categories in parentheses) N=59 N=15 FACT  Paper

Co-construction. Both students shared their thinking. Their contributions built upon 2.8% 4.0% 37% 42%
each other. Transactivity. (Interactive)

Cooperation. The students worked simultaneously and independently on different parts 10.6% 7.1% 13.9% 7.4%
of the poster. (Constructive + Constructive)

Unclear. Students explained their thinking, but the audio was not clear enough to 0.4% 0.9% 05%  0.9%
determine whether it was one or two. (Constructive + Passive, or Interactive)

One explaining. One student explained his or her thinking (talking constructively) but 4.0% 4.2% 53% 44%
the other student was either silent or merely agreeing. (Constructive + Passive)

None explaining. Students made edits, but neither explained their thinking. For 53.8% 67.7% 70.8% 70.9%
example, one student might say “Let’s put card B here,” and the other student
agrees. (Constructive + Passive)

The teacher was visiting the pair. (Passive + Passive) 3.3% 6.6% 43%  6.9%

The teacher was making a brief comment to the whole class, and these students were 1.1% 5.0% 14%  52%
listening. (Passive + Passive)

The students were stuck and waiting for help from the teacher. (Disengaged + 0.6% 0%
Disengaged)

The students were done with the task and waiting for the teacher to give them 11.8% 2.8%
something to do. (Disengaged + Disengaged)

One student was off-task; the other worked without much talk. (Constructive + 4.5% 0.9%
Disengaged)

Both students were off-task. (Disengaged + Disengaged) 7.1% 0.8%

We coded 15 Paper pairs and 59 FACT pairs. For each pair, we counted the number of segments
per code. Because the total number of segments was different for different pairs, we converted the
counts into percentages. Table 1 presents the averages of the percentages. The FACT distribution is
not different from the Paper distribution (Chi-square, p > .99).

Notice that the last four rows, where at least one student was disengaged, show the greatest
differences between the conditions. If these are summed, then 24% of the FACT segments have at
least one student disengaged vs. 4.5% of the Paper segments. When these categories are eliminated,
then the revised distributions are nearly identical, as shown in the rightmost 2 columns of Table 1.
This suggests that the major difference between the conditions is that more students were disen-
gaged in the FACT condition. This may be due to the iterative development of FACT. The FACT tea-
chers may have paid less attention to their students than the Paper teachers because the FACT
teachers spent more time helping with the development of FACT. Also, the tablets made it easy to
erase digital ink, so FACT students would often doodle then erase their doodles almost immediately.
This rarely occurred in Paper classes.

6.4. Productive struggle

As mentioned earlier, we hypothesize that productive struggle will be more frequent in FACT trials
than traditional trials, so the goal of this analysis is to categorize pairs as either: (1) struggling produc-
tively, (2) struggling unproductively, or (3) not struggling. When students are not struggling, the tea-
cher’s guides and FACT’s alerts suggest additional, more challenging work, such as writing out
explanations. Thus, not struggling and struggling unproductively are both undesirable.

Unfortunately, the data were limited by several practical issues. Many of the student pairs said very
little as they worked (the most frequent category in Table 1). Consequently, we could not use speech
as a reliable indication of productive struggle. We could only use actions. Unfortunately, not all
actions were clearly visible. Ultimately, only 6 Paper pairs and 18 FACT pairs could be analyzed. All
tasks involved positioning cards only.

When a pair works quickly and makes few errors, it makes sense to classify it as not struggling.
Figure 5 plots errors per card (horizontal) against minutes per card (vertical) of the FACT and
Paper Pairs. For this analysis, an error is placing a card incorrectly initially, regardless of whether it
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was later moved to a correct position. In all cases where a card was placed correctly initially, it was left
there until the end of the activity. As Figure 5 indicates, 4 pairs were both fast and accurate, so they
are classified as not struggling. In particular, one pair placed 30 cards correctly in 3 min, i.e. 6 s per
card.

If a pair makes no errors but takes a long time per card, then it makes sense to classify it as strug-
gling productively. As Figure 5 indicates, 2 pairs were 100% correct but slow.

Having classified 6 pairs, 14 FACT pairs and 4 Paper pairs remain to be split into struggling produc-
tively vs. unproductively. One sign of productive work is that students notice and fix their errors
without any help from the teacher or FACT during the 30 s preceding the correction. Figure 6
shows the percentage of errors that each pair self-corrected. Pairs that self-corrected most of their
errors should be classified as struggling productively, but exactly where to put the boundary is
unclear. Table 2 reports the counts with two different boundaries: at 80% self-correct and at 40%
self-corrected. Either way, more Paper pairs are productively struggling than FACT pairs, and the
difference in distributions is reliable.

Another analysis of the same data can be done using errors as the unit of analysis. Caveat:
Although this analysis avoids the somewhat arbitrary thresholds of the preceding analysis, it treats
all errors the same regardless of whether they came from the same group or different groups.
Anyway, FACT students self-corrected 33% of their 89 errors, whereas Paper students self-corrected
50% of their 12 errors. This was a reliable difference (Chi-square, p <.001), which suggests that pro-
ductive struggle was more frequent for Paper students.

6.5. Discussion of study 1

The results of Study 1 suggest that FACT did not affect collaboration compared to paper-based
classes, but FACT seems to have decreased the amount of productive struggle compared to
paper-based classes. One possible explanation of the latter result is that because FACT teachers inter-
acted with researchers during class, they paid less attention to their students. Thus, the students to
took their classwork less seriously and engaged less, as suggested by Table 1.

However, the most striking result from Study 1 was just how few students in both Paper and FACT
classes were engaged in collaborative, productive struggle. Fewer than 5% of the segments were
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Figure 5. Red circled pairs are not struggling. Green circled pairs are struggling productively.
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Figure 6. Distribution of self-correction proportions.

coded as co-constructive collaboration (Table 1). Approximately 70% of the engaged students were
hardly talking at all. Less than half the pairs were productively struggling, even in the Paper classes
(Table 2). A lack of collaborative, productive struggle is consistent with the results from early studies
of the paper CCs, which showed that students’ knowledge of the topics taught by the CCs was not
increasing much (Herman et al., 2015) nor were their beliefs and attitudes toward math changing
much (Inverness Research, 2016).

Because FACT gave advice to teachers and not students, we wondered if it had any impact on
teacher behavior at all. Our analysis of teacher behavior is not complete, but so far it appears that
the FACT teachers and Paper teachers behaved similarly. In particular, the mean time between
visit starts (4:25 for FACT vs. 5:40 for Paper; p = 0.182) did not differ.

The frequency of teacher visits (about one visit every 4 or 5 min) suggests what might be going
wrong. The figures above indicate that some groups are not productively struggling and almost all
are not collaborating properly. Thus, when a teacher finishes one visit and is deciding whom to
visit next, almost every group in the class needs to be visited. Even if FACT helps the teacher make
an optimal choice of whom to visit, many other groups are left without a visit. FACT would need
to dramatically shorten visits in order to allow the teacher to visit everyone who need a visit. More-
over, the figure of about 5 minutes per visit has been observed in other studies of classroom orches-
tration systems (Molenaar & Knoop-van Campen, 2017), so it may not be possible to greatly increase
the frequency of teacher visits.

Thus, the pedagogical problem may not be that teachers are visiting the wrong groups or saying
the wrong things. It may simply be that there aren’t enough teachers in the classroom, so too few
groups receive visits.

Table 2. Productive struggling classifications.

40% threshold 80% threshold
FACT Paper FACT Paper
Not struggling 4 0 4 0
Struggling unproductively 10 2 13 3
Struggling productively 4 4 1 3

chi-square (FACT is expected) 0.0055 0.0004
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This hypothesis prompted us to modify FACT. With some trepidation, we made it more like a tra-
ditional Tutor in that it would send messages directly to students instead of communicating only with
teachers. Here’s how.

As mentioned earlier, when teachers Peek at a student, they see a sidebar with an issue. The
sidebar also shows provocative questions that the teachers can ask during a visit. Teachers can
push a Send button to send a question directly to students. It then appears as a message in the stu-
dent’s inbox.

FACT was modified to, so to speak, push the Send button itself. After an activity began, it waited
5 minutes so students could get well started, then it would send students a message from their
highest priority issue. It would always wait at least 2 min between sending messages to a group.
We called this policy “auto-sending.”

Our first trial of the auto-send capability was a disaster. It was also the first trial with the process
detectors turned on. They turned out to be too aggressive. For example, one process detector repeat-
edly sent the messages “Are you working together with your partner?” Students rapidly learned this,
and stopped opening their inbox when new messages arrived. They referred to FACT’s messages as
spam.

Because the school year was almost over, we did not have time to fix the process detectors. Thus,
for the next trial, we simply turned them off. Auto-sending of product issue messages continued.

7. Study 2

We designed the last trial of FACT as an AB evaluation. That is, some of the classes had the full FACT
system, and others had FACT with all its detectors turned off. When the detectors were off, the tea-
chers saw alerts neither on the dashboard nor when Peeking, and FACT auto-sent no messages.
Because the trial involved only a small number of classrooms, we did not expect to find statistically
reliable results. We were basically just pilot testing the methodology.

7.1. Participants

The participating classrooms were in a middle-class Silicon Valley, California suburb. Two teachers
were recruited by the Silicon Valley Mathematics Initiative. Both were experts at enacting the Class-
room Challenges and comfortable with technology, but they had not participated in the design of
FACT nor had they used FACT before.

7.2. Procedure

We asked teachers to choose Classroom Challenges that were at the right level of difficulty for their
particular classes. Teacher A taught 3 classes “Solving Linear Equations”, and Teacher B taught 2
classes “Increasing and Decreasing Quantities by a Percent”. The class periods were 90 min long,
so the whole CC could be taught in one period.

For both teachers, the first class was taught with analytics turned off. For the remaining classes, the
analytics were turned on. As the video crew was setting up before a teacher’s first class, the teacher
was given a 10 min introduction to FACT, focusing on how to use its dashboard. As the first class was
leaving and the second class was entering, the teacher was given a 3 min explanation of FACT’s
alerts. A FACT researcher was present in all classes to help with technology issues.

The Analysis Off classes were an 8th grade accelerated class and a 7th grade gifted class. The
Analysis On classes were an 8th grade gifted class, a 7th grade accelerated class and an 8th grade
Common Core class.

We used the same video recording procedure as in Study 1, except that 3 pairs were recorded in
teacher A’s classes and 4 pairs were recorded in teacher B’s classes.
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7.3. Collaboration

We used the same analytic methods as in Study 1’s analysis of collaboration. Only lessons with at
least 30 segments (i.e. 15 min) of small group activity were included, so one Analysis On lesson
was omitted (the 8th grade Common Core class). There were 7 student pairs who worked with Analy-
sis On, and 7 pairs who worked with Analysis Off.

Results are shown in Table 3. For comparison, the table shows also results from the FACT condition
of Study 1. The Analysis On distribution did not differ from the Analysis Off distribution (Chi square, p
>.99).

7.4. Productive struggle

For productive struggle, the hypothesis, measures and analytic methods were similar to those in
Study 1. One Analysis Off pair made no errors and spent less than a minute per card, so it was
classified as not struggling. One Analysis Off pair and one Analysis On pair made no errors, but
spent several minutes per card, so we classified both as struggling productively. Figure 7 shows
the percentage of errors self-corrected by the remaining pairs, where “self-correction” means that
the students corrected an error without speaking with the teacher or reading a message from
FACT during the preceding 30 s. Which ones are classified as productively struggling depends on
the threshold. Table 4 shows the distributions with four different thresholds, along with statistical
tests of the reliability of the differences. For most thresholds, the Analysis On pairs exhibited more
productive struggle than the Analysis Off pairs.

When we ignore the pairs and just count number of errors in each condition, then the Analysis On
students self-corrected 72% of their 18 errors, whereas the Analysis Off students self-corrected 38% of
their 13 errors. This is a reliable difference (Chi-square, p < 0.001).

8. Discussion
8.1. Summary

While iteratively developing FACT, we video recorded both FACT classes and paper-based classes
enacting the same lessons (called CCs). To get a rough sense of whether FACT was making a differ-
ence, we analyzed the videos. Unfortunately, the Paper classes exhibited more productive struggle
than the FACT classes. Fortunately, the frequency of collaboration was not different.

Table 3. Average percentage of number of segments per code in On pairs, Off pairs, Study 1's FACT pairs.

On Off  Study 1
Description (ICAP categories in parentheses) N=7 N=7 N=59

Co-construction. Both students shared their thinking. Their contributions built upon each other. 25%  7.3% 2.8%
Transactivity. (Interactive)

Cooperation. The students worked simultaneously and independently on different parts of the poster.  4.0%  2.1%  10.6%
(Constructive + Constructive)

Unclear. Some students explained their thinking, but the audio was not clear enough to determine  0.0%  0.0% 0.4%
whether it was one or two. (Constructive + Passive, or Interactive)

One explaining. One student explained his or her thinking (talking constructively) but the other 87% 6.7% 4.0%
student was either silent or merely agreeing. (Constructive + Passive)

None explaining. Students made edits, but neither explained their thinking. For example, one student  60.2% 65.1%  53.8%
might say “Let’s put card B here,” and the other student agrees. (Constructive + Passive)

The teacher was visiting the pair. (Passive + Passive) 4.0% 1.5% 3.3%

The teacher was making a brief comment to the whole class, and these students were listening. 13%  1.1% 1.1%
(Passive + Passive)

The students were stuck and waiting for help from the teacher. (Disengaged + Disengaged) 0.8%  0.0% 0.6%

The students were done with the task and waiting for the teacher to give them something else todo. 13.9% 13.9% 11.8%
(Disengaged + Disengaged)

One student was off-task; the other worked without much talk. (Constructive + Disengaged) 22%  0.0% 4.5%

Both students were off-task. (Disengaged + Disengaged) 23%  24% 7.1%
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Figure 7. Percentage errors self-corrected in Study 2.

However, the video analyses suggest that more teacher visits would be helpful. Many groups were
either not interacting collaboratively, not productively struggling or both. That is, the pedagogical
problem in our classes may not be that the teachers were visiting the wrong groups or holding
ineffective conversations during their visits. This is particularly plausible given that all the teachers
in Study 1 were experts at teaching the CCs. Instead, the problem may be simply that there
weren’t enough visits, because there was only one teacher but almost all groups needed visits.

Thus, we modified FACT to automatically send the messages that teachers could send. We pilot
tested this auto-send capability in two trials. In the first trial, FACT sent far too many messages, so
students ignored them. In the second trial, we compare two versions of FACT, with its analytics
turned either On or Off. Groups in the Analysis On condition more frequently struggled productively
than groups in the Analysis Off condition. This is consistent with our hypothesis that the bottleneck in
our classes is that more groups need to be visited, and that FACT’s auto-send feature can at least
partially fill the gap.

8.2. Interpretations

Although we refer to the conditions in Study 2 as Analysis On vs. Off, many other factors co-varied
with the manipulation including the classes, the time of day and the familiarity of the teachers
with FACT. Thus, we cannot conclude that turning the analysis on caused students to correct more
errors. Larger, better-controlled experiments are needed.

Study 2’s positive finding might be dismissed as yet another demonstration that feedback tends
to increase learning (Hattie & Timperley, 2007). For example, Molenaar, Knoop-van Campen, and

Table 4. On vs. Off classification of pairs, various thresholds.
80% threshold 60% threshold 41% threshold 39% threshold
On Off On Off On Off On Off

Not struggling 0
Struggling unproductively 4
Struggling productively 3
chi-square (Off expected) 0.513 0.069 0.009 0.072
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Hasselman (2017) found that a dashboard-equipped tutoring system that gave feedback to students
caused them to learn more than students without the system. If FACT’s auto-sent messages are
viewed as feedback, then our results are consistent with those of Molenaar et al. and many other
studies.

However, FACT’s messages differ from the feedback messages of most tutoring systems. FACT’s
messages do not indicate whether the students’ work is correct or incorrect. FACT does not use a hint
sequence that eventuates in telling the students the correct action to take. Instead, its product issues
only offer questions to think about which, at first glance, seem to have nothing to do with the math-
ematical issues that caused the detector to fire (see examples of such questions in Figures 3 and 4).
The pedagogical goal of FACT is different from most tutoring systems. It is not trying to decrease
errors. Instead, it is trying to get students to discover errors in their thinking and thus discover
some math.

Despite the preliminary success reported here, many challenges remain. FACT did not improve
collaboration, probably because its collaboration detectors were never good enough to be used. It
may need to monitor the speech of students in order to reliably measure co-constructive collabor-
ation. FACT’s actions are not synchronized with the teacher’s actions because it does not monitor
what the teacher is doing. Although FACT helps teachers when they circulate among students, it pro-
vides no help during whole-class activities. FACT has only been used with expert CC teachers. It may
need modification to accommodate teachers who are just learning how to teach by Eliciting. FACT
will need a new kind of intelligence in order to understand and help both teachers and students.
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