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A B S T R A C T

The high-latitude oceans surrounding Antarctica are substantially undersampled compared to lower latitudes.
Mammal based instruments such as Conductivity-Temperature-Depth Satellite Relay Data Loggers (CTD-SRDLs)
present one possible solution. Unfortunately, these are subject to instrument-dependent offsets in absolute
salinity. This study investigates a set of satellite-transmitted data collected by CTD-SRDLs mounted on Weddell
seals (Leptonychotes weddellii) in the South-western Ross Sea in 2011. The uncorrected salinity offset between
devices was found to be up to 1.4 g kg−1, making the data unsuitable for some oceanographic studies without
correction. Here, a correction method was developed that uses profiles from pairs of CTD-SRDLs that are con-
sidered to be co-located and to sample the same body of water if they occur within defined time and space
windows. Using least squares, a best-fit solution to the matrix of offsets in co-located pairs was found that
reduces salinity offsets between the CTD-SRDLs. These offsets are smaller than the original offsets by a factor of
10. A calibrated reference instrument, that was co-located with some of the devices, provided further im-
provement in the absolute accuracy of all the CTD-SRDLs. Using the corrected CTD-SRDL data we estimate the
rejection of salt into the water column by sea ice formation, and derived the time evolution of sea ice thickness in
the South-western Ross Sea. Our estimates of regional sea ice thickness are in agreement with direct sea ice
thickness measurements taken over a limited area in November 2011, providing further affirmation of our
method.

1. Introduction

There is significant evidence of Antarctic waters freshening and
becoming warmer (e.g. Aoki et al., 2005; Levitus et al., 2000; Jacobs
et al., 2002), with warming occurring at rates faster than the global
mean (Gille, 2002). Nonetheless, oceanographic and sea ice thickness
measurements at extreme latitudes are undersampled, especially in
winter. This is partially because of the harsh conditions, but also be-
cause of the vast area that is encompassed. The ability to continuously
observe and interpret the changes taking place in the Southern Ocean,
and identify the mechanisms driving these changes, is a high priority
for climate scientists and requires more observations at higher latitude,
particularly in winter under sea ice (e.g. Meredith et al., 2016, 2013).

Remote sensing by satellite presents a possible solution to making
observations, but only allows sea surface temperature (SST) to be

measured when there is no significant ice cover. Further, the scarcity of
in situ measurements of Antarctic sea ice thickness means that there is a
need for improved temporal and spatial thickness data by satellite
methods (e.g. Kurtz and Markus, 2012; Xie et al., 2013; Zwally et al.,
2008). The estimation of remotely sensed sea ice thickness is based on
the measurement of freeboard (elevation of the snow/ice upper surface
above the ocean), in conjunction with snow depth and the densities of
ice and snow (e.g. Zwally et al., 2008; Kurtz and Markus, 2012; Price
et al., 2013). Given the heterogeneous and thinner state of Antarctic sea
ice, primarily due to its more dynamic nature, and its highly variable
snow distribution and morphology (e.g. Ozsoy-Cicek et al., 2013;
Massom et al., 2001), the uncertainty in thickness estimates in the
Southern Ocean is large in comparison with Arctic equivalents (Price
et al., 2015).

Under-ice oceanographic information is available from platforms
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such as Argo floats, which record salinity and temperature profiles.
However, these cannot surface to transmit once ice cover becomes ex-
tensive, disabling them from providing location information if re-
covered (Pellichero et al., 2017), nor are they typically deployed on
Antarctica's continental shelves. Ship-based measurements in contrast
are reliable, but expensive and slow (Smith et al., 2014).

In comparison to other platforms, seal-borne instruments provide a
significant advantage with their ability to collect oceanographic mea-
surements in these harsh environments over large areas throughout the
year even in high sea ice concentrations. Seals are able to find breaks in
ice, permitting data transmission (Treasure et al., 2017). Satellite
transmissions allow the collection of near real-time measurements over
all seasons, often from data-sparse regions (Fedak, 2004), providing
vertical oceanographic profiles of temperature and conductivity. This
near real-time transmission is necessary to implement a fully con-
tinuous ocean monitoring system to study ocean structure over time
(e.g. Charrassin et al., 2008; Costa et al., 2008; Meredith et al., 2011;
Roquet et al., 2009, 2013).

The primary seal-borne oceanographic sensor in current use is the
Conductivity-Temperature-Depth Satellite Relay Data Logger (CTD-
SRDL), developed by the Sea Mammal Research Unit at the University
of St Andrews (St Andrews Sea Mammal Research Unit, 2003). How-
ever, this instrument has an offset in salinity that occurs during de-
ployment, which is related to the effect of the seal on the inductive field
of the CTD-SRDL (Böhme et al., 2009). This offset is on the order of
10−1 g kg−1 (Böhme et al., 2009) and assumed to be constant in space
and time, but varies between individual deployments (Durand and
Reverdin, 2005). These data share a similar distribution, but are shifted
along the salinity axis. Without correcting this offset, the ability to
measure salinity with sufficient accuracy for many oceanographic ap-
plications is limited.

Post-processing methods already exist to correct these offsets (e.g.
Böhme and Send, 2005; Roquet et al., 2011) but these typically rely
upon either low interannual variability of water masses, historical ob-
servations or data from Argo floats for calibration. In shallower coastal
oceans, such as the South-western Ross Sea, these options are not
available. In lieu of these, we developed a simple method for making
calibrations by comparing CTD-SRDL data to a high-quality reference
device that operated simultaneously (spatially and temporally) with a
subset of the CTD-SRDLs. We used a Sea-Bird Electronics SBE-41 (Sea-
Bird Electronics, 2014) on an Ice-Tethered Profiler (ITP) as a reference
device (Krishfield et al., 2008). In this study, not every CTD-SRDL was
operating simultaneously with or near to the ITP. Therefore we devel-
oped an approach where we obtained a correction for the offset by
cross-comparison of the CTD-SRDLs and the reference device simulta-
neously. We then applied this technique to our CTD-SRDL measure-
ments obtained in the South-western Ross Sea during 2011. After cor-
recting using this technique, we investigated changes in the
oceanographic structure of the South-western Ross Sea over 9months.
We have demonstrated the utility of these derived regional changes in
oceanographic structure over time by estimating the time evolution of
sea ice thickness using the corrected data.

2. Data

The data in this study come from the South-western Ross Sea be-
tween February and November 2011. The measurements were trans-
mitted from 16 CTD-SRDLs. The spatial and temporal distribution of the
data are visualised in Fig. 1.

CTD-SRDLs measure conductivity, temperature, and depth
(equivalent to pressure at approximately 1m=1 dbar). Previous la-
boratory testing (Böhme et al., 2009) showed that pressure measure-
ments give errors of less than 1 dbar. Laboratory temperature readings
are accurate, with a stated deviation of better than± 0.005 °C and post-
calibration checks giving averages of less than±0.002 °C. Errors in
conductivity measurement have a stated accuracy of better than±

0.005 °C and post-calibration deviations of better than± 0.002 °C. This
yields laboratory errors in salinity of± 0.02 for the stated accuracies
and± 0.01 for the measured deviations. In situ errors from CTD-SRDLs
deployed in parallel with standard shipboard CTDs were± 0.03 °C
and± 0.01 for temperature and salinity, respectively (Roquet et al.,
2009).

When deployed on marine mammals, CTD-SRDLs have been re-
ported with errors of± 0.02–0.03 °C and± 0.03–0.05 psu after correc-
tion against historical deep measurements or the nearest con-
temporaneous Argo or ship data in waters around 65°S (Charrassin
et al., 2008). In waters further north (mostly between 50 and 55°S),
errors were reported by Roquet et al. (2011) as± 0.02 °C and± 0.1 psu
before correction or± 0.01 °C and±0.02 psu after correction based on
comparison with similar data types.

Unlike this study, these data from CTD-SRDLs mounted on Elephant
seals were at lower latitude, and with less or no ice cover. Goetz (2015)
reported that, in combination with Weddell seal behaviour, sea ice in-
fluenced accuracy and resulted in more damage to hardware in com-
parison to CTD-SRDLs mounted on Elephant seals. In addition, for in
situ results from CTD-SRDL tags deployed on Weddell seals in the Ross
Sea, Goetz (2015) noted that mean absolute errors in temperature and
conductivity based on the manufacturer's calibration and their in-
dependent calibration relative to a CTD profiler were both ∼0.1 °C and
∼0.3mS cm−1, compared to manufacturer stated accuracies of±
0.005 °C and±0.01mS cm−1. This discrepancy between expected and
actual errors in the Ross Sea surface waters suggests that CTD-SRDLs
may experience sensor delay when actively sampling in a dynamic
environment typical of these surface waters. By contrast, in the lab
environment the sensors are permitted to come to equilibrium (Goetz,
2015). This is supported by findings of Roquet et al. (2011) who found
larger errors using CTD-SRDLs in temperature and derived salinity
when sampling rapid changes in temperature, suggested to be result of
the core temperature of the tag affecting measurements. Hence, CTD-
SRDLs deployed in sub-zero very cold waters at high latitude may be
expected to experience errors greater than manufacturer-stated ac-
curacies, and our aim is to improve the precision of in situ CTD-SRDL
measurements in these hostile environments.

3. Methodology

3.1. Calibration

We used the TEOS-10 toolbox (IOC et al., 2010) for processing the
oceanographic parameters. This newer oceanographic standard uses
units of absolute salinity (g kg−1) and conservative temperature (°C) in
place of practical salinity (PSS-78) and potential temperature. Salinities
(S) from this data set are absolute salinities. Near the surface, the dif-
ference between practical and absolute salinity can be quite significant
(i.e. SA ∼ 35gkg−1, SP ∼ 34.8) (Wright et al., 2011). We derived
salinity values from conductivity measurements. The differences be-
tween potential and conservative temperature are small.

In order to improve the accuracy of our data set with post-deploy-
ment corrections, we compare CTD-SRDLs to investigate differences in
salinity measurements. Assuming weak space-time variability of hy-
drological properties on the order of kilometres and days (Gordon et al.,
2000), we considered measurement profiles from two separate CTD-
SRDLs to be co-located if they occurred within defined time and space
windows. We compared any measurements between CTD-SRDLs that
were at the same depth, specifically using the fixed depths in each dive
profile. Hence for co-located pairs, there were data at common depths
from which we were able to estimate salinity measurement differences.

The fixed depths were those that the “broken stick” data compres-
sion algorithm of the CTD-SRDL always includes for satellite trans-
mission (Fedak et al., 2002). This method of compression preserved
important features in the dive profile. To ensure that the two co-in-
cident measurements at the same depth were sufficiently similar, and to
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reduce variability driven by vertical motion in the water column, we
also compared conservative temperature measurements from each
depth pair. The measurements were rejected if this temperature dif-
ference was greater than ΔΘ=0.1°C, the highest recorded mean ab-
solute error of temperature from deployed CTD-SRDLs in Goetz (2015).
Temperature differences greater that this difference were assumed to be
due to measuring different water masses.

The limits in time and space that determine whether a pair of pro-
files is co-located were chosen such that they produced interactions
between as many different CTD-SRDL pairs as possible without in-
troducing unacceptably large error from space-time variations. Running
trial co-locations with different limits allowed interpretation of the ef-
fect of limit choice on the number of co-located pairs. This is shown for
the present data set in Fig. 2. The marked contour indicates the
minimum limits required to produce as many equations in a linear
system as there are salinity offset variables. In our system, this is equal
to the number of CTD-SRDLs requiring correction, which is 16. Any
choice below this would always produce an under-determined linear
system. Any pair of limits that produces this many interactions or more
will be sufficient. A suitable choice for this data set was 10 km and
2 days (Fig. 2), which provided a number of usable pairs well above the
minimum required to avoid underdetermination. Note that in Fig. 2

only interactions with more than 30 co-incident measurements are
counted.

Recalling that the temperatures (Θ) of co-located measurements are
also required to be within 0.1 °C of each other, for a given pair of CTD-
SRDLs, the mean salinity difference is the average difference in salinity
measurements between all points at the same depth within 10 km and
2 days of each other, and satisfying ΔΘ<0.1°C.

We included the measurements from the ITP as a known, high-
quality reference to the CTD-SRDL data and performed the co-location
process. The ITP makes high resolution measurements every 2 dbar, so
it was possible to compare salinities at the appropriate CTD-SRDL fixed
depths. Therefore, any CTD-SRDL that co-located at least once with the
ITP could be directly compared to a known, accurate salinity. Salinity
offsets were calculated based on these comparisons, so more co-loca-
tions between a CTD-SRDL and the ITP increased the confidence in our
overall salinity offset correction. Note that not all CTD-SRDLs were co-
located with the ITP in the present analysis. Had this been the case,
direct comparisons between the ITP and CTD-SRDLs would have been
possible.

Stated accuracies for measurements of temperature and con-
ductivity for the Sea-Bird Electronics SBE-41 on the ITP are± 0.002 °C
and± 0.002mS cm−1, and pressure is to within 2 dbar precision. The

Fig. 1. Measurement profiles from February to September [(a)–(h)]. Each dot represents a vertical oceanographic profile. The green dashed lines separate the area
into the three regions of interest (clockwise from top left): Victoria Land Coast (red); Non-Coastal Ross Sea (blue); McMurdo Sound (black). There is a diminishing
sample size as the year progresses; see Discussion for details. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
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manual states typical stabilities per year of 0.0002 °C for temperature
and 0.0001mS cm−1 for conductivity (with equivalent accuracy in
salinity). Pressure stability was given as 0.8 dbar per year. The ITP was
originally deployed at 77.8900 °S, 166.7905°E in late 2010 and re-
mained at this position until it was dislodged by a large storm on 22
February 2011 (Hughes et al., 2014).

For a CTD-SRDL given by the index K, we have a set of salinity
measurements SK that, for each measurement, differ from the true
salinity values SK,0 by the single constant salinity offset for that CTD-
SRDL, ∼SK :

− =∼S S S .K K K ,0 (1)

This salinity offset is unique to each CTD-SRDL; for the individual
measurements i and j, from the two CTD-SRDLs K and L respectively,

− =

− =

∼

∼
S S S

S S S

,

,
K i K K i

L j L L j

, , ,0

, , ,0 (2)

where we have indexed the individual salinity measurements (SK,i and
SL,j) to differentiate from the set of all measurements from that CTD-
SRDL (SK and SL, respectively) and the salinity value at the point of each
measurement is given by SK,i,0 and SL,j,0. We investigate the offsets by
comparing pairs of measurements that are co-located. The co-location
process finds all measurement profiles of K and L that are within 10 km
and 2 days and compares the salinities at depths that are co-incident
and satisfy ΔΘ<0.1°C in each case. Using Eq. (1), for all n pairs of co-
incident measurements between K and L,

− − − = −∼ ∼S S S S S S( ) ( ) .K L K L K L,0 ,0 (3)

In theory, the RHS solution would be zero, given that the actual
salinity value at two identical points in space and time are the same.
However, our choice of co-locations here is imperfect in space and time,
and small differences occur due to observation and measurement errors.
We find the mean difference between the Kth and Lth CTD-SRDLs as
follows:
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for each co-incident pair m. This allows us to rephrase Eq. (3) as

− − =∼ ∼A S S( ) ϵ,KL K L (5)

where ϵ is the residual, given by the difference between known, mea-
sured values (AKL) and unknown, true values (which are here the actual
salinity offsets ∼SK ,

∼SL). Hence, the salinity offsets that best minimise the
difference between measured values and expected values are given by
minimising ϵ over CTD-SRDL pairs of K and L for all N CTD-SRDLs:
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where we have divided by the variance of each average, as given by
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We can rewrite some of these terms as matrices, and introduce the
weighting matrix W as the inverse of the variances from Eq. (7), with
which we will weight our final offset calculation to weight CTD-SRDL
pairs with consistent differences in co-incident measurements:
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where the ITP has been appended with zero measurement difference to
actual salinity (i.e. such that =∼S 0)ITP . Because it is an accurate in-
strument, we use the sum of all the other weights to ensure it is fa-
vourably considered by the system. This leads us to Eq. (6) and this is
solvable as a matrix equation:

=
⎯→⎯

−
→

W Dχ A S( )2 (9)

where D is the derivative matrix; i.e. it picks out values for ∼SK and ∼SL
in each row as appropriate. The aim is to find

→
S to best fit the equa-

tions. Hence, we find
→
S such that:

→
=

→
→S χ Sarg min ( ).
S

2
(10)

Since the N columns of D corresponding to the N CTD-SDRLs are
linearly independent, we may solve the normal equations (Taylor,
1997)

→
=

⎯→⎯
S AD WD D W( )T T (11)

→
=

⎯→⎯−S AD WD D W( ) .T T1 (12)

The result of this calculation is a vector of offsets
→
S where each ∼SK

refers to the CTD-SRDL corresponding to K. These can be directly ap-
plied to the salinities SK in order to return an approximation of the true
set of salinities as in Eq. (1). To do this, we assume that these offsets are
constant over the duration of the CTD-SRDL's deployment, and do not
change with time or environmental factors.

3.2. Application

After correcting using such a technique, we investigated changes in
the oceanographic structure of the South-western Ross Sea during 2011.
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We organised our data into bins of 0.5 °C longitude by 0.25 °C latitude
and 30 days. Profiles were then interpolated to measurements at 10m
intervals and averaged at these depths over each bin. This was neces-
sary because the sampling was such that consecutive measurements
were not taken at the same location nor the same time. Hence, we
cannot compare observations across the entire region at a specific time,
nor evolution over time at a particular location; however, by averaging,
we obtained regional and monthly estimates of oceanographic para-
meters in order to identify overall trends in observations.

We demonstrate the utility of these derived regional changes in
oceanographic structure over time by estimating the time evolution of
sea ice thickness using corrected data. This is a suitable test case be-
cause it is only dependent on the changes in salinity with time, not the
absolute value of salinity. Hence it allows us to evaluate whether we are
successful in improving the precision of the salinity data without re-
quiring exact knowledge of their accuracy. However, as can be seen in
Fig. 1, there is a decline in available data in later months, which should
be considered when interpreting results involving these data.

Within the defined spatial and temporal bins, we checked for cases
of density inversion in the water column, which we considered to be
when shallower water was denser by 0.05 g kg−1 than deeper water
(Nguyen et al., 2009). This difference in density should result in im-
mediate vertical mixing, so typically reflects an artefact of data pro-
cessing in averaged data rather than a persistent feature. Therefore we
removed any data showing such a density inversion. There were a
further four profiles that showed clear signs of CTD-SRDL failure in
their measurements, such as unphysically large vertical gradients. We
removed these spurious measurements, and linearly interpolated the
remaining data in these bins at 10m intervals and averaged to get a
“mean” profile for a given bin in a given month. This allowed us to
track changes in oceanographic structure as a function of time and
depth, within specific areas.

The change in the mass of salt present in the water is estimated by
integrating the changes in salinity with time. As has been done pre-
viously (Charrassin et al., 2008; Leonard et al., 2011; Mahoney et al.,
2011), we assume the increase in ocean salt content is due to salt re-
jection as a result of sea ice formation and thus the rate of ice growth.
This process directly equates the change in salt mass within the column
to the ice growth that would produce an equivalent change in salt mass,
relying on the assumption that salinity changes in the water column are
dominated by the growth of ice. In the South-western Ross Sea, lateral
advection of high salinity water takes place from nearby Terra Nova
Bay and Ross Sea polynyas (e.g. Manzella et al., 1999) where sub-
stantial ice growth occurs. This increases the uncertainty in our ice
growth but does not prevent its calculation. In this paper, we follow a
similar approach to these other studies as described to apply the cor-
rected CTD-SRDL data to an investigation of ice growth due to changes
in salinity.

Initially, we may find the total mass of salt per unit area of ocean by
integrating salinity to a particular depth in the water column:

∫=m t ρ z t S z t z( ) ( , ) ( , ) d ,s
H

0 (13)

or for the change in the mass of salt per unit area between times t1
and t2,

∫= −m ρ z t S z t ρ z t S z t zΔ [ ( , ) ( , ) ( , ) ( , )] ds
H

0 1 1 0 0 (14)

where H is the depth of integration, z is depth and t is time. In practice,
we used our binned data, discretised at 10m intervals, to estimate the
integral. Further, we do not have a full description of the water column
down to the ocean floor for the entire measuring period. Therefore, we
chose a depth H for this upper layer that best described the change in
the mass of salt as a result of brine rejection due to ice formation. In
Charrassin et al. (2008), Leonard et al. (2011), and Mahoney et al.
(2011), the thickness of sea ice formed is estimated for brine rejection

that yields the observed changes in the mass of salt to depths of 100m,
250m, and 510m, respectively. We investigate estimations of sea ice
thickness using these values as our depth for the upper layer, H. This is
based on the assumption that salt rejected by sea ice formation is re-
tained almost entirely in this upper layer (Barthélemy et al., 2015).
Hence, we consider any changes in salinity below the depth of H to be a
result of other effects.

We related the change in salt mass to sea ice growth by calculating
the amount of vertical growth, Δh, that would be responsible for the
change in salt mass as calculated per unit area. We then compared these
estimates to other measurements of sea ice thickness in the same time-
frame and region (Price et al., 2014).

First we estimated the mass of salt displaced by the formation of ice
of thickness Δh,

= −m h ρ t S t ρ SΔ( ) Δ [ ( ) ( ) ].s displaced surf surf ice ice0 0 (15)

Note that Sice ≈ 6 g kg−1 and ρice ≈ 915 kgm−3 are approximations
for the salinity (Gough et al., 2012) and density (Price et al., 2014) of
sea ice in this part of the Ross Sea. ρsurf and Ssurf are the density and
salinity respectively of the water at the surface that freezes in the ice
formation process. Therefore, we used our shallowest measurements at
z1= 10m, to estimate these quantities such that ρsurf(t0)= ρ(z1,t0) and
Ssurf= S(z1,t0).

Equating the change in salt mass of Eq. (15) with the change in salt
mass from Eq. (14) allowed us to solve for the change in sea ice
thickness in metres:

∫
=

−
−

h
ρ z t S z t ρ z t S z t z

ρ z t S z t ρ S
Δ

[ ( , ) ( , ) ( , ) ( , )] d
( , ) ( , )

.
H

ice ice

0 1 1 0 0

1 0 1 0 (16)

Eq. (16) is discretised to:

=
∑ −

−
=h

ρ t S t ρ t S t z
ρ z t S z t ρ S

Δ
[ ( ) ( ) ( ) ( )]Δ( )
( , ) ( , )

,a k k k k

ice ice

1 1 1 0 0

1 0 1 0 (17)

for a discrete parameters beginning at a depth of z1= 10m down to the
depth of za=H, where we have used H=100m, 250m, and 510m as
our depths for integration, and Δz=10m as the spacing between our
discrete measurements.

We can estimate total sea ice thickness over time from these sea ice
growth rates if we know when there was no ice cover. For this, we used
the 22nd of February 2011 (Hughes et al., 2014), when a large storm
broke up the remaining summer ice cover in the western Ross Sea,
resulting in a nearly ice-free ocean. This is confirmed by the retreat of
sea ice cover back to the ice shelf between MODIS satellite images taken
on the 9th of February 2011 and the 24th of February 2011 (Scambos
et al., 1996).

4. Results

4.1. Calibration

The effectiveness of the salinity correction method when applied to
the study can be seen in Fig. 3, which shows the data before and after
correction. In both, the data share similar distributions, but before
correction (Fig. 3a) the data from each CTD-SRDL are shifted along the
salinity axis with respect to other CTD-SRDLs.

Our estimates for the salinity corrections applied to individual CTD-
SRDLs were of the order 10−1gkg−1, consistent with previous findings
(e.g. Böhme et al., 2009). The improvement between measurements of
salinity from pairs of co-located CTD-SRDLs is very significant. Post-
correction, the absolute average differences in co-located salinity
measurements between pairs of CTD-SRDLs show a decrease by a factor
of 10 (Fig. 4).

A useful initial check that our corrected data behaves as we expect is
provided in Fig. 5. Uncorrected winter data in Fig. 5a show a con-
siderable spread in salinity. Following recalibration of the data so that
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salinity offsets are accounted for, Fig. 5b shows the data in agreement
with each other and with the expectation that water will be at the
freezing temperature in winter, within the uncertainty associated with
the correction method. This is taken to be the maximum mean absolute
error of measurements between devices post-calibration, ∼0.14 g kg−1

(see Fig. 4).

4.2. Application

Using the binned data, we are able to track and visualise changes in
oceanographic parameters as seen in Fig. 6, where the bins are further
averaged over McMurdo Sound, Victoria Land Coast, and the Non-
Coastal Ross Sea. The boundaries for these regions of interest are shown
in Fig. 1.

To create regional approximations of sea ice thickness over time in
the three areas indicated in Fig. 1, the estimated ice growth is calcu-
lated for each bin where sufficient data are available and then averaged

over each region and presented as ice thickness in Fig. 7 alongside di-
rect drill hole sea ice thickness measurements from within the
McMurdo Sound region in November 2011 (Price et al., 2014). The
spread in these direct measurements represents the spatial variation
due to measurements being made across the fast ice of McMurdo Sound.
Estimated ice thickness is shown for three different values of H, the
depth to which salinity changes over time are assumed to be a product
of ice formation in this prediction.

5. Discussion

The method presented here for correcting for the salinity offset of
these CTD-SRDLs reduces the discrepancy between CTD-SRDL mea-
surements by a factor of 10 for the data used in this study from dis-
crepancies as large as 1.42 g kg−1 to ≤0.14 g kg−1.

Therefore, by applying an instrument-specific offset to all mea-
surements of salinity, we have improved the calibration. Temperature-
salinity plots before and after accounting for instrument-specific offsets
are shown in Fig. 3. We also present data from winter only (July–No-
vember 2011) in Fig. 5. In Figs. 3 and 5, the red freezing line indicates
the temperature at which a parcel of water of given salinity will freeze
if moved to surface pressure. In winter, sea ice formation drives the
production of high salinity water at the freezing temperature at the
surface of the water. Vertical mixing due to the cold, high salinity (high
density) water drives the cooling of the upper water column to freezing
temperature. Therefore, we should expect all data to sit close to the line
of freezing temperature during winter. However, interaction with a
nearby ice shelf at depth may cause supercooling (e.g. Leonard et al.,
2011). One example of interest is the small collection of points below
our estimated error for the freezing temperature (Fig. 5), CTD-SRDL
101160. These measurements were taken in September off the Victoria
Land coast at co-ordinates of approximately 77 °S, 164 °E. From the
location, these measurement plausibly originate from the 35 km wide
supercooled Ice Shelf Water plume that exits from the Western
McMurdo Ice Shelf and travels northward (Robinson et al., 2014). Thus
the position of the corrected data on T-S diagrams in winter months
meets expectations for the behaviour of sea water beneath sea ice,
providing confidence that co-locations including the accurate oceano-
graphic instrument produces a suitable correction.

When a reference instrument is not used alongside CTD-SRDL data,
the absolute accuracy of the salinity is unknown. However, changes in
salinity can still be accurately observed when corrected for instrument-
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dependent offset. Because sea ice thickness estimation in this way re-
quires only these changes and not the absolute value of salinity, it is an
application that can be used without requirement for a reference in-
strument.

Within the regional sea ice thickness estimations, the use of an in-
tegration depth of H=100m (Charrassin et al., 2008) produced an
estimate for regional sea ice thickness within the spread of direct
measurements from the same region in Price et al. (2014). This ap-
proximate agreement suggests that using salinity changes to an ap-
propriate layer depth as a proxy to sea ice growth produces reasonable
estimates of sea ice thickness in regions where direct measurements are
not available. We can further note that the CTD-SRDL data in the
McMurdo Sound region come primarily from the east side, near Ross
Island, an area where Price et al. (2014) found lower ice thicknesses.
This is of interest because we see that in Fig. 7, our McMurdo Sound ice
thickness is projected to be slightly less than the average ice thickness
in Price et al. (2014).

However, we found that integrations to depths of 250m and 510m
yielded larger sea ice thickness estimates. This was an expected result,
consistent with other studies (Leonard et al., 2011; Mahoney et al.,
2011). In Leonard et al. (2011), data obtained from conventional CTD
casts down to 250m gave salinity changes that suggested ice growth
was a factor of approximately two greater than drill hole measure-
ments. In Mahoney et al. (2011), a similar conclusion was reached for
salinity changes down to 510m. In this study, we do observe that the
deeper two values for H produce approximately twice the ice thickness
than that found for the shallower H. We suggest then that in this study
most of the salinity change in the water column pertaining to rejection
during sea ice formation is retained in the upper water column to ap-
proximately 100m, and that salinity changes beneath this depth are a
result of high salinity water being imported from elsewhere. Leonard
et al. (2011) and Mahoney et al. (2011) both attributed the excess salt
in McMurdo Sound as arising from lateral advection from Ross Sea and
Terra Nova Bay Polynyas, both of which are areas of high sea ice pro-
duction and hence producers of high salinity water.

Precipitation, evaporation, and other related processes are assumed
to be minimal in the measurements made in comparison to salinity
changes due to sea ice formation or lateral advection in this study. In
other studies (e.g. Charrassin et al., 2008), it is suggested that fresh-
ening due to net precipitation yields the biggest error contribution,<
0.3 cm d−1, which leads to underestimation of sea ice formation rates.
However, comparison to direct ice thickness measurements in this study

suggests overestimation of sea ice formation rates. In the context of the
region of this study, we have a strong source of lateral advection of high
salinity water from polynyas, and for most of the season we are in re-
gions of very high ice concentrations due to sustained growth of ice and
proximity to ice shelves which in turn impedes direct ocean-atmosphere
interactions. Therefore, other freshening process are likely to be small
in comparison, and the majority of the detected change in salinity that
is not due to ice formation can likely be attributed to lateral advection.

It is not possible to accurately and independently quantify all of the
errors arising from sources of salinity other than ice formation.
However, we are able to comment on the statistical error associated
with the diminishing sample size in each region as the season pro-
gresses (Figs. 1, 8). This considers error arising purely from small
sample sizes, not systematic errors, giving us a lower bound for the
overall error including systematic errors (e.g. from assuming no lateral
advection) and highlights the issue of diminishing transmission rates
from the CTD-SRDLs. Standard errors (σx ) of the mean prediction for ice
growth rates are shown out to ± σ1 x (± 34%) in Fig. 8 along with the
associated sample size for that estimate, and is calculated from the
sample standard deviation. It is clear that sampling by CTD-SRDLs is
not always random, which is expected given that the seals will tend to
follow resources such as food and breathing holes, and thus swap be-
tween selectively sampling specific locations. Further, statistical errors
proportional to the estimate are inversely proportional to the sample
size as is expected. For very small N, this can cause σx to be almost as
wide as the estimate of the mean itself. This causes greater uncertainty
in mean ice growth estimates later in the season as the sample size
diminishes.

6. Conclusion

In this paper, we have developed a method that improves the offset
of data transmitted by CTD-SRDLs by a factor of 10. That is, variations
of approximately 1.5 g kg−1 between co-located sensors were reduced
to 0.15 g kg−1. By co-locating the CTD-SRDL data with an accurate
reference instrument, we have also been able to improve confidence in
the salinity accuracy.

Estimates of sea ice thickness do not require an accurate salinity
data set, only that the data set is self-consistent and sufficiently precise.
Our correction method, which emphasises the reduction of the absolute
difference in co-located salinity measurements between CTD-SRDLs,
produces such a data set. Using this, we are able to apply the CTD-SRDL
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maximum mean absolute error of measurements between devices post-calibration, ∼0.14 g kg−1. The error bars for temperature are from Goetz (2015), where the
highest recorded mean absolute error of temperature from deployed devices was ∼0.1 °C. Colours represent measurements made by different CTD-SRDLs. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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data to the prediction of regional sea ice thickness, and to compare
different depths to which sea ice formation affects salinity. We compare
these results with direct sea ice measurements from the same time and
area and verify that we are able to produce similar estimates using one
of these depths.

The quality of the oceanographic data collected by CTD-SRDLs in
this study suggests they may be limited when deployed on marine an-
imals and at low temperatures, preventing them from being a complete
replacement for other measurement platforms. However, the usefulness
of oceanographic data with wide spatial and temporal extent is clear,

and CTD-SRDLs are capable of collecting oceanographic data in areas
that are typically inaccessible by other technologies, providing superior
data coverage than would otherwise be available.
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