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AN L2−STABILITY ESTIMATE FOR PERIODIC NONUNIFORM

SAMPLING IN HIGHER DIMENSIONS

CHRISTINA FREDERICK

Abstract. We consider sampling strategies for a class of multivariate bandlimited functions
f that have a spectrum consisting of disjoint frequency bands. Taking advantage of the
special spectral structure, we provide formulas relating f to the samples f(y), y ∈ X, where
X is a periodic nonuniform sampling set. In this case, we show that the reconstruction can
be viewed as an iterative process involving certain Vandermonde matrices, resulting in a
link between the invertibility of these matrices to the existence of certain sampling sets that
guarantee a unique recovery. Furthermore, estimates of inverse Vandermonde matrices are
used to provide explicit L2-stability estimates for the reconstruction of this class of functions.

1. Introduction

Almost all scientific applications that involve processing large datasets or images rely
heavily on the acquisition and storage of measurements of a complex physical process or
system. Efficiency is gained when the samples contain just enough information to uniquely
recover the signal, but no more. As advancements in technology demand more sophisticated
methods to handle data, it becomes even more important to understand the fundamental
structure of sampling processes.

Mathematically, the problem can be formulated as the reconstruction of a function f ,
in a reliable manner, from knowledge of a collection of its function values, called samples,
evaluated at points in a discrete sampling set X = {xj}. Shannon’s sampling theorem states
that bandlimited functions f are uniquely determined by its samples taken on the uniform
sampling set X = {j∆ | j ∈ Z}, where the spacing ∆ must be chosen to resolve the highest
frequencies in the spectrum [16]. This theory also provides explicit reconstruction formulas
that relate the samples f(y), y ∈ X to the desired function f .

Sampling of bandlimited functions using arbitrary sampling sets is less understood, espe-
cially in higher dimensions, and there is an enormous volume of literature on nonuniform
sampling theory and its various generalizations and extensions [3, 4, 10, 13, 15, 17]. It is
important to also assess the sensitivity of the reconstruction with respect to to small changes
in the sampling set. A set X ⊂ R is a stable set of sampling for B(Ω) if for some constant
C > 0,

‖f‖2L2(R)
≤ C

∑

y∈X

|f(y)|2, for all f ∈ B(Ω).

Explicit estimates of the stability constant for arbitrary sampling sets X ⊂ Rd are given in
[9], however the proof relies on an upper bound on the maximum distance between a sampling
point xj and its nearest neighbor xj′ 6= xj . This upper bound depends on the dimension,
and the given estimates deteriorate in higher dimensions. According to [5, 12], the necessary
density conditions on the sampling set are independent of dimension. Density conditions and
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explicit stability bounds are given in [1] for bunched sampling of multivariate functions and
their derivatives.

In this paper, we determine the stability constants explicitly by examining properties of
matrices that are produced from periodic sampling formulas and applying estimates of inverse
Vandermonde matrices. Here, additional conditions are imposed on the spectral structure
of multivariate bandlimited functions. These functions are well-studied in the literature on
periodic sampling, however stability estimates are rarely given explicity. In §2, we state
the main result and give lemmas needed for the main reconstruction result and estimates of
inverse Vandermonde matrices. In §3, an iterative reconstruction algorithm is given. The
proof of the main stability result is given in §4.

Notation. In this paper, L2(Rd) is the usual Hilbert space of measurable, square-integrable

functions, (i.e. ‖f‖L2(Rd) = (
∫
Rd |f(x)|2dx)1/2 < ∞) and we denote the Fourier transform of

f ∈ L2(Rd) by f̂(ξ) =
∫
Rd f(x)e

−2πi〈x,ξ〉dx, where 〈x, ξ〉 = ∑d
i=1 xiξi is the Euclidean inner

product on Rd. The maximum norm is ‖x‖∞ = maxi=1,...d |xi|. For a bounded, measurable

set Ω ⊂ Rd, the space of multivariate bandlimited functions B(Ω) is defined as B(Ω) = {f ∈
L2(Rd) | supp (f̂) ⊂ Ω}.

2. Main result

Motivated by the one-dimensional case presented in [6], the setting here involves multivari-
ate functions that are bandlimited to a set composed of a finite number of nonoverlapping
translations of Ω = (−1/2, 1/2)d . For a nonnegative integer M , the set Md = Zd∩ [−M,M ]d

is taken to be a bounded, discrete set corresponding to the disjoint frequency bands in the
spectrum ΩM,N ⊂ Rd, given by

ΩM,N = {ξ +mN | ξ ∈ Ω,m ∈ Md}, N ≥ 1.(1)

The left plot in Figure 1 illustrates ΩM,N in two dimensions.
The main theorem describes the reconstruction of functions f ∈ B(ΩM,N) from samples

on the periodic nonuniform sampling set

X = {j∆+ kδ∆ | j ∈ Zd, k ∈ Kd},(2)

where Kd = {k ∈ Zd | 0 ≤ |k| ≤ 2M}, and sufficient conditions on δ and ∆ that guarantee a
unique and stable reconstruction are given in the main result.

Theorem 1. A function f ∈ B(ΩM,N) can be uniquely reconstructed from the periodic

nonuniform samples f(y), y ∈ X, where X is given by (2) and 1
N ≤ ∆ ≤ 1 and 0 < δ ≤

1
(2M+1)N . In addition, the following stability estimate holds:

A‖f‖2L2(Rd) ≤ ∆d
∑

y∈X

|f(y)|2 ≤ B‖f‖2L2(Rd),(3)

where the constants A and B satisfy

(2M + 1)−d

(
2M∏

m=1

sin (mπδ)

)2d

≤ A ≤ B, (2M + 1)d ≤ B ≤ (2M + 1)2d.(4)

When N = 1 and δ = 1/(2M +1), the uniform sampling set X allows for reconstruction with
stability constants

A = B = (2M + 1)d.(5)
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Figure 1. On the left is the multiband spectrum given by (1), and on the right is a periodic
nonuniform sampling set (2).
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As a remark, pointwise evaluation is well-defined and (3) is also a statement about the
boundedness of the sampling operator and its invertibility. Figure 1 provides an illustration of
a periodic nonuniform sampling set of the form (2) in two dimensions. Landau proved a lower
bound on the sampling rate needed for stable sampling [11]. Applied to periodic nonuniform
sampling, this lower bound is |ΩMN | = (2M +1)d samples in each interval z+ [0, 1)d, z ∈ Zd.
The sampling sets in Theorem 1 achieve this rate. It should be noted that the lower bound
on ∆ is not necessary for sampling and reconstruction, however the added restriction removes
the possibility of oversampling.

2.1. Subsampling formula. We will build a sampling operator as in [3, 2] using the con-
tinuous function ϕ∆ defined by

ϕ∆(z) = ∆d

∫

Ω∆

e2πi〈z,ξ〉dξ, Ω∆ =

(
− 1

2∆
,
1

2∆

)d

.(6)

Since ϕ̂∆(ξ) = ∆d if ξ ∈ Ω∆ and ϕ̂∆ = 0 otherwise, it follows that ϕ∆ ∈ B(Ω∆) and

‖ϕ∆‖L2(Rd) =
√
∆d.

Let X0 = ∆Zd and Xk = X0 + kδ∆ for k ∈ Kd. The sampling operator SXk
is formally

defined for functions g ∈ L2(Rd) by the formula

SXk
g(x) =

∑

y∈Xk

g(y)ϕ∆(x− y).(7)

A higher dimensional extension of the classical sampling theorem [2, 3] states that if Ω ⊆
Ω∆, then SXk

g is well-defined for g in B(Ω) and SXk
g = g. Furthermore, the following

stability estimate holds,

‖SXk
g‖2L2(Rd) = ∆d

∑

y∈Xk

|g(y)|2.(8)

Our main result involves subsampling by applying the sampling operator to functions
f ∈ B(ΩM,N ). To do this, we first represent f in terms of Ω−bandlimited functions.



4 C H R I S TI N A F R E D E RI C K

L e m m a 1. F o r e a c h f ∈ B ( Ω M, N ) t h e r e e xi st f u n cti o n s c m ∈ B ( Ω ) s o t h at

f (x ) =

m ∈ M d

c m ( x ) e 2 π i m N, x ,( 9)

a n d

f 2
L 2 ( R d ) =

m ∈ M d

c m
2
L 2 ( R d ) .

P r o of. F or e a c h m ∈ M d , d e fi n e c m b y

c m (x ) =
R d

f̂ ( ξ ) Ω (ξ − m N ) e 2 π i ξ, x d ξ

w h er e Ω (ξ ) = 1 f or ξ ∈ Ω a n d 0 ot h er wi s e. T h e n, c m (ξ ) = f̂ ( ξ + m N ) Ω (ξ ) a n d f h as t h e
r e p r es e nt ati o n ( 9 ). T a ki n g t h e F o u ri er tr a n sf or m,

f 2
L 2 ( R d ) =

R d

f̂ ( ξ )
2
d ξ =

m ∈ M d Ω
f̂ ( ξ + m N )

2
d ξ =

m ∈ M d R d

|c m (ξ )|2 d ξ.

T o a c c o u nt f or t h e c as e w h er e i nt e g er tr a n sl at es of 1
∆ ar e n ot n e c es s aril y i nt e g er m ulti pl es

of N , f or e a c h ξ ∈ Ω ∆ , w e l et z m (ξ ) b e t h e u ni q u e v e ct or i n Ω − 1
∆ = 1

∆ Z d f or w hi c h

ξ + z m (ξ ) ∈ ( Ω + m N ) .( 1 0)

S et L m (ξ ) ∈ Z d = z m (ξ ) ∆ a n d α m (ξ ) = m N − z m (ξ ) ∈ Ω ∆ . Si n c e |Ω | < |Ω ∆ |, it f oll o w s
t h at t h e s et f or e a c h m ∈ M d , t h er e ar e at m ost 2d v e ct or s i n t h e s et Z m ⊂ Ω − 1

∆ s o t h at
( Ω + m N ) ⊆ ∪ z ∈ Z m ( Ω ∆ + z ).

L e m m a 2. L et c m ∈ B ( Ω ) a n d d e fi n e c̃ m (x ) : = c m e 2 π i m N, x . T h e n,

S X k c̃ m (ξ ) = ĉ m (ξ − m N + z m (ξ ))e 2 π i z m ( ξ ) ∆ , k δ
Ω ∆

(ξ ).( 1 1)

F u rt h e r m o r e, S X k c̃ m (y ′) = c̃ m (y ′) f o r all y ′ ∈ X k

P r o of. A p pl yi n g t h e f or m ul a ( 8 ) t o c m ∈ B ( Ω ), it f oll o w s t h at y ∈ X k
|c m (y )e 2 π i m N, y |2 =

y ∈ X k
|c m (y )|2 < ∞ . B y C a u c h y- S c h w ar z, t h e f u n cti o n d e fi n e d b y ( 1 1 ) i s w ell- d e fi n e d a n d

s q u ar e-i nt e gr a bl e. T h e n,

c̃ ( x ) =
y ∈ X k

c m (y )e 2 π i m N, y ϕ ∆ (x − y )

=

n ∈ Z d

c m ((n + k δ ) ∆)e 2 π i m N, ( n + k δ ) ∆ ϕ ∆ (x − (n + k δ ) ∆)

= ∆ d

Ω ∆ n ∈ Z d

c m ((n + k δ ) ∆)e 2 π i m N, ( n + k δ ) ∆ e 2 π i x − ( n + k δ ) ∆ , ξ d ξ

=
Ω ∆ l∈ Z d

e 2 π i k δ,l

R d

c m (y )e − 2 π i y, ξ − m N + l /∆ d y e 2 π i x, ξ d ξ( 1 2)

=
Ω ∆

z m ∈ Ω − 1
∆

e 2 π i k δ, z m ( ξ ) ∆

R d

c m (y )e − 2 π i y, ξ − m N + z m ( ξ ) d y e 2 π i x, ξ d ξ( 1 3)
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T h e hi g h er di m e n si o n al P oi s s o n s u m m ati o n f or m ul a wit h r es ults i n ( 1 2 ). T h e n, t a ki n g t h e
F o u ri er Tr a n sf or m,

S X k c̃ m (ξ ) = c m (ξ − m N + z m (ξ )) e 2 π i z m ( ξ ) ∆ , k δ
Ω ∆

(ξ ).

T h e n, f or y ′ ∈ X k

S X k c̃ m (y ′) =
y ∈ X k

c̃ ( y )ϕ ∆ (y − y ′) = c̃ m (y ′).

T h e n e xt l e m m a d es cri b es t h e r e c o n str u cti o n of f u n cti o n s f ∈ B ( Ω M, N ) a n d i s a g e n er al-
i z ati o n of t h e o n e- di m e n si o n al r es ult i n [ 6].

L e m m a 3. L et f b e a f u n cti o n i n t h e s p a c e B ( Ω M, N ) a n d l et X k b e a s a m pli n g s et of t h e
f o r m ( 2 ). T h e f u n cti o n S X k

f (x ) = y ∈ X k
f (y )ϕ ∆ (x − y ), i s i n B ( Ω ∆ ), a n d,

S X k f 2
L 2 ( R d ) = ∆ d

y ∈ X k

|f (y )|2 .( 1 4)

P r o of. A p pl yi n g t h e li n e ar s a m pli n g o p er at or t o t h e f u n cti o n s ˜c m d e fi n e d i n L e m m a 2, it
f oll o w s t h at

S X k f (ξ ) =

m ∈ M d

c m (ξ − m N + z m (ξ ))e 2 π i z m ( ξ ) ∆ , k δ
Ω ∆

(ξ ).( 1 5)

T h er ef or e, S X k f ∈ B ( Ω ∆ ) a n d f or y ′ ∈ X k , S X k f (y ′) = m ∈ M d S X k c̃ m (y ′) = m ∈ M d c̃ m (y ′) =
f (y ′). Fi n all y, b y ( 8 ),

S X k f 2
L 2 ( R d ) = ∆ d

y ∈ X k

|S X k f (y )|2 = ∆ d

y ∈ X k

|f (y )|2 .( 1 6)

2. 2. V a n d e r m o n d e m a t ri x e s ti m a t e s f o r d = 1 . I n [ 6], t h e f oll o wi n g r es ult i s gi v e n f or
t h e s y st e m of e q u ati o n s ( 1 5 ) i n o n e s p ati al di m e n si o n. We p r es e nt t h e p r o of, r ef or m ul at e d i n
t h e p r es e nt c o nt e xt.

L e m m a 4. L et d = 1 , a n d d e fi n e F (ξ ) = (S X 0 f (ξ ), . . . , S X 2 M f (ξ )), w h e r e X k = { j ∆ x +
k δ ∆ | j ∈ Z } , w h e r e 1

N ≤ ∆ ≤ 1 a n d 0 < δ ≤ 1 / (2 M + 1) N . T h e s y st e m of e q u ati o n s gi v e n
b y ( 1 5 ) h a s t h e f o r m

V C̃ = F, C̃ ( ξ ) = (C − M (ξ ), . . . CM (ξ ))

w h e r e V i s a n i n v e rti bl e ( 2M + 1) × ( 2M + 1) V a n d e r m o n d e m at ri x a n d C m (ξ ) = c m (ξ −
m N + z m (ξ )). T h e n,

1

2 M + 1
< V − 1

∞ ≤
2 M

m = 1

1

si n ( m π δ )
.( 1 7)

F u r t h er m or e, if N = 1 a n d δ = 1
( 2 M + 1 ) , th e n V − 1

n ∞ = 1.
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Figure 2. Distribution of the complex numbers ω−M , . . . ωM on the unit circle produced by
ωm = eiθm . The blue chords represent the distances in the products in (19).

ω M

...

ω1

ω0

ω−1

...

ω
−
M

θ1

Proof. The the system of equations (15) in the one-dimensional case is understood using
properties of n× n Vandermonde matrices of the form

Vn =




1 1 . . . 1
ω1 ω2 . . . ωn

ω2
1 ω2

2 . . . ω2
n

...
... . . .

...
ωn−1
1 ωn−1

2 . . . ωn−1
n




,

where ω1, . . . , ωn are distinct nonzero complex numbers and n > 1. A result of Gautschi [8]
states that

max
m

∏

m′ 6=m

1

|ωm′ − ωm| < ‖V −1
n ‖∞ ≤ max

m

∏

m′ 6=m

2

|ωm′ − ωm| .(18)

We will fix ξ ∈ Ω∆ and suppress it from the notation. For m = −M, . . . ,M , and define
the unit complex numbers ωm = eiθm corresponding to the angles θm = 2πLmδ. Since
0 = θ0 < θ1 < . . . < θM ≤ 2πM/(2M + 1) < π are distinct, the (2M + 1) × (2M + 1)

Vandermonde matrix {(V )jm = ωj
m}0≤j≤2M,−M≤m≤M is invertible.

For N = 1 and δ = 1
2M+1 , θm = m

2M+1 and ωm = eiθm are roots of unity and it is known

that ‖V −1‖∞ = 1. Otherwise, for −M ≤ m ≤ M−1, it follows that N = Lm+1−Lm

∆ +(αm+1−
αm) = L1

∆ + α1. Therefore Lm+1 − Lm ≥ L1 and |ωm+1 − ωm| ≥ |ω1 − ω0|. Furthermore,

θM + θ1/2 = π(2M + 1)Nδ ≤ π and so |ωM − ω−M | = |1 − e2iθM | ≥ |ω1 − ω0|. The product
in (18) is maximized when m = 0, (see Figure 2 for an illustration) and

|ωm − ω0| = 2| sin (θm/2) | = 2| sin (πLmδ) |.(19)

The result (17) follows from the estimate (note m ≤ ⌊mN∆⌋ ≤ mN),

2M∏

m=1

2

|ωm − ω0|
=

2M∏

m=1

1

sin (⌊mN∆⌋πδ) ≤
2M∏

m=1

1

sin (mπδ)
.(20)
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The product of the terms |ωm−ω0| is minimized if δ = 1/(2M + 1)N and the lower bound
is a well-known result for the product of the lengths of the sides of a regular polygon inscribed
in the unit circle,

2M∏

m=1

1

|ωm − ω0|
≥

2M∏

m=1

1

2| sin(mNπδ)| ≥
2M∏

m=1

1

2 sin
(
2π m

2M+1

) =
1

2M + 1
.(21)

The upper bound in (18) is attained if the complex numbers ωm = |ωm|eiθ are points on
the same ray through the origin. In the present setting, this happens when M = 0.

�

In higher dimensions, the invertibility of Vandermonde matrices is not guaranteed. The
problem of efficiently characterizing the invertibility of these matrices is a challenging open
problem. In the next section we reduce the full d−dimensional linear system to a sequence
of invertible Vandermonde systems.

3. Reconstruction algorithm

There are other general results for reconstructing bandlimited functions from sampling
sets [7]. The purpose of the algorithm presented here is to assist with proving the stability
estimates in Theorem 1. For d > 1, an iterative process can be used to determine unknown
coefficients in (9).

Theorem 2. The function f ∈ B(ΩM,N ) is uniquely reconstructed from samples f(y), y ∈ X,
where X satisfies the assumption of Theorem 1, using the following procedure for each ξ ∈ Ω∆,

Step 1: For each j ∈ Kd, define Fj(ξ) = ŜXj
f(ξ).

Step 2: If d = 1, set C̃(ξ) :=
(
F0(ξ), . . . , F2M (ξ)

)
, Fmd(ξ) := (V −1C̃(ξ))md

, md ∈ M1.
Then, skip to Step 5.

If d ≥ 2, for each j′ ∈ Kd−1,

C̃j′(ξ) :=
(
F(j′,0)(ξ), . . . , F(j′,2M)(ξ)

)

Fmd

j′ (ξ) := (V −1C̃j′(ξ))md
, md ∈ M1.

Step 3: For l = d− 1, . . . , 2, and for all j′ ∈ Kl−1,m′ ∈ Md−l,

C̃m′

j′ (ξ) :=
(
Fm′

(j′,0)(ξ), . . . , F
m′

(j′,2M)(ξ)
)

F
(ml,m

′)
j′ (ξ) := (V −1C̃m′

j′ (ξ))ml
, ml ∈ M1.

Step 4: For each m′ ∈ Md−1, define

C̃m′

(ξ) :=
(
Fm′

0 (ξ), . . . , Fm′

2M (ξ)
)

F (m1,m′)(ξ) := (V −1C̃m′

(ξ))m1
, m1 ∈ M1.

Step 5: The reconstruction of f̂ is given by the formula

f̂(ξ + zm(ξ)) =
∑

m∈Md

Fm(ξ).
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Proof. If d = 1, then Lemma 4 guarantees the unique recovery of the coefficient functions
Fm(ξ) := ĉm(ξ − mN + zm(ξ)),m ∈ M1. Then, as in [6], f̂(ξ + zm(ξ)) can be uniquely
reconstructed using the formula

Fm(ξ) = ĉm (ξ −mN + zm(ξ)) = f̂(ξ + zm(ξ)).

Let Lm = Lm(ξ) ∈ Zd.
Suppose d > 1. Then, for each fixed j′ ∈ Kd−1 and kd ∈ K1, the system of equations (15)

corresponding to the sampling sets Λ(j′,kd) and coefficient indices m = (n′,md) ∈ Md can be
expressed

F(j′,kd)(ξ) =
∑

md∈M1


 ∑

n′∈Md−1

ĉ(n′,md) (ξ −mN + zm(ξ)) e2πi〈Ln′ ,j′δ〉


 e2πiLmd

kdδ.(22)

The system (22) is an invertible Vandermonde system with the unknowns

Fmd

j′ (ξ) :=
∑

n′∈Md−1

ĉ(n′,md) (ξ −mN + zm(ξ)) e2πi〈Ln′ ,j′δ〉, md ∈ M1.

This process is then repeated for l = d − 1, . . . , 2. For each, j′ ∈ Kl−1, kl ∈ K1,m′ ∈ Md−l,
the system of equations corresponding to Fm′

(j′,kl)
and coefficient indices m = (n′,ml,m

′) ∈ Md

is

Fm′

(j′,kl)
(ξ) =

∑

ml∈M1


 ∑

n′∈Ml−1

ĉ(n′,ml,m′) (ξ −mN + zm(ξ)) e2πi〈Ln′ ,j′δ〉


 e2πiLml

klδ,

which is an invertible Vandermonde system with the unknowns

F
(ml,m

′)
j′ (ξ) :=

∑

n′∈Ml−1

ĉ(n′,ml,m′) (ξ −mN + zm(ξ)) e2πi〈Ln′ ,j′δ〉, ml ∈ M1.

In the final step, for each m′ ∈ Md−1 and k1 ∈ K1, the system of equations corresponding to
Fm′

k1
and coefficient indices (m1,m

′) ∈ Md is

Fm′

k1 (ξ) =
∑

m1∈M1

ĉ(m1,m′) (ξ −mN + zm(ξ)) e2πiLm1
k1δ,

which is an invertible Vandermonde system with the unknowns

F (m1,m′)(ξ) := ĉ(m1,m′) (ξ −mN + zm(ξ)) , m1 ∈ M1 = f̂(ξ + zm(ξ)).

Then, for all m ∈ Md, f̂(ξ + zm(ξ)) can be reconstructed using the formula

Fm(ξ) = ĉm (ξ −mN + zm(ξ)) = f̂(ξ + zm(ξ)).

The reconstruction formula is unique due to the invertibility of the Vandermonde system in
each step. Since, ΩM,N ⊆ ∪m∈Md{ξ+ zm(ξ) | ξ ∈ Ω∆}, f̂ is completely determined on ΩM,N .
By taking the inverse Fourier Transform, this is equivalent to the unique reconstruction of f .

�
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4. Proof of Theorem 1

The proof of the main result involves an analysis of each step in the algorithm given in
Theorem 2.

Proof. By Lemma 3, the following holds for each k ∈ Kd:

‖Fk‖2L2(Rd) = ∆d
∑

y∈Xk

|f(y)|2.(23)

The norm of the iterates can then be bounded in the second step, for each j′ ∈ Kd−1,

Fj′(ξ) = (F−M
j′ (ξ), . . . FM

j′ (ξ))

‖C̃j′(ξ)‖2ℓ2 = ‖V Fj′(ξ)‖2ℓ2 ≤ ‖V ‖22‖Fj′(ξ)‖2ℓ2
‖Fj′(ξ)‖2ℓ2 ≤ ‖V −1C̃j′(ξ)‖2ℓ2 ≤ ‖V −1‖22‖C̃j′(ξ)‖2ℓ2 .

Now, integrating over Rd,

‖V −1‖−2
2

∑

md∈Md

‖Fmd

j′ ‖2L2(Rd) ≤
∑

jd∈K1

‖F(j′,jd)‖2L2(Rd) ≤ ‖V ‖22
∑

md∈Md

‖Fmd

j′ ‖2L2(Rd).

In the third step, for l = d− 1, . . . , 2, for all j′ ∈ Kl−1,m′ ∈ Md−l,

Fm′

j′ (ξ) = (F
(m′,−M)
j′ (ξ), . . . F

(m′,M)
j′ (ξ))

‖C̃m′

j′ (ξ)‖2ℓ2 = ‖V Fm′

j′ (ξ)‖2ℓ2 ≤ ‖V ‖22‖Fm′

j′ (ξ)‖2ℓ2
‖Fm′

j′ (ξ)‖2ℓ2 ≤ ‖V −1C̃m′

j′ (ξ)‖2ℓ2 ≤ ‖V −1‖22‖C̃m′

j′ (ξ)‖2ℓ2
Now, integrating over Rd,

‖V −1‖−2
2

∑

ml∈M1

‖F (ml,m
′)

j′ ‖2L2(Rd) ≤
∑

jl∈K1

‖Fm′

(j′,jl)
‖2L2(Rd) ≤ ‖V ‖22

∑

ml∈M1

‖F (ml,m
′)

j′ ‖2L2(Rd).

In Step 4, corresponding to each m′ ∈ Md−1, the resulting estimates are

‖V −1‖−2
2

∑

m1∈M1

‖c(m1,m′)‖2L2(Rd) ≤
∑

j1∈K1

‖Fm′

j1 ‖2L2(Rd) ≤ ‖V ‖22
∑

m1∈M1

‖c(m1,m′)‖2L2(Rd).(24)

Combining (23) and (24), and the reconstruction step,

‖V −1‖−2d
2 ‖f‖2L2(Rd) ≤ ∆d

∑

y∈X

|f(y)|2 ≤ ‖V ‖2d2 ‖f‖2L2(Rd).

The upper bound in (4) is then given by B = ‖V ‖2d2 and (2M + 1) ≤ ‖V ‖22 ≤ (2M + 1)2

[14]. The lower bound in (4) is then given by A = ‖V −1‖−2d
2 . Note that since 1 = ‖V V −1‖2 ≤

‖V ‖2‖V −1‖2, it must follow that A ≤ B. Using the identity ‖V −1‖22 = (2M + 1)‖V −1‖2∞
and Lemma 4 results in the estimate on the lower bound of A in (4). In the case N = 1 and
δ = 1/(2M + 1), Lemma 4 gives ‖V −1‖∞ = 1, and then A = B = (2M + 1)d.
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