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injected acid. The important physical features of porosity and acid concentration include
their boundedness between 0 and 1, as well as the monotone increasing for porosity. How
to keep these properties in the simulation is crucial to the robustness of the numerical
algorithm. In this paper, we propose high-order bound-preserving discontinuous Galerkin

ﬁﬁ‘rﬁ;ﬁe propagation methods to keep these important physical properties. The main technique is to introduce

Bound-preserving a new variable r to replace the original acid concentration and use a consistent flux pair

High-order to deduce a ghost equation such that the positive-preserving technique can be applied on

Discontinuous Galerkin method both original and deduced equations. A high-order slope limiter is used to keep a poly-

gianlg'ul?tr meshes nomial upper bound which changes over time for r. Moreover, the high-order accuracy is
ux lmiter

attained by the flux limiter. Numerical examples are given to demonstrate the high-order
accuracy and bound-preserving property of the numerical technique.
© 2019 Elsevier Inc. All rights reserved.

1. Introduction

As an important technique of enhanced oil recovery (EOR), acid treatment has been widely practiced in carbonate reser-
voir to improve the productivity of oil wells. In this technique, acid is injected into wells to dissolve the fines deposed in
wellbore and the rock near the wellbore. By doing so, the permeability and porosity of the rock close to a well can be
increased prominently, which facilitates oil flow into production well and thereby improves the production rate of oil.

However, the efficiency of this technique has a strong relevance with the dissolution patterns which depend on the
injection rate. With a very low injection rate, the acid only dissolves the face of wellbore since it will be consummated all
before they get into deeper region and this scenario is called face dissolution pattern. In contrast, with a very high injection
rate, the acid can be pushed uniformly into the wellbore region with certain depth and this result is the so-called uniform
dissolution pattern. In addition to the above two extreme cases, with an appropriate injection rate, wormhole patterns can
be formed as the injected acid in the rock tends to flow through the paths with high permeability and porosity, which causes
the permeability and porosity of these paths to be further increased under the dissolution of acid, and facilitate more acid
to flow through. Therefore, under optimal injection rate, maximum number of narrow channels with high conductivity will
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be formed in the rocks after the acidizing process. These highly conducting channels, also known as wormholes because
of their shape, can build a good connectivity between reservoir and wellbore, and improve the productivity of oil well
enormously. Because of the important role that wormhole plays in improving productivity, a lot of research works have
been taken to investigate the formation and propagation of wormholes.

In the early days, researchers investigated the wormhole propagation phenomenon by means of experiments [11,5]. Later,
several mathematical models, such as dimensionless model, capillary tube model, network model, and continuum models,
were established to help people understand the process of wormhole propagation. Among these models, the most popular
one is the two-scale continuum model developed by Panga et al. in [16], where the authors proposed a partial differential
equations (PDE) system to describe the formation and propagation of wormholes. There were a lot of follow-up works based
on this model. In [33], the authors analyzed the front instability of wormhole propagation theoretically and numerically. In
[15], Maheshwari et al. presented a 3D simulation for this model. A parallel simulation was conducted by Wu et al. in
[21] under a modification of flow equation. In [1], the authors studied the numerical-simulation approach for a modified
model. Later, Wei et al. extended this model from single phase to two-phase flow in [19] and discussed the simulation
results. Besides the above, many researchers designed specific numerical schemes for this kind of models as well. In [12],
the authors constructed a conservative scheme for flow and transport based on mixed finite element method. Later, Li
et al. applied finite difference methods to this problem in [13,14]. Recently, the discontinuous Galerkin (DG) method was
applied to this model in [8]. In all the above works, some theoretical works, such as the stability and error estimates, were
established under different norms. However, to the best of our knowledge, no works has been undertaken to preserve the
boundedness of porosity and concentration of acid without loss of mass conservative. In fact, the boundedness of these
variables is essential for the stability of numerical simulations. Firstly, the rate of change of porosity ¢ in this model
depends on the concentration of acid cy. If the exact solutions contain large gradients or even discontinuities, the numerical
approximations of ¢y can be negative, which further leads to ¢ < 0 in some regions with low porosity. Secondly, the
oscillations of ¢ itself near the wormhole may also result in negative values. Both of the above two cases will bring a
negative coefficient in the diffusion term of the transport equation, leading to ill-posedness of the problems, and finally
cause the blow-up of the numerical simulations. We will demonstrate this feasibility by a numerical example in Section 6
and show how bound-preserving technique can prevent the blow-up phenomenon. Moreover, as we will see in the later
section, many coefficients in the model appear as functions of ¢, which require ¢ to take values in the physically relevant
range [0, 1] as well. To construct high-order bound-preserving technique, we have to apply suitable limiters to modify the
numerical approximations. Therefore, we would like to use DG methods.

The DG methods become increasingly popular due to their good stability, high-order accuracy, and flexibility on h-p
adaptivity. In 2010, the genuinely maximum-principle-satisfying high-order DG schemes were constructed for conservation
laws on rectangular meshes in [29] by Zhang and Shu. The basic idea is to take the test function to be 1 in each cell to
yield an equation satisfied by the cell average of the target variable r, and prove the desired boundedness of the cell av-
erage . Then a slope limiter which do not affect accuracy and mass conservation can be used to modify the variable r to
obtain a new one ¥ =7+ 0(r — r) such that 7 has the physically relevant bounds. In the case that the variable r only need
a lower bound zero, this technique is also called positivity-preserving technique. The physically positivity-preserving and
bound-preserving numerical schemes have been actively studied since then. In 2012, this technique has been successfully
extended to triangular meshes in [30], where the general criteria for quadrature rule on triangular elements was proposed.
After that, this technique was applied to many problems including compressible Euler equations with source terms [31], hy-
perbolic equations involving §-singularities [26,27], relativistic hydrodynamics [17], extended MHD equations [34], shallow
water equations [22], etc. For convection-diffusion equations, the genuinely second-order maximum-principle-preserving
technique were introduced in [32]. Subsequently, the extension to third-order or even higher order bound-preserving tech-
niques for parabolic equations were also developed in [25,2,4]. Besides the above, the flux limiter [24,23,10] can also be
used to obtain the high-order accuracy and maintain the boundedness. However, with the flux limiters we have to modify
the numerical fluxes, hence the accuracy is not easy to analyze. Recently, in [9,3], the authors studied miscible displace-
ments in porous media and applied the techniques introduced in [32,10,23,24] to preserve the two bounds, 0 and 1, of the
volumetric fractions. In this paper, we will construct high-order bound-preserving DG schemes for the porosity of the rocks
¢ and the concentration of the acid cy. However, there are significant differences from most of the previous techniques. First
of all, most of the problems in [24,29] satisfy maximum-principles while the concentration of acid c; does not. To solve this
problem, we derive a ghost equation satisfied by c =1 — ¢y and apply the positivity-preserving technique to both cy and
c. Secondly, the high-order positivity-preserving technique in this paper is based on the flux limiter [23,10]. The basic idea
is to combine higher order and lower order fluxes to construct a new one which can yield positive numerical cell averages.
However, for triangular meshes, first-order fluxes are not easy to construct. Therefore, we will consider the second-order
flux as the lower order one. Moreover, to obtain the equation satisfied by the cell averages, we need to numerically ap-
proximate r = ¢cy instead of cy. By doing so, the upper bound of r is not a constant and the traditional slope limiter may
fail to work [9]. Therefore, a new bound-preserving limiter will be introduced. A similar obstacle appeared in the design
of high-order bound-preserving methods for general relativistic hydrodynamics, see [20] for the discussion. Finally, different
from [9,3], the porosity is increasing and less than 1. Therefore, the upper bound of r is changing during time evolution
and special techniques will be introduced to make ¢ to be physically relevant. In summary, the whole algorithm can be
separated into four parts. We first apply positivity-preserving technique to obtain positive ¢; and use which as another
source to find the velocity and pressure. Then apply the positivity-preserving technique again to ¢ and cy simultaneously
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to obtain positive numerical cell averages by the flux limiter [23,10]. Subsequently, we choose consistent flux pair [9,3] with
suitable parameters in the flux limiter in the concentration and pressure equations to obtain the positivity of 1 —c. Finally,
we introduce suitable limiters to obtain physically relevant numerical approximations.

The rest of the paper is organized as follows. In Section 2, we introduce the mathematical model of wormhole propa-
gation. In Section 3, we establish the DG scheme used in this paper. In Sections 4 and 5, we construct the second-order
bound-preserving scheme and then extend it to high-order spatial and time discretizations. Some numerical examples are
given in Section 6. We will end in Section 7 with some concluding remarks.

2. Mathematical model

Let the computational domain = [0, 2] x [0, 2] and simulation time J =[O0, T], the mathematical model of the
wormhole propagation is given as follows:

%vLV-u:f, x,y)eQ, 0<t<T, (2.1)
u= _";¢)Vp, (*y) e, 0<t<T, (2.2)
8(‘?) V- (ucy) =V (@DVcy) +keay(cs — ) + fier — fpcy, (2.3)
%:W, x,y)e, 0<t=<T, (2.4)

where ¢ is the porosity which is defined as the percentage of the empty space in a rock, k is the permeability that measures
the ability for a rock to allow fluid to pass through it, u is the Darcy’s velocity defined as the volume of flow crossing a unit
across-section per unit time, p is the pressure of fluid in porous media, and u is the viscosity of fluid. f = f; — fp is the
external volumetric flow rate with f; = max{f, 0} being the injection flow rate and fp = —min{f, 0} being the production
flow rate. cf, ¢s and c; are the concentrations of acid in the fluid phase, the fluid-solid interface and in the injected flow,
respectively. D is the dispersion tensor for the acid in porous media and k. is the local mass-transfer coefficient. a, is the
interfacial area available for reaction, ps is the density of the rock and « is the dissolving constant of the acid, defined as
grams of solid dissolved per mole of acid reacted. Moreover, in the case of first order kinetic reaction, the concentration cg
of acid in the fluid-solid interface have a simple relationship with cy:

__ ¢
1+ ks/ke”

where k; is the kinetic constant for reaction. The coefficients k¥ and a, are functions of ¢ defined as

K ¢<¢(1—¢0)>2 a 1-¢

Cs

ko  ¢o \¢o(1—¢) a 1—¢o
respectively, where kg, ag, and ¢ are the initial values for «,a,, ¢. Throughout this paper, the values w, ke, ks, @, ps are
positive constants, D, f, f, fp,c; are known functions independent of time and ¢, u, p, ¢y, are unknown time-dependent
variables.

We consider impermeable boundary conditions

(2.5)

u-n=0, (DVc—cu) -n=0,

where n is the unit outer normal of the boundary 9. The initial concentration and porosity are given as

Crx,¥,00=co(x,y), ¢, y,0)=¢do(x,y), (x¥)€.

Before we finish this section, we would like to make an important reasonable hypothesis for the initial porosity: 0 <
G <o, y) <¢* <1

3. The DG scheme

In this section, we will construct the DG scheme for wormhole propagation on triangular meshes. We first demonstrate
the notations to be used throughout the paper.

Consider a regular triangulation 2, of domain €, i.e. 3p > 0, such that diam(Bg) > p diam(K), VK € Q}, where By
is the largest ball contained in K. For any triangle K € @5, we denote the three edges of K to be e"K (i=1,2,3), with
corresponding lengths E’k (i=1,2,3), unit outer normal vectors vi( (i=1,2,3) and neighboring elements K;(i =1, 2, 3). We
denote I' = UKesz,, {ele € 0K} to be the set of all cell interfaces and I'g = I'"\ 92 as all the interior ones. Set a predetermined
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constant unit vector vg which is not parallel to any edge e and define n, as the unit normal vector of each edge e € I" such
that n, - vo > 0. For any discontinuous function v (scalar or vector) crossing edge e, let v;;E denote its traces on e evaluated
from K or K;. The '+’ for each edge e}, in the cell K is determined by the inner product of v} and vg as follows:

=VK;, iva . v§< >0,

- _ +
v, =Vk, Vg

+_ —
vy =Vk, V

: i
e = VK;» lfl)o-vK < 0.

Moreover, we define the jump and average of v (either a scalar or a vector) on the cell interface e as

_ 1 _
Vle=vE—ve, {Vle=5(E+vp).

The finite element spaces are chosen as

Vh = {V : V|K € Pk(K), VK € Qh}and Wh = Vh X Vh,

where P¥(K) denotes the space of polynomials of degree at most k in K. Then the semidiscrete DG scheme for (2.1)-(2.4)
can be written as: find ¢, r, p € V, and u € Wy, such that for any ¢, &, v € Vi, and n € Wy, the following equations hold:

(%E) =, V¢) + Z /ﬁ-ne[z]ds+(f,<;), (1)
eclp e
(a@u,m) =/, V- + Z/ﬁ n. - [n]ds, (3.2)
eel %
ar —
(gé%) = (ucy —¢DVcy, VE) + Z /UCf “Ne[E]ds + (fic; — fpcy — Bi(p)cy, §)
e€lp e
-y / <{¢D(u)VCf} Me[§] +{pDW)VE} - me[cr] + l%l[cf][‘?]) ds, (33)
eelo e
9
(a—(f V> = (B2(g)cy, v), (34)
where
_HK _ 01 = @)kske __ @ao(1 — PIkske
O = PO = A ks ko P2 T T oy ks k)

Moreover, we use a new variable r instead of ¢c; on the left hand side of (3.3), and define cy as the L%-projection of é if
k > 2, while take cy to be the interpolation of é at the three vertices in each triangle K if k =1.

Following the idea in [9,3], we take a consistent flux pair i, fic in the sense that il = uic; when c; = 1. The consistent
flux pair is used in the construction of the bound-preserving techniques. The numerical fluxes ﬁ,ch\f and p in (3.1)-(3.4)
are chosen as

Gle ={ule, Ple={ple. UCfle=1{ucsle —alcflene, ifee Ty,
Ule=0, ple=pk. UCfle=0, ifecdQnaKk. (3.5)

In the DG schemes, we introduced two penalty parameters « and &. These two parameters will be chosen by the
bound-preserving technique.

4. Second-order bound-preserving schemes

In this section, we will construct second-order bound-preserving scheme with forward Euler time discretization. High-
order time discretizations will be discussed in the next section. At time level n, we assume ¢° < ¢" <1 and 0 <r" < ¢",
and would like to construct physically relevant numerical approximations at time level n + 1, ie. ¢" < ¢"™! <1 and
0< rn+1 < ¢n+1.

At time level n, we will first solve (3.4) for ¢/, then substitute which to the left-hand side of (3.1). With forward Euler
time discretization, (3.1), (3.3) and (3.4) can be written as
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Fig. 1. Distribution of quadrature points for k=1 and k = 2.

¢l’l+l _d)n

<T )—(u Vo) + Z/ ne[g1ds + (f, ©), (41)
eelp e
pitl _gn
(T’S) = (ucy — ¢DVcy, VE) + Z /“Cf Me[&]ds + (fic; — fpcy — B1(d)cy, €)
e€lo e
_ (BDWVer) - mel&] + (BDWVE) - meles] + - (es1iE] ) ds, (4.2)
le]
eelp e

n+1 _  n

(%, v) = (B2(d)cy, V), (4.3)

with all the superscript n on the right hand sides being omitted for simplicity.

Remark 4.1. After the time discretization, there are two discrete evolution equations for ¢. We use (4.3) to find ¢"*!, then
the discrete evolution for ¢ in (4.1) is treated as another source.

Because of the usage of consistent flux pair &t and 175} we can get a ghost equation for r by subtracting (4.2) from (4.1)
and introducing ghost variables c; =1 —cy, ¢ =1—c¢j, 12 =¢C2,

n+1 n
(%s) — (ue — ¢DVC VE) + 3 / 0C3 - mel§1ds + (fica — frcz + Br(g)cs, &)

eelo e

-3 f <¢D(u)V62} ne[£]+ {¢D(u)VE} - ﬂe[Cz]+ﬁ[62][$]) ds. (44)

eer‘o

Therefore, though we solve (4.1) and (4.2) in the real computation, we analyze (4.2) and (4.4) instead of the former pair as
the two forms are equivalent.

The second-order bound-preserving scheme is built and analyzed based on (4.2), (4.4) and (4.3).

In this paper, we use the quadrature rule of order k proposed in [28] to compute the integral in cells, and use the
corresponding k + 1 points Gaussian quadrature rule to evaluate integration on cell interfaces. The quadrature rule of order
k has the following crucial properties:

e All of the quadrature points lie in the cells with positive weights,
e The quadrature points contains k + 1 Gaussian quadrature points in each of its edges,
e It is exact for polynomials up to degree 2k — 1,

The distribution of quadrature points in the case of k=1 and k =2 are shown in Fig. 1. We denote x; g, 8 =1,2,--- ,k+1,
as the quadrature points on e}, with wg being the corresponding weights, and denote x,, y =1,2,---, L, as the quadrature
points in cell K with W, being the corresponding weights. Moreover, we denote wg, 8 =1,2,--- ,k+ 1, as the k+ 1

Gaussian quadrature weights on the reference interval [—%, %]. Based on the above notations, we define the values of o

(o=r,c,¢,p, ) at the quadrature points as oigﬂ =o0(x; g) along the boundary of K and o% =0(xy) in cell K.
In (4.3), we take v =1 in K to obtain the equation satisfied by the cell average of ¢:

PrT =@k + AtBa(¢M)cy (4.5)

n+1

We will demonstrate how to preserve the monotonicity and the upper bound of ¢, in the following lemma:
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Lemmad4.1.Given 0 <1 <¢" (0 < c <1)and ¢" < 1, we have qb,( < qb”“ < 1, if the time step satisfies

At < B;O , (4.6)
where B3 is a constant defined as
aaopkskc
B30 - " .
ps(1 — @*) (ks +kc)
Proof. Define B3(x) = —_Qaokske___ Thep B3(x) is independent of time t and it’s easy to check that By(x, ¢) = B3(x) -

Ps(T—o () (ks Fe)
(1—¢)<B3-(1—-9).

Applying quadrature rule in [28] to (4.5) with enough algebraic order k, we have

Ot = p% + AtBa (@)

3 k+1 A L
=gp + ot 3> waB (1 - ¢ epi + D Wy (Bf (1 — o))
i=1 p=1 y=1

n
> ¢k

under the assumption 0 < c’} <1 and ¢} < 1. Moreover, we have

3 k+1
St =g + ot | YD wpB (1 - ¢ epy’ +Zwy<83),<<1 PRk
i=1 p=1 y=1
_ 3 k+1
fd’?{"’At ZZWﬂ(B?’)K (1_¢1( )+ZWV(B3)K(1_¢K)
i=1 =1 y=1
_ 3 k+1
<@+ At > wgBso(l — oy’ >+Zwy330(1—¢,<>
i=1 =1
3 k+1
=G+ AtBso | D> p(1— ”5)+Zw,,(1—¢,<)
i=1 =1 y=1

= ¢k + AtB3o(1 — pf).

Thus ¢! < 1 under the condition (4.6). O
The bound-preserving property for '”“ is relatively difficult to derive. Therefore, instead of obtaining 0 < F”K“ < ¢_>’,}+1
directly, we apply the positivity- preservmg technique to r"+1 and r”+1 n (4.2) and (4.4), respectively, which further yields
0 <7 < @Rt due to the fact that P! + 73t = @Rt To construct the positivity-preserving technique, in (4.2), we take
& _1 in K to obtain the equation satlsﬁed by the cell average of r

P = HY(r.cp ) + Hy (r.cp u, ) + Hy (r.cq.cr. fp. f1. 9), (4.7)
where
Hy(r.cpou) = 1rK AZ/ucf vids, (4.8)
i=1 1<
1
K(r Cru, )= rK+AZ/ ( ¢D(u)Vc} - vK—i——[cf]ne vK) ds, (4.9)
i= 161(
1
Hy(r.cs,cr, fp, fi,9) = —T1(+Aff1C1 frcg — B1(d)cy, (4.10)

with A = W being the ratio of time step and area of triangular element K, and fpcy — fic; — B1(¢)cy being the cell average
of fpcy — fic; — B1(¢)cy on K. For simplicity, from now on, we will use D(u) for ¢ D(u) and omit ¢. We will demonstrate
the positivity-preserving property for r”+1 by collecting the following three lemmas.
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Lemma 4.2. Given " > 0 (c > 0), we have H} (r, cs, ¢y, fp, fi, ¢) > 0, if the time step satisfies

At < ¢*’ At < Px ’
6fpm 6B1(¢)

(411)
where

frm Z%ai/({(fp)l,éﬂ, (fp)k).
Proof. We can split (4.10) as
S . 1—11 F l—n B (Ar. -
HK = Atfic; + érK — Al’prf + ng — AtB](d))Cf =L1+Ly+L3.

It is easy to check that L1 = At fic; > 0. We only need to consider L, and Ls. Applying quadrature rule in [28] with enough
algebraic order k to L, and L3, respectively, we can get

1

=gk~ Atfpcyp

AN 3 kel

=5 ZZ ﬂrK +Zwyr,< - ZZWﬂ(fP)K (Cf)K +ZWV(fP)K(Cf)K
i=1 =1 y=1 i=1 p=1 y=1

Il
Mw
M+

\7V/8 <6 b At(fP) (Cf)K >+ Wy ( ry — At(fp)K(cf)K>

Il
-
=
Il
_

y=1

£

1 i,B i, : —
B <€rK’ﬁ - At(fl’)](ﬁr](ﬁ ) + Z y ( r[( At(fP) rl):d)* 1)

y:]
1 ip - !
ﬁ<€—At(fP)kﬂ¢*]>rK +Zwy <€—At(fl’)1(¢ )TK

Thus L, > 0 under the condition (4.11).

%
Mw
=

Il
-
~ ™
+ 1l
LR

I
]

1 1

=
Il

1_ _
L3 = 61”7( — AtBy(¢)cy

3 k+1 3 k+1
_1
o | D e’ + Z wyrk | —at | D73 B e’ + Z Wy B1(op)(c)k
i=1 =1 i=1p=1 y=1
3 k+1 1 ) ) L
=3 g <€r;f - AtB1(¢;<"6)(Cf)lkﬁ> +y W ( ry— At31(¢,<)(cf),<>
i=1 p=1 y=1
3 k+1 1 . ) ) L
> Z Wg <€f;§ﬂ - At31(¢}<’ﬂ)r;23¢:1) + Z % ( Ik — AtB1(PT} by >
i=1 g=1 y=1
3 k+1 ] ‘ _ L 1
= Wpg <€ - AtB1(¢;<’ﬁ)¢:]> r? + Z Wy (6 - AtB1(¢}§)¢;1> ry
i=1 =1 y=1

x

=

~.

(1 !
W <€ - AtB1(¢*)¢:]> + Z Wy (g — AtB1(90)¢, )rK

i 1

18
Thus L3 > 0 under the condition (4.11). To sum up, H}(r, cf.cr, fpy f1,9) =L1+ Ly + L3 > 0 under the condition (4.11). O
In the following two lemmas, we only consider second order scheme, i.e. we use P! element, and apply quadrature rule

in [28] with k=1 in cell and the corresponding 2 point Gaussian quadrature rule on cell interface. Note that in this case,
~ 1
Wg = gWﬂ.
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Lemma 4.3. Given 1" > 0 (c > 0), we have H{ (r, cs, u) > 0, if o satisfies
a > max{lul’|}, (412)
i,8,K

and the time step satisfies

At < mm{M} (4.13)

ipm 9et (|uif| + )

where ¢ (Vip), m =1, 2, 3 are the values of ¢ at vertices V, € K at time level n.

Proof. Applying quadrature rule for k =1, we can rewrite (4.8) as

1<— AZ/ucf vi.ds

2

= .
=9 ZZWﬁrK _)‘ZZWﬁZ<("Cf) v

i=1p=1 i=1 f=1

3 2
=) > wg ;rK 4 (uc) 'K)

3

1 /1 1 _ . ' '

=22 we <§rkﬁ — Mk (2"“ Vil + gu v epif — eyl +a(cf)’,y‘”>>
1 ;

Wﬁ[(ﬁ IKﬁ M (uK vK(cf)K _a(cf)K +alcp) ﬁ))

1 . 1 . . . . . .
+ (Er}gﬁ - EMIK (u‘,‘(ﬁ . VIK(Cf)lf(ﬁ —ot(Cf)lkf3 +(X(Cf)lkﬁ)> I

::Ziwﬂ (Lil’ﬂ+L£”3).

i=1 =1

Since ¢y and r are both approximated by linear functions, they can be represented as a linear combination of their values
on three vertices {V1, V3, V3} of K, i.e. for any point xﬁ ek,

3 3
)= Z wmer(Vim), 14 Z P (Vi) = D ¢ (Vi) (Vin), (414)

m=1 m=1

where 0 < uf, w5, n5 <1 and uf + uf + b =1 are the barycentric coordinates of xj in K. Then we have

i,

i _ i
L7 = —=1¢

1 . . ; ; i i
=i = 5M (il viepil —aepif +atepil)

m=1

1
8
1 1. s & ‘ 2
=D gt $(Vmcs (Vi) — 5 2 (u',f Vil —aepf +a ) ui;fcf(vm)>
m=1
3

1 1. . 1
= :nﬂ<§¢(vm)—§)»flk0[>cf(vm)+ MK(a “1< "K)(Cf)l(
m=1
and

1
L = 18r}<ﬂ L, (ui viepid —aepil +acpif)

3
= Z ]Su i S (Vm)es (Vim) — —M (u‘K”} Tk Z p € (V) —a(ep)il +a Y u:;lﬂcfwm))

m=1 m=1
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~1,0
Tr

Fig. 2. The points chosen to evaluate directional derivative in the diffusion part.
3
_ ip (Lo L iy Vo4 Ly i
= Z'“m ﬁd’( m) — 77 kg v +a))cr(Vin) + e k), -
m=1

Therefore Li{ﬁ, L;'ﬁ > 0 under the conditions (4.12) and (4.13), respectively, which further yields H, > 0. O

Lemma 4.4. Given " > 0 (c > 0), we have H (. cr u, @) >0, if @ satisfies

- (3+\/§)A7 (4.15)
2p
and the time step satisfies
IK|¢p(Vin) PIKId (Vi)
At —_ At < _ 416
<min(—g b At=mini o s, (416)

where ¢ (Vip), m = 1,2, 3 are the values of ¢ at the vertices Vi, € K at time level n, p is the parameter used in the definition of
regularity of Qp,, and A is the largest spectral radius of D in K'’s.

Proof. For the diffusion part

3 -
HK(r CF U, @)= HK +AZ/ <{D(u)ch} . v’k + %[cf]ne . v’}() ds.
i=1e}< «
Since D is symmetric, following [32], we can rewrite the diffusion term as a directional derivative
8Cf

DVcy vl =Dvi -Vep =S —¢ pr

’

where S' = |[Dvi || < A and I' = Dvi /|| Dvi || Define Si = S|, S'k_ = Si|k, and i =T, Iy, =I'|,. For each quadrature

—_—
point xK’L3 on the edge el,, we can find the corresponding points xKﬁ € 9K and xl # € 9K; such that xKﬂxK’g and xK 'f}
the same direction with lK and l',(l_, respectively. See Fig. 2 for an illustration. At the quadrature point x = XKB , we have

. 1 . , | ‘ ‘ .
D@ves) vl = D@ Vepid vic+ oD@y vepl - vi

5 s B i
lsi,ﬂ pi” —er &) n lsi,ﬁ cr(Xg, ) — (g,

= K i . K; -
2 I - 2 1K — %l
i, i,p ip
si? i.p SK, i.p Sk S
=— 5 5P ———5 g, — —7-Cr(Xg)
20x? — %P 2% — XL 2 — P
sith

K; ~i.p
+t Cf(xK,- ).
2% — 57
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Therefore, we can rewrite HdK (r,cr,u, ) as

1_ 1
HK_ 6 y + 6rK+AZ/ ( D(u)Vcy} - vK+—[cf]ne vK) ds

eI(

3 ~
:gf ZZWﬂrK +A22wﬂel ({D(u)v(:f}lﬂ v,<+—(cf),(l ——.(cf)',;ﬂ>

i=1 p=1
1

3
= Y Y wank 6 Vs Vi

i=1 B=1m=1
3 2

+AZZW5£K<D(U)VCf} v+ —(cf)Kl——(cf) )

i=1 p=1 K

=—r,<+ZZwﬂ( Zum"¢><vm)cf<vm>+w ({D(u)ch} "“el Y4 —ET(cf) ))
K K

i=1 =1 m]

2
= ZZ WﬁLil'ﬂ + Lo,

i=1 p=1

where

3 i,p G ~ i.p
i 1 i . SK i, o SK,‘ i,
L’]ﬁ = ﬁ Z ,u,;nﬁ(ﬁ(Vm)Cf(Vm) + )LKIK (2—,3 7 ) (Cf)lkﬂ + ET T B B, (Cf)ll(',g
m=1 ||X1( —xg |l K K 2||XK —xg |l
skP

K; <i,B
—7 5 &) |
2087 =T

WﬁSK ~i,
L= rK ZZ — ﬁ”cf(x’Kﬁ).

i1 =1 21Ix” =

We need to make Li{ﬂ, Ly > 0. In fact

3 Le a

. 1 i i S

i - >l (Vim)ep (Vin) + 165 (% i ) i’

2 ||X1< =%

) i.p I

& SKI K;
o i

~i.B
—N cr(Xg, )
2|| P

i o ~iB
tx 2[|x" — Xg

3.1 siP @
B ST X TR EVI R SR | Pt
Zﬂm 18¢( m) + ALy B ; cr(Vim)
”XK _XK ” ZK
~ i.p i.p
a Sk; i Sk
R (g, +2
K 2||XK _XK ”

Ki ~i,B
—N Cr(Xg, )
2|| P

Since S'f S'ﬂ < A, to make L} B - 0, we need

~ Ei )\Ei (55 SlIéﬂ ) < 1 ¢(V )
o= ~7 K\ i =~ - iB8 ~iBg.]—=7¢ mj-
2187 - x| G 208 —xPy ) T 18

It’s easy to compute that

€ 3443
<

B LBy — . . i\’
Ixg, —xg" |l mmjsm(ekl_)
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Fig. 3. Triangle K; and its sine.
where the 6,2_ is the angle in triangle K; which is opposite to the edge ef'(l_. From Fig. 3 and regularity assumption of 2, for
all angle Olj(i in Kj, we have
i h diam(Bg;
mW£:—z—fiin
s diam(K;)

Therefore L"]‘ﬁ > 0 under the conditions (4.15) and (4.16). As for Ly, similar to (4.14), we write
@) =" il e (V).
m=1

3
with 0 < ;1,11’1’3 <1 and Z ﬂ,’{f =1, and use the fact that wi =w; = % Then

m=1
~11'nﬁ i,B
r1< MKZZZ ~lﬂ cr(Vim)
i=1 =1m= 14” ”
3 1 ~11'nﬂ i,B
=5 coVm -2 ¢r (Vim)
2\ <;;4nx ~““’n !
3
> ¢(vm)—AZZ(3+ﬂA ¢ (Vm)
m=1 i=1 p=1

3
1 33+3)A
mgl (Eqs(vm) —AT) cr(Vm).

Thus, Ly > 0 under the condition (4.16). Therefore we have H‘é(r, cf,u,¢) > 0 under the conditions (4.15) and (4.16). O
Collecting the three lemmas above, we have the following Lemma:

Lemma 4.5. Given 1" > 0, and the parameters a and & satisfy (4.12) and (4.15), respectively. Then r”+1 > 0 under the conditions
(4.11),(4.13) and (4.16).

Compare the equation (4.4) with (4.2), we can observe that the equation for r, is almost the same as that for r, except
that its source term contains a positive term +B1(¢)cy instead of —B1(¢)cy, which will benefit its positivity. Therefore, we
can get a similar lemma for r;:

Lemma 4.6. Given 15 > 0, and the parameters a and & satisfy (4.12) and (4.15), respectively. Then T r > 0 under the conditions
(4.11), (4.13) and (4.16).

Combine Lemmas 4.5, 4.6 and 4.1, and use the fact that r" 41} = o, it rg“q = ¢"*1, we finally reach our main
theorem:

Theorem 4.7. Given 0 < r" < ¢" < 1, if we chose consistent flux pair i, tic  and the penalty parameters o and & satisfying (4.12) and
(4.15), respectively, then ¢ < pi™' < 1and 0 <7 < ™! under the conditions (4.6), (4.11), (4.13), and (4.16).
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5. Bound-preserving technique for high-order schemes
In this section, we proceed to discuss the high-order bound-preserving technique.
5.1. High-order spatial discretization
In Lemmas 4.3 and 4.4, our proofs are based on P! elements. To attain high-order accuracy, we use P¥(k > 2) polynomials

and apply the flux limiters following [10,23].
We write (4.7) as

3
1_= p A _
A =T 42y (ee,k Fy +(1- eek)fek) N
i=1
where

. o ; o i _

Fe,-K = —/ucf . v}(ds~|—/ ({D(u)ch} Vg + zT[cf]ne . v}() ds, 5= fic;— fpcy — Bi(@)cy (5.1)
o o K

are high-order flux and source, respectively, and fe’k is the second-order bound-preserving flux analyzed in Section 4. In

Lemma 4.2, we considered high-order approximations of the source term. Therefore, we only discuss the modification of the
high-order fluxes in this section, which is implemented by choosing an appropriate parameter 9e';< . The cell average can be

written as
3 3
P =T AR Fa A2 0 (B — T )+Ats—r"+‘+A29 (Fy =T
i=1 i=1

where

3

= +xZ}efK + A5

i=1
is the second-order cell average which was proved to be physically relevant if At is sufficiently small. To compute j‘e%.
we replace the high-order cy in F, by a second-order approximation ¢y € [0, 1]. To construct it, we can simply apply the
second-order L% projection to the high-order " to get % and high-order ¢" to get ¢V>I'2 and then apply the limiter discussed
at the end of this section with k=1 to obtain 0 <} < qvbﬁ The ¢; can be obtained as the linear interpolation of ;_,:, at the
three vertices in each cell K. We choose the parameter 6, i as follows:

1. For any K € Qp, set B, Bz =0.
2. For each edge el if F,i — Aei <0, set Bl =Bk + ﬁej( — foi - otherwise set BE =pL + Fe,K —fui

K

1—,n+1 ¢n+1 —n+l
. —mi L
3. Take 6, ,i = min 7,1
K )‘ﬂK MR

4., For any e € I'g, we can find K1, Ky € 5 such that K1 N Ky =e. We take 6, = min{@KLe,k, 91<2,e';<}~

The above algorithm can guarantee the monotone increasing and bound-preserving properties for the cell averages of
and r: if 0 <" <¢" <1, then < ”“ <land 0< r”+1 < ”“ , under the appropriate penalty parameters o, & and
K=

sufficiently small time step At. It remains to use proper slope llmlter to modify ¢"+1 and r"+] such that ¢p < ¢"‘H <1
and 0 < r"+l d)”“ without loss of cell average and accuracy. As discussed in [9], the traditional slope limiter [29] cannot
be applied since the bounds of ¢"+1 "+1 are not constants but polynomials changing overtime. In this paper, we extend

the limiter introduced in [3] and the algorithm can be described as follows: For polynomials u(x), U(x) € PX(K) such that
0<iu<Uand U, <U(x) <U* where U,, U* are two positive constants. We obtain a modified ii(x) in the following way:

1. Define § = {x € K : u(x) < 0}. Take
. T —u(y)U
u=u+9(iU—u>, 9=max{_u(7y)_,0]. (5.2)
u ye§ Lul(y) —u(nU

2. Set v =U — 1, and repeat the above step for v to get 7.
3. Take it = U — v as the new approximation for u(x).
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Fig. 4. Triangular mesh (N =8).

Table 1
Example 6.1: Accuracy test for ¢y and ¢ with and without bound-preserving technique.
c f ¢
no limiter with limiter no limiter with limiter
N L2 error  order L% error  order L2 error  order L% error  order
4 2.90e-1 - 9.48e-2 - 1.82e-1 111e-1 -

8 2.46e-2 3.56 1.21e-2 297 2.50e-2 2.87 1.50e-2 2.89
16 1.83e-3 3.74 1.16e-3 3.39 3.18e-3 297 1.91e-3 297
32 1.40e-4 3.71 1.47e-4 2.98 4.00e-4 299 2.39e-4 299
64 1.29e-5 347 1.53e-5 3.26 5.00e-5 3.00 2.99e-5 3.00

N L error  order L° error order L* error order L* error  order

4 1.52e-1 - 2.45e-2 - 5.01e-2 - 2.64e-2 -

8 7.08e-3 4.42 3.61e-3 2.76 711e-3 2.82 3.98e-3 2.73
16 7.21e-4 3.29 6.21e-4 2.54 9.16e-4 2.96 5.20e-4 2.94
32 1.12e-4 2.69 1.33e-4 222 1.15e-4 2.99 6.56e-5 2.99
64  9.66e-6 3.53 1.53e-5 313 1.44e-5 3.00 8.22e-6 3.00

This limiter is proved in [3] to have the following three necessary properties:
e boundness: 0 < u(x) <U(x),Vxe K,
e average: [ iidx = [, udx,

e accuracy: [|u(x) — i (%)]lec < Ch**!, h = diam(K).

We use such a slope limiter in the following way: To obtain ¢} < q;?(“ <1, we take u = ¢Z+l — ¢ and U =1— ¢} in the
limiter, and then ¢! =il + ¢%; To obtain 0 <74 < @', we take u ="' and U = ¢} to apply this limiter directly.

5.2. High-order time discretization

In the previous subsection, we only discussed the bound-preserving technique based on Euler forward time discretization.
The technique can be extended to high-order time integrations that are convex combinations of Euler forwards. In this paper,
we use third-order strong stability preserving (SSP) time discretization to solve the ODE system u; = L(u):

uV) =u" + AtL(u, t"),

u® =%u” + }1 (u<” + AtL®, r”+1)) :

1 2 At
u =" 2 (0?4 AL@®@ "+ =) ).
39 T3 ( + AtL( +3)
Another choice is to use third-order SSP multi-step method which is also a convex combination of forward Euler:
16 11 12
"t = — W + 3ALL@W", — W3 4+ AL 3, 3y).
27( + ( ) + 27( + 17 ( )

More details can be found in [6,7,18].
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6. Numerical experiments

Fig. 7. Evolution of extreme value of ¢y and ¢ in .

In this section, we provide numerical experiments to show the performance of the high-order bound-preserving DG
scheme. In all the examples, we use third-order SSP Runge-Kutta discretization in time and P2 element in space unless
otherwise stated. To construct 2p,, for simplicity, we first equally divide  into N x N rectangles and then obtain a uniform
triangular mesh by equally dividing every rectangle into two. See Fig. 4 for an illustration. However, the algorithms can be
applied for any unstructured triangular meshes.

Example 6.1. We first test the accuracy of the high-order bound-preserving DG scheme. Because of the restriction 0 <¢; <1,
f=fi— fp and fi, fp >0 of right hand side, it’s difficult to find a suitable exact solution. Therefore, we use periodic
boundary condition and predetermine the Darcy’s velocity u = (1,1)T in order to use spectral method to give a reference
solution. Initial conditions are given as

cr(x,y,0)=0.5+0.5cos(x) cos(y)

The source functions are taken as

f1=2¢:, fp=—¢,

¢(x,y,0)=0.54+0.4sin(x) sin(y).

cr=1,

where ¢; is obtained in the computation. The parameters are taken as:
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Fig. 8. Concentration of acid with time evolution.

D=01jul, ke=ks=apo=—=1

We use the uniform triangular meshes with N = 4,8, 16, 32, 64, respectively, over the computational domain Q =
[0,27] % [0, 27r] and set At =0.001h% to reduce the time error. Moreover, the reference solution is obtained by spectral
method on 64 x 64 equispaced grid points with fourth-order Runge-Kutta time discretization. The computational results
at T =0.01 are shown in Table 1, illustrating the error and convergence order of ¢y and ¢, with and without bound-
preserving technique respectively. From the table, we can observe optimal convergence rates. Therefore, the flux limiter and

slope limiter do not degenerate the convergence order.

Example 6.2. We take the initial conditions with large gradients

sign(sin(2x) sin(2y)) + 1
2

sign(sin(x) sin(y)) + 1
2

cr(x,y,0)= , ¢x,¥,00=09 + 0.05.

The source functions are taken as

2
fi=0+ %(ﬁt) max{sin(2x) sin(2y), 0}, fp =—min{sin(2x)sin(2y),0}, c¢;=0,

where ¢; is the average of ¢, over the whole computational domain. Other parameters are chosen as

u=ko=ks=k.=1, ap=0.5, D(u)=0.01.
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Fig. 9. Porosity of rock with time evolution.

This example is used to demonstrate the necessity of the bound-preserving technique. The simulation will blow up
without the technique due to the negativity of ¢ in some region while the bound-preserving scheme performs well.

We take N =40 over the computational domain € = [0, 2] x [0, 27r]. Moreover, we use P! element in this example
since it is more suitable to demonstrate the stability than higher order ones, and set the time-step as small as At = 0.001h2.
All these effort is made to prevent the simulation without limiter from blowing up.

However, numerical simulation shows that the simulation without bound-preserving technique blows up at about T =
0.0155. The distributions of ¢y before blow-up is shown in Fig. 5. While with the settings exactly the same, the simulation
with bound-preserving technique is stable. The distribution of ¢y with time evolution in this case is given in Fig. 6. We can
see that the numerical approximations are high oscillatory. This is because the bound-preserving technique only preserves
the bound but cannot suppress the oscillations. Some suitable limiters such as TVD, TVB and WENO limiters can suitably
smooth the numerical approximations. Though oscillatory, the numerical simulation did not blow up. Therefore, with the
bound-preserving technique, the numerical scheme is quite stable. What’s more, we plot the evolution of extreme value of
¢y and ¢ in 2 along simulation time in Fig. 7 to illustrate the effectiveness of bound-preserving technique more clearly. We
can observe that without the bound-preserving limiter, the concentration of acid ¢y can be negative and greater than 1, and
the porosity ¢ can also be negative, leading to ill-posed problems. With the bound-preserving technique, all the numerical
approximations are within the physical bounds.

Example 6.3. We simulate a single wormhole propagation experiment in rectangular rock tube, from which we can observe
the formation and propagation of a wormhole starting from a singular point. The parameters are taken as

D=0, Ky=10"7"m? T=15s,
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o =100kg/mol, k.=1m/s, ks=10m/s,
w=10"2Pas, fi=f,=0, cjo=0,
ap=2m"', ps=2500kg/m?, ¢o=0.2.

Moreover, the computational domain is £ =[0,0.2 m] x [0, 0.2 m]. To investigate the phenomenon of wormhole propaga-
tion, we set a singular area with high porosity ¢ = 0.4 and corresponding permeability determined by (2.5) which is about
10~8 m? on the middle of the left boundary with size 0.01 m x 0.01 m. The left and right boundary of the domain are
Dirichlet conditions with pressure py = 10000 Pa and pg = —10000 Pa, respectively. The upper and lower boundaries of
the domain are impermeable, i.e. u - n = 0. The acid flows into the rock from the left boundary with a concentration of
c; =1 mol/m? and drained out of it from the right boundary.

The contour plots of the concentration of acid and porosity of the rock at different time are shown in Figs. 8-9, from
which we can observe cy, ¢ € [0, 1] and the phenomenon of wormhole propagation along the whole simulation.

7. Concluding remarks

In this paper, we constructed high-order bound-preserving DG methods for wormhole propagation on triangular meshes.
We have obtained the bound-preserving and monotone-increasing properties for concentration and porosity, respectively,
with high-order accuracy. Numerical experiments have shown the accuracy and effectiveness of the bound-preserving tech-
nique.
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