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Abstract

This article presents work on the structure of the ionic liquid mixture between

1-Methyl-3-octylimidazolium Octylsulfate and 1-Ethyl-3-methylimidazolium Ethylsul-

fate at the vacuum interface. In particular, we focus on the relative concentration of

components as a function of distance to the interface and the formation of a nanoscopic

apolar blocking layer that encloses a second thicker and much more polar interfacial

layer. We present a thorough analysis of the time scale for convergence of structural

features as they dissipate into the bulk and provide a clear estimation of the interface

persistence lengthscale. We also show how the peaks and antipeaks analysis that our

group has developed to better understand polar-apolar and positive-negative alterna-

tions in the bulk structure factor S(q) can be recast to provide novel and insightful

information about interfacial reflectivity. The analysis dissects the nearly featureless

overall normalized reflectivity into a rich collection of peaks and antipeaks that pro-

vides significant insight into the location and width of apolar and charged layers. The

peaks and antipeaks analysis captures fine structural details within layers –including

the pattern of charge alternation that is non-lateral– associated with the preferential

arrangement of charged species within a polar layer.

1 Introduction

In the past few years, a prominent trend in ionic liquids (ILs) research has been to mix

them or combine them with conventional solvents to improve viscosity or gain access to

other advantageous features in the bulk state.1–6 Our computational study focuses instead

on accessing modified properties at the vacuum boundary. In particular, we explore the seg-

regation at the interface based on polarity of the subcomponents in the mixture of 1-Methyl-

3-octylimidazolium Octylsulfate (C[8]-mim+/C[8]-OSO−
3 ) with 1-Ethyl-3-methylimidazolium

Ethylsulfate (C[2]-mim+/C[2]-OSO−
3 ) and the dissipation of local structure away from the

interface.
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We explore two regimes, one in which a film is thin and there simply isn’t any bulk-like

liquid at its center; in this case the film is highly organized based on charged and apolar

sublayers. We also study the case in which the film is thicker and a distinct bulk-like region

can be detected away from the interface. In light of many intriguing questions regarding

structural memory effects away from IL interfaces,7–13 we investigate in detail its persistence

lengthscale.

From a technical computational perspective, we use this article to bring to light important

issues regarding IL simulation convergence and in particular the difference between a well-

equilibrated simulation and a well averaged density profile away from the interface. There is

a significant body of work on ILs at interfaces, but we believe that in many cases thorough

structural convergence of atomic density profiles away from the interface may have not been

properly achieved. For reasons that will become clear, getting this right for simulations of

ILs at interfaces is much harder than properly converging the pair distribution function for

the bulk. Getting these density profiles correctly converged is crucial since both the bulk

liquid and interfacial film configurations are intrinsically structurally heterogeneous. The

objective is to unequivocally distinguish the density oscillations away from the interface that

are solely due to the break in symmetry from the very similar oscillations naturally occurring

in the bulk due to polar-apolar structural heterogeneity that gives rise to the prepeak or

first sharp diffraction peak in its structure function S(q). This is important for example to

properly compute and analyze the system’s X-ray or neutron reflectivity.

Since both the bulk and adjacent interface have apolar and polar regions, the main differ-

ence in the structural heterogeneity between the two is orientational. To properly compute

the interfacial density profiles, it is not enough to have a properly converged simulation. We

must also ensure that sufficient orientational averaging of the structural heterogeneities in

the bulk-like region away from the interface is achieved. A rule of thumb is that the time

scale for this should be consistent with or longer than that for the decay of the lowest q-peak

in S(q, t) of the bulk. Otherwise, density profiles away from the interface will inevitably
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display the “instantaneous” oscillatory behavior of the structurally heterogeneous bulk.
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Figure 1: For a 50% mixture of C[8]-mim+/C[8]-OSO−
3 and C[2]-mim+/C[2]-OSO−

3 at 425K,
atomic number density for apolar (black) and polar (red) subcomponents averaged over
cumulatively longer times. Atoms belonging to the polar and apolar subcomponents are
defined in the methods section and highlighted in the right panel of Fig. 3.

Fig. 1 shows an example of this. In all cases, the interfacial structure and the adjacent

bulk structure are likely properly converged. However, the density profiles are not. Only

after averaging over a large number of properly converged bulk liquid configurations on a

time scale of 200 ns the density profile at the center of the film becomes flat and the persistent

oscillations in the profile solely due to the break in symmetry at the interface. The reader

must understand that it is not that at 180 ns the system was finally properly equilibrated;

an average of the density profiles over the last 10 ns of simulations will likely be as oscillatory

as one for the first 10 ns. Instead, the last profile in Fig. 1 appears converged because we

have averaged over the many random proper equilibrium orientations of domains associated

with the slowest structural heterogeneities in the bulk vicinal to the interface. In Fig. S1
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of the SI we provide a plot of the time-dependent mean squared deviation between density

profiles with respect to the fully averaged one; for these ILs at 425 K, the averaging time to

capture density fluctuations that are only due to the interface should be on the order of 0.1

µs.

With well converged density profiles away from the interface, we focus on the calcula-

tion and analysis of the system’s normalized X-ray reflectivity. Reflectivity studies provide

exquisitely detailed information about layering of species at the interface.14–29 Under the

approximations used here, the atomic density profiles away from the interface are convo-

luted with atomic X-ray form factors to generate via Fourier transformation the normalized

reflectivity. We highlight that the normalized reflectivity at the vacuum interface is not a

simple sum of the reflectivities associated with the atomic electron densities; cross-terms

generate interferences.17 Akin to our prior work in the bulk,30–35 and perhaps different from

other studies, we propose to partition the normalized reflectivity into carefully selected terms

associated with subcomponents of the liquid; this helps reveal information about apolar and

charge alternations away from the interface.

2 Computational Methods

All molecular dynamic simulations were conducted using the GROMACS package36,37 and

we used the Canongia-Lopes and Padua38,39 and Optimized Potentials for Liquid Simula-

tions All-Atoms (OPLS-AA) force fields40–42 except that all charges were scaled by a factor

of 78% in order to properly capture the experimentally known viscosity of C[2]-mim+/C[2]-

OSO−
3 (≈15 cP43 at 353.15K) while still reproducing its experimental structure function

S(q).44 To the best of our knowledge, experimental structural and viscosity data for C[8]-mim+/C[8]-

OSO−
3 were unavailable for comparison.

Fig. 2 shows a plot of S(q) in the bulk for mixtures of the two liquids at different concen-

tration ratios. From it we see that C[8]-mim+/C[8]-OSO−
3 has a first sharp diffraction peak
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Figure 2: Structure function of IL mixture (C[8]-mim+/C[8]-OSO−
3 -C[2]-mim+/C[2]-OSO−

3 )
as a function of the relative percentage of C[8]-mim+/C[8]-OSO−

3 .

below 5 nm−1 characteristic of polar-apolar structural heterogeneity; this peak is absent in

the case of C[2]-mim+/C[2]-OSO−
3 . Both liquids show typical charge alternation regions at

about 10 nm−1 and the common adjacency peak between 13 and 20 nm−1. Mixtures at

different concentration ratios have first sharp diffraction peaks of different intensities. For

our study of the vacuum interface we focus on the 50% molar ratio case that in the bulk

clearly preserves a significant amount of domain structural heterogeneity.

We are interested in describing two scenarios, one in which both the interface and a

bulk-like region are present and another in which the film is thin and our system is purely

dominated by the structured interface. For the first case our simulation contains 1500 ion

pairs of each type (6000 ions) while for the second 150 pairs of each type (600 ions). Our

explicit choice of a scaled-charges force-field or in general a fixed-charges force-field at an

interface has obvious limitations since the dielectric constant changes significantly across the

boundary. A polarizable force field should more appropriately accommodate these changes;
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however, simulations with thousands of polarizable ions for hundreds of nanoseconds are still

prohibitively expensive switching the aforementioned limitation for another associated with

the collection of sufficient statistics to converge the density profile. For this study, we find

that addressing the second limitation is significantly more important. With more resources

in the future, studies with polarizable force fields should be carried out in comparison. In

our study, capillary waves are those arising from simulation; no attempt has been made to

modify our computed density profiles to account for lower wavelength smearing.

2.1 Simulation Protocols

To prepare our systems for slab simulations, we initially performed an energy minimization

in the bulk using the steepest descent algorithm. Each system was then equilibrated at

300 K by slowly increasing charges from 1% to their target value while decreasing pressure

from 50 bar to 1 bar in 4.2 ns. During this preliminary equilibration step, the V-rescale

thermostat45 and Berendsen barostat46 as coded in GROMACS36,37 were used. Following

this, a simulated annealing protocol was used in which the temperature was increased to

750 K and slowly decreased to 650 K in 8 ns. Further equilibration in the bulk at constant

temperature and pressure was carried out using the Nose-Hoover thermostat47,48 and the

Parrinello-Rahman barostat49 at 650 K for 60 ns. Final box dimensions in the bulk for

the largest simulation box with 3000 ion pairs were 8.66023 nm × 8.66023 nm × 25.98068

nm. During equilibration, the Leap-frog algorithm50 was used with a time step of 1 fs to

integrate equations of motion. The Particle Mesh Ewald (PME)51,52 method with B-spline

interpolation of order 4 and Fourier grid spacing of 1.2 Å was used to compute electrostatic

interactions. Short range Coulomb and Lennard-Jones cutoffs were set to 1.5 nm.

For our simulations in the slab configuration, we used the EW3DC53,54 PME protocol

that includes the Yeh-Berkowitz correction approximating the 2-D Ewald Sum. The already

well-equilibrated bulk system was further equilibrated in the NVT ensemble for 5 ns. After

that, the system was placed at the center of a 8.66023 nm × 8.66023 nm × 103.92272
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nm box so that the length of the empty space between periodic slabs (77.94204 nm) was

significantly larger than the lateral box length. According to the original studies by Yeh and

coworkers,53,54 this ensures the applicability of the EW3DC algorithm. Now in the presence

of the interface, these simulations were then followed by a 5ns NVT equilibration and a 8 ns

simulated annealing in which the temperature was increased to 750 K and slowly decreased

to our final target temperature of 425 K. Production runs in the slab configuration at 425

K were 200 ns in duration and the last 180 ns were used for analysis. For slab simulations,

a time step of 1 fs and the leap-frog integrator were used to integrate equations of motions.

Separately, for the calculation of bulk structure functions in Fig. 2, a protocol similar

to that used here for equilibrating the bulk structure was used, except that the final target

temperature was 425 K to match that of the interfacial studies and production runs were 60

ns in duration. For all systems, reported results in this article are from production runs at

425K.

2.2 The Partitioning of the Normalized Reflectivity in Terms of

Ionic-Liquid Structural Subcomponents

Since from our classical molecular dynamics simulations what we get is atomic positions,

we aim to compute the reflectivity in terms of those. The q-dependent X-ray reflectivity is

defined as55–57

R(q) =

(
4πre
qAuc

)2

|F (q)|2 (1)

where re, Auc are the electron radius and unit area respectively and

F (q) =
∑
j

fj(q)e
iq·rj .

In our case Auc is the simulation box area in the X-Y plane. In F (q), the sum extends over

all atoms j with q dependent X-ray atomic form factor fj(q) and is evaluated for q = (0, 0, q)
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corresponding to the reflectivity condition. To preserve the desirable concept of a thermally

broadened density profile that gives rise to a reflectivity intensity, we cast this sum in terms

of integrals of time averaged atomic densities ρi(z)

∑
i

∫ ∞

−∞
ρi(z)fi(q)e

iqzdz =
∑
i

fi(q)ρi(q) =
∑
i

Fi(q) = F (q),

where i now labels atom-types. This commonly used approximation22,55–64 where the en-

semble average is taken for the density instead of for the norm squared of F (q) implies that

thermal roughness is included but there is no roughness correlation at the interface. In

practice, this means that such height-height correlations are very short-ranged.62 Therefore,

Eq. 1 becomes

R(q) =

(
4πre
qAuc

)2∑
i

∫ ∞

−∞
fi(q)ρi(z)e

iqzdz

2

.

Numerically, it is advantageous to take Fourier transforms of the derivatives of the atomic

number densities because these become zero both in the positive and negative directions

away from the interface. This is achieved via integration by parts.61,65

R(q) =

(
4πre
qAuc

)2∑
i

∫ ∞

−∞

fi(q)ρ
′
i(z)e

iqzdz

iq

2

=

(
4πre
q2Auc

)2∑
i

∫ ∞

−∞
fi(q)ρ

′
i(z)e

iqzdz

2

=
RF (q)

ρ2A2
uc

∑
i

∫ ∞

−∞
fi(q)ρ

′
i(z)e

iqzdz

2

= RF (q)

 1

ρ∞

∑
i

∫ ∞

−∞
fi(q)ρ

′
i(z)e

iqzdz

2

,

so that the normalized reflectivity becomes

R(q)

RF (q)
=

 1

ρ∞

∑
i

fi(q)

∫ ∞

−∞
ρ′i(z)e

iqzdz

2

. (2)

Where ρ is the bulk liquid electron density away from the interface and ρAuc = ρ∞; RF (q)

corresponds to the reflectivity of a featureless step function interface.

To better understand the contribution of different liquid subcomponents to the normal-

ized reflectivity, we partition R(q)
RF (q)

into contribution of polar and apolar subcomponents as
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well as further subdivide the polar part into positive and negative sub-ionic contributions.

For simplicity, all atoms in C[2]-mim+ are considered part of the positive partition and all

atoms in C[2]-OSO−
3 are considered part of the negative partition. The equivalent atoms in

C[8]-mim+ (C[8]-OSO−
3 ) are considered positively (negatively) charged whereas the rest are

considered part of the apolar partition. With this definition we have

R(q)

RF (q)
=

 1

ρ∞

{ ∑
k∈(+)

fk(q)FT (ρ′k(z)) +
∑
l∈(−)

fl(q)FT (ρ′l(z)) +
∑

m∈(apolar)

fm(q)FT (ρ′m(z))

}2

,

(3)

where the k, l,m indexes span the atoms included in each subclass. Each of the individual

sums is a complex function of q and the norm squared in Eq. 3 results in six different real

terms.

R(q)

RF (q)
=

R+(q) + R−(q) + Rapolar(q) + R+/−(q) + R+/apolar(q) + R−/apolar(q)

RF (q)
. (4)

The analogous splitting based only on polar and apolar subcomponents is

R(q)

RF (q)
=

Rpolar(q) + Rapolar(q) + Rpolar/apolar(q)

RF (q)
. (5)

The reader can find the general derivation for an arbitrary number of disjoint partitions in

the Supporting Information (Eqns. S1 through S6). The equations in this section should

be contrasted with the polar-apolar and positive-negative partitions of the bulk structure

function S(q) as derived in our prior publications.31–35,66–68 Just like in the analysis of the

bulk structure function S(q),30–35,66,68 the self and cross terms in Eqns. 4 and 5 can give

rise to peaks and antipeaks with rich underlying information about IL structure but in this

case under a situation of broken symmetry. Just like with the bulk S(q), this information is

concealed in R(q)
RF (q)

due to massive cancellations of out-of-phase density oscillations.

In this article, we only study the normalized reflectivity of our largest system for which

interfacial structural oscillations completely decay and a bulk-like liquid is observed beyond
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it. The approximation is that there is only one interface, and away from it the bulk liquid

extends to infinity. Due to the use of the kinematical approximation61 and limitations

associated with our box length, R(q)/RF (q) should only be considered accurate above ≈ 0.5

nm−1.

3 Results and Discussion

3.1 Real Space Analysis of the Density Profiles

We study two systems, one in which our 50% mixture of two ILs results in a film that is

about 6 nm in thickness and a second where the thickness is about 24 nm. Figures 3 (left)

and (right) show color-coded density profiles highlighting polar and apolar subcomponents

with the polar subcomponent further divided into the contribution of larger and smaller ions.

Associated with these profiles we also show composite snapshots of our systems consisting

of 90 frames each spaning from 20 ns to 200 ns in the production run.

We find that the 6 nm film is highly ordered. Since the persistence lengthscale of each

interface is longer than 3 nm, density oscillations from each side do not completely decay

but instead meet in the middle and are correlated. This film is essentially two correlated

interfaces with no bulk liquid in between. Instead, we find for our 24 nm film that after about

two oscillation cycles of the subcomponent density profiles these go mostly flat indicating

a complete decay lengthscale of about 6 nm. Interestingly, both for the narrow and wider

films, trends are quite similar with an outermost layer being apolar followed by charged

contributions of the larger ions and then from the smaller ions followed by a second apolar

layer.

Figures 4 (left) and (right) reveal that the polar layer is actually two different adjacent

layers that partially overlap. Approaching the system from the vacuum interface one finds

first the charged heads of C[8]-mim+/C[8]-OSO−
3 and deeper the charges of C[2]-mim+/C[2]-

OSO−
3 . Overall, this results in a first polar slab that is significantly thicker than the adjacent
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Figure 3: For our two systems, graphs show atomic density profiles. The profile for apolar
tails is in black, for the polar subcomponents consisting of the cationic and anionic heads of
C[8]-mim+/C[8]-OSO−

3 is in red and for the C[2]-mim+/C[2]-OSO−
3 ions is in green. Atomic

components included in each profile are also depicted as sticks and color-coded on the right
side. On top of each set of density profiles, we show an overlay of 90 frames across the
full production trajectory highlighting the position along the Z-direction where individual
density maxima occur. For our largest system, atop of the simulation frames we also show a
cartoon representation of the unsymmetric distribution of longer- and shorter-tail ions away
from the interface. This pattern of charge alternation across ions of different size that is not
lateral (i.e. not in the X-Y plane) has an effect on the normalized reflectivity which can be
teased out by the peaks and antipeaks analysis.
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Figure 4: Color-coded symmetrized (about the center of the box) density profiles in the
vicinity of the interface for positive, negative and apolar sub-ionic components for the small
(left) and large (right) films. In all cases, insets show corresponding symmetrized full density
profiles. For the larger film, and as a function of distance from the vacuum interface we find
first an apolar monolayer, followed by the charges of the larger ions and then by those of the
smaller ions. A second apolar bilayer forms beyond this as highlighted in Fig. 5 as well as
in a cartoon format atop Fig. 3 (right).

A more nuanced analysis of the interface results from the analysis of the orientational

order parameter P1(θ) in Fig. 5 equivalent to the signed Z-component of a unit vector

connecting the position of fourth-to-last and last (terminal) carbon atoms in the tail of

C[8]-mim+(almost equivalent results are obtained from the orientational analysis of C[8]-OSO−
3 ;

data not shown). As expected, we notice that tails at the interface point towards the vac-

uum. Connected to these tails are charged subcomponents of C[8]-mim+ and C[8]-OSO−
3 ,

and adjacent to these but deeper in the liquid-phase are C[2]-mim+ and C[2]-OSO−
3 ions.

However, in order to form a second apolar layer away from the interface, a fraction of the

tails of the long ions still within the first charged density peak must point inside towards

the liquid. In other words, longer ions in the first density oscillation must contribute to the

outer apolar layer but also to the inner apolar bilayer.

Vertical and horizontal dashed blue lines in Fig. 5 highlight the location for orientation

change of C[8]-mim+ ions. To the left of the first vertical dashed line P1(θ) is negative,
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corresponding on average to tails pointing towards the vacuum interface. In between vertical

lines P1(θ) is positive, meaning that here on average apolar tails are pointing inwards towards

the liquid phase. These inward pointing tails contribute to the outermost portion of the

second apolar density peak (the apolar density profile is shown in the red in Fig. 5). Past the

second dashed vertical line, P1(θ) is again negative indicating that on average the innermost

portion of the second density peak has tails pointing outward toward the vacuum interface

forming what we interpret as a bilayer. In other words, the first apolar density peak is

oriented towards the vacuum, whereas the second apolar density peak is first oriented towards

the inside liquid phase but deeper it is oriented towards the vacuum interface. This is

highlighted by the color-coded ion models atop Fig. 5. Beyond these oscillations in P1(θ)

we see the function decay to zero showing no preferential tail orientations consistent with

bulk-like behavior. For simplcity, we do not include the role of the smaller ions in this figure,

but it should be understood that a significant accumulation of these occur just after the first

layer of charge from the larger ions.

Whereas most of the charge alternation –the hallmark feature of ionic liquids– occurs

laterally (not along Z), and is therefore not detectable by specular reflectivity, there is a

Z-dependent component due to the distinctly different preference for the longer ions at the

vacuum interface. Such intra-layer behavior should be almost impossible to pick out from
R(q)
RF (q)

, but becomes clear using the peaks and antipeaks analysis from section 3.2.

Whereas Fig. 3 shows an outer layer that is completely covered in apolar tails, this is

only because these are composite snapshots. Individual snapshots show enhancement of tails

at the interface but not full coverage (see comparison between instantaneous and composite

snapshots in Fig. 6). Similar behavior has been observed for a different system in reference

69. In our study, this is in part due to the fact that charged ions have to contribute both to

the outer apolar monolayer and the inner apolar bilayer.

From the integration of our density profiles, we can provide estimates to the commonly

reported27,70 surface area per hydrophobic tail at the vacuum interface. The estimation
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Figure 5: For our thicker film, in black, order parameter P1(θ) denoting the Z-component
of a unit vector pointing from fourth-to-last carbon to the terminal carbon in the tail of
C[8]-mim+. Negative values of this function correspond to outward (towards the vacuum
interface) pointing tails whereas positive values correspond to inward (towards the bulk)
pointing tails. Overlayed and not up-to-scale in red and green are charged and apolar density
profiles for the same cation respectively. Molecular representations show schematically the
direction of ions associated with the order parameter.
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Figure 6: For the thinner film at the vacuum interface, top view (Z-axis coming out
of the page) of (left) a single simulation snapshot highlighting apolar tails (black), po-
lar cationic and anionic heads of C[8]-mim+/C[8]-OSO−

3 (red), and C[2]-mim+/C[2]-OSO−
3

(green); (right) ninety simulation frames overlapped according to the same representation
scheme spanning the last 180 ns of the production run. Similar results are obtained for the
thicker film (data not shown).
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depends on the value one chooses as inner limit to this integral. If we chose to integrate

up to the Z value corresponding to P1(θ) = 0, the area per tail is 0.32 nm2, if instead we

integrate up to the first minimum (first maximum) of the apolar density profile, the value is

0.37 nm2 (0.80 nm2).

3.2 Prediction and Analysis of the Normalized Reflectivity

For Ionic Liquids in the bulk with significant apolar tails, two types of alternations exist

giving rise to prominent peaks and antipeaks in subcomponents of S(q).30–34 At low q values

(commonly below 5 nm−1) there is a prepeak that is due to the alternation between charges

and tails –same class correlations (polar-polar, apolar-apolar) of atomic subcomponents give

rise to peaks whereas opposite class (polar-apolar) correlations result in what we have called

in prior publications antipeaks–; for our composite system in the bulk phase this is depicted

in Fig. 7 (left). Instead, at q ≈ 10 nm−1, one finds the hallmark characteristic of all ILs

which is positive and negative charge alternation –same class correlations (positive-positive,

negative-negative) between ionic subcomponents give rise to peaks whereas opposite class

correlations (positive-negative) result in antipeaks–; this can be clearly seen from Fig. 7

(right).

Fig. 8 (left) shows the computed normalized reflectivity R(q)
RF (q)

for our IL mixture as well

as its polar-polar, apolar-apolar and polar-apolar subcomponents based on Eqn. 5. As far

as we are aware, no experimental reflectivity data exist for our mixture of ILs, however, the

reader is encouraged to compare our computational results against the reflectivity of other

ILs showing similar characteristics (see for example Fig. 6 in reference 22, top curves in Fig.

5 (a) and (b) of reference 65 and in particular the reflectivity of Cnmim/Ntf2 for n in the

range 6-8 in Fig. 1 of reference 27).

Except for a very small dip only noticeable when plotted in log-scale at about 6.6 nm−1

–which we discuss below in section 3.2.2– the overall R(q)
RF (q)

in Fig. 8 (left) appears to be

a featureless sigmoidal-like function. Instead, the polarity splitting of R(q)
RF (q)

reveals the
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underlying structure of the interface. Two peaks corresponding to polar-polar and apolar-

apolar correlations can be observed with a corresponding antipeak for the polar-apolar cross-

term. The sum of these three curves each with a clearly identifiable maximum or minimum

gives rise to the overall peakless R(q)
RF (q)

.

Fig. 8 (left) should be contrasted against Fig. 7 (left) because there is a clear connection

between the peaks and antipeaks observed for subcomponents of R(q)
RF (q)

and those associated

with the first sharp diffraction peak or prepeak in S(q) of the bulk mixture. The interface-

patterned density oscillations of polar and apolar liquid subcomponents exist also in the

bulk but with random time-dependent orientations; this is why Fig. 8 (left) and Fig. 7 (left)

are qualitatively so similar. From Fig. 8 (right) we see that consistent with the behavior

at q values associated with the first sharp diffraction peak in the bulk, correlations between

positively and negatively charged ionic components contribute to R(q)
RF (q)

as peaks;31,33,34 this

is because in this q-region these are same-type –both polar– correlations. This is in contrast

to the typical antipeak observed for positive-negative subcomponents of S(q) in the charge

alternation region around 10 nm−1 where they behave as opposite-type –opposite charge–

correlations (see Fig. 7 (right)). Splittings of R(q)
RF (q)

in Fig. 8 (right) based on Eq. 4, highlight

same-type positive-positive and negative-negative behavior (peaks) as well as positive-apolar

and negative-apolar antipeaks at similar but not identical q values. This is the same polar-

apolar layering highlighted in Fig. 8 (left) which can also be gleaned in real space from Fig. 3

(right).

3.2.1 What in Practice Determines the Peak Position of the Subcomponents of
R(q)
RF (q)

?

We notice that the peak position for polar-polar correlations in Fig. 8 (left) and those for

positive-positive, negative-negative and positive-negative correlations in Fig. 8 (right) appear

at lower q values than that for the apolar-apolar correlations. What makes this so?

Figures 9 show symmetrized (about the middle of the simulation box) real-space density
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profiles for polar and apolar subcomponents in the left panel and apolar, positive and negative

subcomponents in the right panel. We see from Fig. 9 (left) that the first density peak for

the apolar subcomponent is narrow (see also column 5 in Tab. 1). This means that the first

apolar layer is compact and organized. Instead, the first polar layer is formed by overlapping

charge layers first from C[8]-mim+/C[8]-OSO−
3 and second from C[2]-mim+/C[2]-OSO−

3 . It is

this difference in first layer thickness as well as the distance in real space between peaks that

results in the charged subcomponent contributing at lower q values. We see from Tab. 1, that

the q value associated with the maximum in subcomponents of R(q)
RF (q)

correlates reasonably

well both with the spacing between the first two real-space density maxima as well as the

width of each first layer.

Table 1

Subcomponent q (nm−1) 2π/q (nm) Peak distance (nm) First peak width (nm)
Polar 2.52 2.49 2.36 2.84

Apolar 2.85 2.20 2.06 2.08
Based on Fig. 8, column 2 shows the q value for maximum. Using this q value, column 3
shows the real space distance 2π/q; column 4 shows the distance between first and second
density maxima in Fig. 9 (left), and column 5 the approximate width (bottom-to bottom)

of the first density maximum in Fig. 9 (left).

The polar and apolar density subcomponents depicted in Fig. 9 (left) can be fitted to an

analytical function of the form (see Fig. S2 in the SI),

ρi = {1 + erf(
z − z

′

σ
)}{A · sin[k(z − z0)] · e−

z−z0
l0 +

ρi,∞
2

} (6)

where l0 controls the persistence length of oscillations into the bulk-like liquid phase, k,A

the periodicity and amplitude, σ in the error function controls the sharpness of the interface

and z0, z
′ are fitting parameters controlling the location of the interface. It is clear from

this expression that even though a single sine function is involved, the density oscillations

will not be governed by a unique periodicity; furthermore, peaks will not be symmetric.

In practice, the first density peak’s width is most heavily influenced by the error function
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controlling the sharpness of the interface, while the second density oscillation is asymmetric

due to the exponential controlling the spatial decay of oscillations.
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Figure 9: For our larger film system, we show color-coded symmetrized (about the center of
the box) density profiles for polar and apolar subcomponents (left) and apolar, positive and
negative subcomponents (right).

3.2.2 Structural Effects of Mixing: Charge and Polarity Alternation Along the

Z-direction at the Interface

For ILs, one expects that at the liquid-vacuum interface charge alternation should have

a majority component that is lateral and cannot be detected from specular reflectivity

which only probes density profiles along the Z-direction. However, in our system the larger

C[8]-mim+/C[8]-OSO−
3 ions have a preference for the interface when compared with those

in C[2]-mim+/C[2]-OSO−
3 . In other words, our system is likely significantly more polar

beneath the apolar blocking layer than would otherwise be expected in the case of neat

C[8]-mim+/C[8]-OSO−
3 . This concentration gradient (large ion charges close to the surface

and small ion charges deeper in) results in an additional form of charge-charge alternation

that occurs along the Z direction as opposed to in the X-Y plane. It is not unreasonable to

expect such Z-dependent broken symmetries in charge alternation to occur even in the case

of neat ILs when cations and anions possess different size, geometry or hydrophobic char-
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acteristics; however, capturing this from the experimental R(q)
RF (q)

should be quite challenging

and this is where the peaks and antipeaks analysis becomes most useful.

From Fig. 8 (left) we see that the black line provides scant information on the q value for

polar-apolar alternation patterned by the interface and even less on phenomena occurring at

shorter distances (larger q). Yet, hint of a structural feature can be gleaned in logarithmic

scale at around 6.6 nm−1. We will show that this feature, which is of very low intensity,

is related to cancellations of self and cross terms in R(q)
RF (q)

associated with the real-space

out-of-phase oscillation of the density profiles of large and small ions.

To address the complexity of extracting higher q (lower distance) information from R(q)
RF (q)

we further split polar contributions to R(q)
RF (q)

into those of C[8]-mim+/C[8]-OSO−
3 as separate

from those of C[2]-mim+/C[2]-OSO−
3 . By doing this we are able to identify in reciprocal

space (1) the q values at which real-space charge oscillations across large and small ions

species constructively or destructively interfere and (2) how the Z-dependent distributions

of large and small ion charges differently interfere with the apolar layers.

Figure 10 shows self and cross correlations contributing to R(q)
RF (q)

. All self terms are

positive-definite and peak approximately at the position corresponding to the bulk prepeak;

this is simply indicative of polar-apolar alternations away from the interface. More inter-

esting are the cross terms linking the charged subcomponents of C[8]-mim+/C[8]-OSO−
3 and

C[2]-mim+/C[2]-OSO−
3 as well as each of these with the apolar subcomponent. In Fig. 10, the

dashed green line coupling charges in C[8]-mim+/C[8]-OSO−
3 with those in C[2]-mim+/C[2]-

OSO−
3 grows to reach a positive peak at low q followed by a negative antipeak at higher q

value. Instead, brown and purple dashed lines coupling charges with apolar subcomponents

decrease to form a negative antipeak and then approach zero at higher q values. The purple

curve goes through a second maximum before decaying to zero. We can explain this very

generic reciprocal space cross-term behavior by using a highly simplified model in which

C[8]-mim+/C[8]-OSO−
3 and C[2]-mim+/C[2]-OSO−

3 charges as well as the apolar subcompo-

nent have identical real space density profiles but distinct spatial shifts with respect to the
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interface origin. Figure 11 shows three scenarios in real space and corresponding reciprocal
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Figure 11: (Left) In real space, three scenarios are depicted where identical idealized density
profiles are shifted by different amounts. The color code is defined to match that of the self
terms in Fig. 10, blue for the apolar subcomponent, red for charges in the small ions and
black for charges in the large ions. (Right) Cross-terms in reciprocal space color-coded to
match those in Fig. 10. Green corresponds to the idealized cross-term contribution of large
and small ion charges, brown to the idealized cross-term contribution of apolar and large ion
charge and purple to the idealized cross-term contribution of apolar and small ion charge to
R(q)
RF (q)

. These should be contrasted to the very similar cross terms in Fig. 10 resulting from
simulation.

space where a simple idealized density profile is shifted by different amounts. These three
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scenarios are constructed in analogy to the behavior of cross-terms in Fig. 10. If the shift in

the Z direction is zero, then the cross term would be positive definite (like the self terms)

and no negative antipeak would be possible. This for example, would be a scenario where

large and small ion charges behave identically with no selective preference for the interface.

Instead, a small shift, associated with the selective preference for charge of larger ions at the

interface when compared to that of the smaller ions results in a positive peak at low q and

a negative antipeak at larger q (compare dashed green lines in Figs. 10 and 11).

Larger shifts between two density profiles abolish the low q cross term peak and introduce

more prominent negative antipeaks. Such scenarios occur for the charge of both large and

small ions when coupled to apolar tails. In the case of the small ions the first peak in the

idealized real-space charge distribution is past the first minimum of the apolar distribution

(the shift is larger than half a period) and has overlap with the second apolar maximum.

This results in a negative antipeak at lower q followed by a positive peak at larger q (compare

dashed purple lines in Figs. 10 and 11).

At this point we can begin to interpret the small feature in log scale at around 6.6 nm−1

in the inset of Fig. 8(left). This feature results from the complicated interplay of self terms

decaying at this q value in Fig. 10 and some of the cross terms increasing, as can be seen

from the inset Fig. 10. In particular, the distinct (preferential) behavior of large vs. small

ions at the interface has an important role as we see dashed purple and brown curves having

opposite slopes at this q value.

4 Conclusions

This study posed the question of whether a mixture of ILs with ions possessing both short

and long alkyl tails could be used to form a surface apolar layer that would enclose the more

polar subcomponent. The answer to this is yes, and the apolar component is narrow on the

order of a single ionic layer. For a very thin film of less than 10 nm, one obtains a highly
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structured set of apolar and polar layers that are highly correlated from one interface to the

other and no bulk-like liquid in between. For a thicker film in which the width is larger

than twice the density decay correlation length away from the interface, clear interfacial

and bulk-like regions can be distinguished. At the temperature for this study, the decay of

correlations away from the interface occurs at about 6 nm. The first layer is apolar followed

by a thicker polar layer (consisting of charges both from long and short ions) and a third

apolar bi-layer.

Because the temperature for this study is fairly high and tail lengths are moderate,

the normalized reflectivity R(q)
RF (q)

looks like a featureless decaying function of q. Yet, the

partition of this function into polar, apolar, positive and negative subcomponents reveals

the rich oscillatory nature of the ions at the interface. Further partitioning the normalized

reflectivity into the contribution of big and small ionic components reveals complex behavior

occurring at larger q values likely impossible to dissect without this type of analysis.

One of the most interesting aspects of this study is that charge alternation which is ex-

pected to be mostly a lateral phenomenon can also have a Z-dependent component if the ions

have preferential behavior at the interface. How such behavior manifests for other systems,

and whether this can be manipulated by electric fields or the nature of solid interfaces is

intriguing not only from a scientific perspective but for very practical applications such as

tribology. The peaks and antipeaks study of subcomponents of R(q)
RF (q)

opens wide opportuni-

ties for analysis of soft matter behavior from the interface all the way deep into the liquid

phase.
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