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AbstrAct

A recent study predicts that by 2020, up to 
50 billion Internet of Things (IoT) devices will be 
connected to the Internet, straining the capacity 
of the wireless infrastructure, which has already 
been overloaded with data-hungry mobile appli-
cations. How to accommodate the demand for 
both massive-scale IoT devices and high-speed 
cellular services in the physically limited spec-
trum without significantly increasing the oper-
ational and infrastructure costs is one of the 
main challenges for operators. In this article, we 
introduce a new multi-operator network sharing 
framework that supports the coexistence of IoT 
and high-speed cellular services. Our framework 
is based on the radio access network sharing 
architecture recently introduced by 3GPP as a 
promising solution for operators to improve their 
resource utilization and reduce system roll-out 
cost. We evaluate the performance of our pro-
posed framework using real base station loca-
tion data in the city of Dublin collected from 
two major operators in Ireland. Numerical results 
show that our proposed framework can almost 
double the total number of supported IoT devic-
es that can be supported and simultaneously 
coexist with other cellular services.

IntroductIon
The Internet of Things (IoT) is a holistic framework 
for supporting the communication of intelligent 
devices and services that are employed in diverse 
verticals, including e-health, environment control, 
smart city, and autonomous vehicles. It is con-
sidered as the key technology to fulfill the fifth 
generation (5G) vision of ubiquitous connectiv-
ity. The fast proliferation of IoT applications has 
been driven by continuous decrease in cost, size, 
and power consumption of IoT devices and the 
rapidly growing demand for intelligent services. 
According to Cisco, by 2020, up to 50 billion IoT 
devices will be connected to the Internet via cellu-
lar networks, generating over $1.9 trillion in reve-
nue across a wide variety of industries [1].

Because no frequency bands are exclusively 
allocated to IoT services, IoT devices must share 
spectrum with other technologies. The Third Gen-
eration Partnership Project (3GPP) has recent-
ly introduced multiple solutions that enable the 
coexistence of IoT services and regular cellular 
services. The main challenge for operators is there-

fore to accommodate the traffic generated by 
both IoT and fast-growing high-speed cellular ser-
vices (e.g., enhanced mobile broadband [eMBB]) 
without significantly increasing their operational 
and infrastructure costs. Recent 3GPP LTE stan-
dards promote the idea of network sharing, that 
is, allowing operators to share radio access net-
work (RAN) resources, including network infra-
structure and spectrum, to improve the utilization 
of individual operators’ resources and reduce the 
system roll-out cost/delay. Recent studies report-
ed that network sharing has the potential to save 
more than 50 percent of the infrastructure cost 
in 5G deployment for a typical European cellular 
operator [2].

Despite its great potential, it is known that 
network sharing between multiple operators 
could significantly increase the implementation 
complexity of wireless systems. In addition, 
3GPP’s network sharing architecture is main-
ly introduced to support high-speed data ser-
vice in which a single operator can temporally 
access a much wider frequency band to sup-
port the high-throughput service requested by 
a single user equipment (UE). However, IoT 
devices typically generate low-throughput traf-
fic, and their data transmission can be intermit-
tent. How to quickly establish a large number 
of data connections and allocate the required 
frequency bands for massive-scale IoT devices 
that can be associated with multiple operators 
is still an open problem. 

In this article, we propose a novel network 
sharing framework that allows coexistence of IoT 
and high-speed data services across multiple oper-
ators. Our proposed framework is based on the 
active RAN sharing architecture recently intro-
duced in 3GPP Releases 13–15. We present mul-
tiple new design solutions aimed at reducing the 
implementation complexity of network sharing 
for IoT applications. Furthermore, we simulate a 
multi-operator cellular system using actual base 
station (BS) location information obtained from 
two major telecommunication operators in Ire-
land. Such trace-driven simulations are used to 
evaluate the performance of our proposed frame-
work under various practical scenarios. The rest 
of this article is organized as follows. We provide 
an overview of recent 3GPP solutions on IoT and 
discuss the challenges for massive deployment of 
IoT services in cellular networks. We then intro-
duce our proposed framework and discuss vari-
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ous design issues. Finally, we present numerical 
results to demonstrate the potential of our pro-
posed framework.

current solutIons And  
chAllenges for Iot
Iot solutIons of 3gPP

Three solutions have been standardized by 3GPP 
for cellular IoT deployment: extended coverage 
GSM IoT (EC-GSM-IoT), narrowband IoT (NB-IoT), 
and enhanced machine-type communication 
(eMTC) [4, 5]. EC-GSM-IoT operates on lega-
cy GSM bands and can support up to 240 kb/s 
peak data rate over a 200 kHz channel. It applies 
advanced repetition and signal combining tech-
niques to further extend the service coverage. 
NB-IoT is new radio added to LTE. It focuses on 
low-end IoT applications. For example, T-mobile 
recently announced plans to provide NB-IoT ser-
vice at a rate of $6 per year per device with up 
to 12 MB of data. This service can achieve up to 
250 kb/s peak data rate over 180 kHz bandwidth 
on a GSM or LTE band, or on an LTE guard-band. 
eMTC is derived from LTE, but with new power 
saving functions that can support up to 10 years of 
operation with a 5 Wh battery. Due to its low trans-
mit power, eMTC can coexist with high-speed LTE 
services. eMTC devices can support up to 1 Mb/s 
data rate in both uplink and downlink over 1.08 
MHz bandwidth. We summarize the main specifi-
cations of 3GPP IoT solutions in Table 1.

To further improve the battery life of IoT devic-
es, all IoT solutions adopt a discontinuous recep-
tion (DRX) cycle, similar to LTE. In this setting, 
each device will periodically check the system 
information broadcast on the control channel 
according to the DRX cycle and only request 
a channel connection if it identifies a service 
request (e.g., receiving calls, messages, and con-
nection requests). A typical LTE device can have 
up to 2.56 s of DRX cycle. 3GPP further extended 
the concept of DRX by introducing new extended 
DRX (eDRX) power saving modes for all three 
IoT solutions. In particular, two modes have been 
introduced for NB-IoT and eMTC: connected 
mode (C-eDRX) and idle mode (I-eDRX).} C-eDRX 
supports 5.12 s and 10.24 s of DRX cycles for 
eMTC and NB-IoT, respectively. In I-eDRX, the 
DRX cycle can be further extended to 44 min and 
3 h for eMTC and NB-IoT, respectively. EC-GSM-
IoT supports up to 52 min of DRX cycles. 

chAllenges for MAssIve Iot dePloyMent

In spite of the strong push from industry and 
standardization organizations, many challenges 
remain to be addressed for massive deployment 
of IoT. 

Coexistence of Massive IoT and High-Speed 
Cellular Services: Motivated by the fact that IoT 
devices require low transmit powers and narrow 
bandwidth, most existing works focus on devel-
oping optimal power control, channel alloca-
tion, and scheduling algorithms for IoT services 
to adapt to the dynamics of the coexisting cellu-
lar traffic. However, IoT devices are usually low-
cost with limited processing capacity to calculate 
and instantaneously adjust their transmit powers 
and channel usage. Some recent works suggest 
deploying edge/nano-computing servers at the 

edge of the network (e.g., BSs) to collect the nec-
essary information and make decisions for near-
by IoT devices [6]. These solutions make optimal 
resource allocation and instantaneous interfer-
ence control possible for IoT devices. However, 
deploying new infrastructure such as edge serv-
ers, enhanced/upgraded BSs, and new inter-
faces to support coordination and information 
exchange between BSs and edge servers requires 
extra investment from operators. For example, 
recent announcements from AT&T and Verizon 
revealed that billions of dollars are required to 
upgrade their infrastructure for supporting IoT-
based 5G networks. Such investment will eventu-
ally be reflected in higher charges to end users. 

Excessive Overhead and Inefficiency of Ran-
dom Access Channel Procedure: Another issue 
is that the random access channel (RACH) proce-
dure currently used in LTE and GSM incurs high 
energy consumption and a significant amount 
of signaling overhead to establish connections 
between devices and network infrastructure. 
Directly extending this procedure to IoT systems 
is uneconomical and unrealistic. In particular, it 
has been reported that in a typical cellular system, 
transmitting 100 bytes of payload from a mobile 
device requires up to 59 B and 136 B of over-
head on the uplink and downlink, respectively [7]. 
In addition, the RACH procedure was original-
ly designed to support only a limited number of 
mobile devices (around 100 mobile devices per 
cell). For example, if a device tries to establish a 
connection, it must randomly choose a preamble 
signal sent to the BS over the physical random 
access channel (PRACH). In existing LTE systems, 
each device can only choose one preamble from 
a set of 64 pre-defined preamble signals. If two or 
more devices choose the same preamble, a con-
flict will happen, which will result in retransmission 
and further delay in resource allocation. 

Diverse Quality of Service (QoS) Require-
ments: Another challenge related to the diverse 
requirements of IoT services is that existing IoT 
solutions treat data generated by different IoT 
services the same. In particular, for some mas-
sive-type IoT applications, such as long-term 
environmental monitoring and parcel tracking, 
a certain amount of data loss and data delivery 
latency can be tolerated. However, in mission-crit-
ical IoT applications, such as fire/gas alarm, health 
monitoring, and traffic safety, data delivery must 
be instant and highly reliable. How to differentiate 
the service requirements for different applications 
and distribute appropriate resources to meet the 
needs of various IoT services is still an open prob-
lem.

Table 1. IoT Solutions in 3GPP Release 13 [3].

EC-GSM-IoT NB-IoT eMTC

Frequency
850–900 MHz and 
1800–1900 MHz 
GSM bands

2G/3G/4G spectrum between 
450 MHz and 3.5 GHz; sub-2 
GHz bands are preferred for 
applications requiring good 
coverage

Legacy LTE 
between 450 MHz 
and 3.5 GHz

Bandwidth 200 kHz 180 kHz 1.08 MHz

Maximum transmit 
power

33 dBm, 23 dBm 23 dBm, 20 dBm 23 dBm, 20 dBm 
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Mobility Management and Traffic Dynam-
ic Control: Due to the mobility of UEs and IoT 
devices, as well as the time-varying traffic of dif-
ferent services, the resource demand and LTE/
IoT coexisting topologies can be dynamic. Most 
existing solutions are focused on optimizing the 
long-term performance based on a priori knowl-
edge and/or prediction results. For example, an 
IoT device can predict the future change of its 
movement, change of data traffic, as well as activi-
ties of other UEs in its proximity, so it can prepare 
for the future (e.g., scheduling/reserving a certain 
amount of bandwidth for future use if it predicts 
that these resources will soon be limited). How-
ever, always relying on each IoT device to predict 
its resource needs is impractical due to the limited 
processing capability. Currently, there is no sim-
ple and economical solution that allows each IoT 
device to instantaneously adapt to the environ-
mental dynamics without sacrificing the device’s 
cost and battery life.

MultI-oPerAtor network shArIng for 
MAssIve Iot

Inter-oPerAtor network shArIng ArchItecture
The concept of network sharing was first intro-
duced in 3GPP Release 10 to allow multiple 
operators to share their physical networks. Early 
development of network sharing mainly focused 
on infrastructure sharing, also referred to as pas-
sive RAN sharing [8, 9]. In this scenario, operators 
share site locations and supporting infrastruc-
ture such as power supply, shelters, and anten-
na masts. However, each operator still needs to 
install its own antennas and backhaul equipment 
for individual usage. 3GPP Release 14 introduces 
the active RAN sharing architecture. Operators 
can now share their spectrum resources as well 
as core network equipments (i.e., eNBs) based 
on a network sharing agreement, which can 
include mutual agreement on legal, financial, and 
joint operations. To ensure efficient and secure 
resource management, a master operator (MOP) 
is designated as the only entity that manages 
resource shared among the participating opera-
tors (POPs). The MOP can be a third-party man-
ager designated by POPs. It can also be one of 
the POPs. In 3GPP’s architecture, the MOP may 
charge POPs based on the requested data vol-
ume and the required QoS.

According to the entities shared by POPs, 
active RAN sharing architectures can be further 
divided into two categories:
• RAN-only sharing, also called multi-operator 

core network (MOCN). Herein,, a set of BSs 
sharing the same spectrum can be accessed 
by all POPs. Each POP, however, maintains 
its own core network elements, including 
the mobility management entity (MME) and 
serving and packet gateways (S/P-GW). Each 
POP can connect its core network elements 
to the shared RAN via the S1 interface.

• Gateway core network (GWCN). In addition 
to sharing the same set of BSs, in GWCN, 
POPs can also share a common MME to fur-
ther reduce costs.
To simplify the exposition, in the rest of this 

section, we assume that each POP corresponds 
to a cellular operator which divides its network 

infrastructure and licensed spectrum into two 
parts: an exclusive use part, reserved and exclu-
sively used by itself, and a shared part that can be 
accessed by other operators. The shared parts of 
the infrastructure and spectrum of all the POPs 
are combined and managed by the MOP. Each 
IoT device or UE has already been assigned to a 
POP. The BSs of each POP need to calculate the 
channel reuse structure between the low-pow-
er NB-IoT devices and regular UEs so that the 
cross-interference between both channel-shar-
ing devices is below a tolerable threshold. In 
LTE, for example, the interference threshold for 
each UE is –72 dBm. If the exclusive use part of 
the spectrum is insufficient to support the traffic 
generated by the associated IoT and cellular ser-
vices, the POP can temporally request a portion 
of shared spectrum from the MOP. If the spec-
trum requests of a POP are approved, the POP 
can assign any of its traffic (IoT or cellular) to the 
shared spectrum without consulting the MOP. If 
the spectrum requested by all POPs exceeds the 
total amount of shared spectrum, MOP will parti-
tion the shared spectrum and assign the divided 
spectrum to each POP according to a prede-
termined mutual agreement. Both active RAN 
sharing architectures can be extended to our 
framework to support spectrum sharing between 
IoT and high-speed cellular services. In particular, 
RAN-only sharing allows each POP to adjust the 
traffic traversing through the shared network or 
its exclusive network resources according to the 
mobility of IoT devices (e.g., IoT services in wear-
able devices and vehicle networks). In this case, 
each POP needs to keep track of traffic dynam-
ics, and the required QoS requirements for both 
IoT services and its regular cellular services. The 
POP can then adjust the traffic sent through the 
shared infrastructure and its own exclusive infra-
structure accordingly.

In active RAN sharing, different POPs can 
access/rent different parts of the shared infrastruc-
ture (e.g., a set of BSs that can be accessed by all 
POPs). However, the BSs in the shared RAN must 
operate on the same spectrum. Based on the 
spectrum used by the shared RAN, the multi-op-
erator network sharing architecture can be further 
divided into the following two sub-categories, as 
illustrated in Fig. 1.

Spectrum Pooling: POPs can merge their 
licensed (GSM and/or LTE) bands to form a 
common pool to be used by the shared RAN, as 
shown in Fig. 1a [10]. Allowing the shared BSs to 
operate on the pooled spectrum can significant-
ly reduce the complexity of spectrum manage-
ment; that is, it is uneconomical and too complex 
to allow each BS to switch its operational bands 
when it has been rented by different POPs. Spec-
trum pooling has been considered as one of the 
main use cases for the network sharing archi-
tecture in 3GPP’s technical specification. In this 
architecture, each POP will need to coordinate 
with MOP’s network management controller for 
channel assignment to avoid inter-cell interfer-
ence between the BSs in the exclusive-use RAN 
and those in the shared RAN.

Spectrum Leasing: 3GPP’s architecture allows 
one of the POPs to serve as the MOP to manage 
and control the resource allocation of the shared 
RAN, as shown in Fig. 1b. In this case, it is possi-
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ble for one POP to lease a part of its BSs and the 
licensed band to be shared with other POPs. In 
spectrum leasing, to maintain the required QoS 
for the MOP, IoT and UEs associated with MOP 
can have the priority to access the shared spec-
trum. The POPs can only offload a limited traffic 
to the shared RAN if the resulting impact (e.g., 
throughput degradation) on the existing traffic 
of the MOP is below a tolerable level. If two or 
more POPs can lease their network infrastruc-
ture and licensed bands to each other at different 
time periods according to their traffic demands 
and resource availabilities, the spectrum leasing 
becomes equivalent to the mutual renting intro-
duced in METIS’ future spectrum system concept 
[11–13].

desIgn Issues

There are several important issues when deploy-
ing IoT services using our proposed multi-opera-
tor network sharing framework:

Fair Revenue Division Among Operators for 
Spectrum Pooling: In 3GPP’s network sharing 
architecture, MOP can charge services (e.g., IoT 
services) using the shared resource according to 
the data usage and required QoS profiles. One 
intrinsic problem is then how to divide the reve-
nue obtained by MOP from serving IoT among 
all the resource-sharing POPs. This revenue divi-
sion determines each POP’s perception of the 
fairness of the sharing, and will in turn affect its 
willingness to share the licensed band with oth-
ers. In other words, the revenue allocation must 
be fair in the sense that it needs to protect the 
interests of all the contributing operators and, 
more importantly, incentivize POPs to contrib-
ute their resources to the pool. In addition, to 
encourage operators with higher investment and 
more licensed spectrum resources to contribute, 
it must also take into consideration the contri-
butions of different operators. In other words, 
operators that contribute more resources should 
have a larger share of the revenue from the 
pool. Various fairness criteria have been investi-
gated for the spectrum pooling. In particular, in 
our previous work [10], we consider scenarios in 
which multiple operators form a spectrum pool 
and allow coexistence of their cellular service 
and other low-power services (e.g., IoT services) 
in the same band as long as the resulting inter-
ference is less than a tolerable threshold. We 
prove that operators can use the price charged 

to the spectrum access of low-power services to 
control the admission of devices. We also inves-
tigate the fair revenue division between resource 
sharing operators. This framework can be direct-
ly extended to analyze coexistence of IoT (e.g., 
eMTC) and cellular services. In this case, the IoT 
traffic admitted to the spectrum pool will be con-
trolled by the price of the MOP.

NOMA for Coexistence between Cellular 
UEs and Massive IoT: As mentioned earlier, the 
existing RA-based resource allocation approach 
cannot be applied to IoT devices due to the 
physical limit of the licensed band and the 
inefficient design of the protocol. One possi-
ble solution is to apply non-orthogonal multiple 
access (NOMA). In particular, NOMA improves 
the utilization of cellular spectrum by exploit-
ing power and code domain reuse. It provides 
operators more flexibility to increase the num-
ber of channel sharing devices; for example, 
each BS can carefully choose different num-
bers of low-power IoT devices and high-pow-
er UEs at different locations to share the same 
channel. Furthermore, NOMA does not require 
IoT devices to perform an RACH procedure 
for data transmission. In particular, in NOMA, 
the random access and data communication 
can be combined [14]. For example, each IoT 
device can randomly pick up a narrow band 
and start data transmission without waiting 
for the channel assignment from the BS. The 
BS can then perform successive interference 
cancellation to decode the message of each 
IoT device received in each frequency band. 
The authors in [3] suggested applying rateless 
Raptor codes to generate as many coded sym-
bols as required by each BS so that each BS 
can differentiate messages sent by different IoT 
devices. It has been observed that the more dif-
ference in channel gains between IoT/UE and 
the BS, the higher performance improvement 
can be achieved by the NOMA. 

Network Slicing for Diverse IoT Services: Net-
work slicing is a concept recently introduced by 
3GPP to further improve the flexibility and scal-
ability of 5G. The main idea is to create logical 
partitions of a common resource (e.g., spectrum, 
antenna, and network infrastructure), known as 
slices, to be orchestrated and customized accord-
ing to different service requirements. Network 
slicing has the potential to significantly improve 
spectrum efficiency, and enable more flexible and 

Figure 1. Inter-operator network sharing: a) spectrum pool; b) spectrum leasing.
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novel services that cannot otherwise be support-
ed by the existing network architecture. In our 
previous work, we proposed an inter-operator 
network slicing framework to support different 
services with different requirements on a com-
monly shared resource pool formed by multiple 
operators [15] In this framework, a software-de-
fined mobile network controller will be deployed 
in the MOP’s network infrastructure that can iso-
late and reserve a certain amount of resource for 
each type of IoT service (e.g., wearable IoT devic-
es, machine-type IoT, and smart infrastructure). 
The controller will predict the possible future 
traffic of all the supported IoT services and can 
adjust the portion of the resource reserved for 
each service.

PerforMAnce evAluAtIon
To evaluate the performance improvement that 
can be achieved by our framework, we simulate a 
multi-operator network sharing architecture using 
over 200 real BS locations in Dublin deployed by 
two major telecom operators in Ireland. The actu-
al distribution and deployment densities of BSs 
are shown in Fig. 2. We consider saturated traffic 
for both UEs and IoT devices, and evaluate the 
possible coexistence of IoT (e.g., eMTC) devices 
and cellular UEs for uplink data communication 

in the same LTE band. Our results can be regard-
ed as the maximum performance improvement 
that can be achieved by multi-operator network 
sharing architecture. The transmit powers of each 
IoT device and cellular UE are set to 20 dBm and 
25 dBm, respectively. We assume 20 UEs and 
50,000 IoT devices are uniformly randomly locat-
ed in each cell. Each UE occupies a 5 MHz band-
width. Each IoT device is randomly allocated with 
a 1 MHz bandwidth channel and can only send 
data with 20 dBm of transmit power. IoT devices 
can only be supported when the interference to 
the UEs is lower than the LTE tolerable interfer-
ence threshold (–62 dBm).

In Fig. 3, we carefully select six areas from the 
city center to suburban areas (representing dif-
ferent sizes and deployment density of cells) and 
compare the maximum number of IoT devices 
that can simultaneously transmit data with the 
UEs in the same LTE bands when each UE can 
tolerate 10 percent of throughput degradation. 
We observe that when the size of the cell is 
small, the number of IoT devices that can share 
the same spectrum as the UEs is limited due to 
the high cross-interference between IoT devic-
es and cellular UEs. However, as the size of the 
cell increases, the total number of coexisting IoT 
devices can increase significantly. In addition, 
allowing both operators to share their spectrum 
via pooling can almost double the total number 
of IoT devices when the deployment density of 
BSs is low. This result complements the existing 
efforts of 3GPP on promoting network sharing 
for 5G networks and could have the potential to 
influence the future practical implementation of 
the network sharing architecture between major 
operators.

In Fig. 4, we compare the maximum number 
of IoT devices that can share the same channel 
with UEs when the throughput degradation that 
can be tolerated by each UE is different. We 
observe that the number of IoT devices increases 
when the UEs can tolerate higher degradation 
for their throughput. In addition, network sharing 
provides more improvement in coexisting IoT 
traffic when the UEs can only tolerate a small 
throughput degradation; that is, network shar-
ing can almost double the maximum number of 
coexisting IoT devices when each UE can toler-
ate 20 percent throughput degradation. Howev-
er, when the tolerable throughput degradation 
of UEs increases to 90 percent, the total number 
of coexisting IoT devices approaches the max-
imum values even without network sharing. In 
other words, network sharing can provide more 
performance improvement when the UEs require 
a stringent QoS guarantee with a limited interfer-
ence tolerance.

conclusIon
In this article, we review the current IoT solu-
tions introduced by 3GPP. We then introduce a 
multi-operator network sharing framework based 
on 3GPP’s network sharing architecture to sup-
port coexistence of massive IoT and regular cellu-
lar services offered by multiple operators. Various 
design issues are discussed. Finally, we simulate 
a multi-operator network sharing scenario using 
real BS location data provided by two major oper-
ators in Dublin. Our numerical results show that 

Figure 2. Locations of BSs deployed by two major 
cellular operators in the city of Dublin.

Figure 3. Maximum number of IoT (eMTC) devices that can coexist with cellu-
lar UEs in different considered areas.
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our proposed framework can almost double the 
transport capacity of coexisting IoT traffic under 
certain scenarios.
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Figure 4. Maximum number of IoT (eMTC) devices that can coexist with cellu-
lar UEs under varying tolerable throughput degradation of UEs.
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