
DREAM: DistRibuted Energy-Aware traffic Management for
Data Center Networks

Liang Zhou
University of California, Riverside

lzhou008@ucr.edu

Laxmi N. Bhuyan
University of California, Riverside

bhuyan@cs.ucr.edu

K. K. Ramakrishnan
University of California, Riverside

kk@cs.ucr.edu

ABSTRACT

Traffic consolidation has been proposed to save energy in data cen-

ter networks. However, existing centralized traffic consolidation

approaches focus on achieving optimal network energy saving,

without considering the need to be responsive to traffic variabil-

ity. In this paper, we present DREAM, a distributed flowlet-level

traffic consolidation framework for achieving energy efficiency in

data center networks. DREAM splits a TCP flow across multiple

paths based on ECN feedback by adapting the path selection prob-

ability for sending a flowlet. This helps to choose a path while

avoid congestion/queue build-up at switches. Distributed agents in

DREAM are implemented in Open vSwitch at each server without

modifying applications, TCP, or the hardware switches in the data

center network. Testbed evaluations using traces from Wikipedia

web service and Facebook MapReduce traffic prove that DREAM on

average achieves at least 15.8% energy saving for the data center

network, while state-of-the-art approaches such as CARPO and

ElasticTree produce 11.6% and 8.4% energy saving, respectively.

The packet drop ratio in DREAM is less than 0.01% while the best

among the alternatives, ElasticTree, has at least 0.19% drop ratio.

DREAM also has 30% lower application-level latency than state-of-

the-art centralized traffic consolidation approaches.
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1 INTRODUCTION

Energy consumption of data centers is significant enough to war-

rant effort to reduce it. In 2014, data centers in the U.S. consumed
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70 billion kWh of energy, representing 1.8% of the U.S. electric-

ity consumption [35]. Most of the energy is consumed in servers,

but aggressive energy savings have been recently developed and

applied in data centers [20, 22, 23, 37]. With energy-proportional

servers, the fraction of energy consumed by the networking compo-

nents can reach 50% on Google clusters, especially when the server

utilizations are low, at 15% [1]. Hence, it is desirable to design prac-

tical techniques for the energy-proportional Data Center Networks

(DCNs).

DCNs provide significant path redundancy and typically have

low link utilizations [34]. Traffic consolidation [17, 38, 42] proac-

tively shifts all traffic to a minimal subset of network devices and

completely turns off unused links and switches. Previous works

perform a centralized optimization periodically to decide the set of

active switches and links based on current traffic demands. These

techniques promise to yield considerable energy savings ranging

from 25-62% [17].

However, state-of-the-start centralized traffic consolidation ap-

proaches such as CARPO and ElasticTree formulate the energy

saving in DCNs as a linear programming model, which usually has

high computational complexity. For example, it may take hours

for the centralized linear programming model to find the minimal

subset of active switches and links in large DCNs [17, 38]. Current

traffic consolidation frameworks [17, 42, 44] run periodically, epoch

by epoch, to adapt to traffic variation. The epoch length should be

at least larger than the computation time of centralized optimizer.

Otherwise, we suffer energy inefficiency or link congestion. Poor

responsiveness of centralized traffic consolidation becomes worse

when traffic bursts [21] occur.

Even heuristics to improve the scalability of such centralized ap-

proaches (e.g., a greedy bin packing algorithm [17]) takes more than

1000 seconds to find the active portion of DCN topology for a net-

work topology with 10K hosts [38]. Orthogonal to the computation

time of these centralized optimization-based approaches, the epoch

length of these algorithms is still constrained by the frequency

with which we can monitor traffic statistics. Typically, a centralized

controller uses protocols such as Simple Network Management

Protocol (SNMP) [8] or Openflow [25] to obtain flow statistics. Nev-

ertheless, the polling frequency from hardware switches is limited,

considering overheads. For example, a HP switch [11] may only

refresh flow statistics every 20 seconds for Openflow protocol. Thus,

the epoch length for centralized optimizer needs to be at least 20

seconds.

For improved responsiveness, and thereby higher energy savings,

we propose DREAM, a DistRibuted Energy-Aware traffic Manage-

ment framework for data center networks. In DREAM, the dis-

tributed agents and hosts work cooperatively to consolidate traffic

to a portion (e.g., the left-most) of the DCN. It reacts to traffic bursts

273



e-Energy ’19, June 25ś28, 2019, Phoenix, AZ, USA L. Zhou et al.

at the Round Trip Time (RTT) time scale. The network monitoring

is based on data plane of the hardware switch rather obtaining

values of flow counters of the forwarding plane through Openflow.

The distributed agents are implemented as a shim layer, such as

Open vSwitch [31]. We require no modification to the host protocol

stack or the data center networking fabric. This makes our design

easy for deployment.

In DREAM, we use the existing primitives in hardware switches

such as Explicit Congestion Notification (ECN) marking [3, 14, 32]

to report link congestion to DREAM’s distributed agents in servers.

The ECN marking in DREAM is also beneficial for controlling

latency for an application’s flow. The distributed agents monitoring

ECN feedback reroute traffic when a path is congested, but at a

flowlet granularity. DREAM reacts before significant queuing or

packet loss occurs.

The basic scheduling unit in DREAM is flowlet (i.e., a burst of

packets) [2]. This enables it to take advantage of the multiple active

paths in the DCN without any modification to the host protocol

stack. Flowlet scheduling also reduces fragmenting of the link ca-

pacity and allows for better energy savings. For each active path, a

value representing the probability of sending next flowlet on that

path is maintained. The selection probability value is increased

additively after successfully sending a flowlet over an uncongested

path, and decreases substantially when observing ECN feedback in-

dicating congestion on the path. Increasing the selection probability

of left-most path correspondingly reduces the selection probability

for the right-most path, thus eventually resulting in traffic consoli-

dation. Prior work [10] on proving that the equilibrium point for

Additive Increase Multiplicative Decrease (AIMD) can be re-used

to show that its use in our design can result in a stable operation.

Finally, we propose a packet encapsulation format in the Open

vSwitch to achieve explicit path control. In prior works [17, 42, 44],

the routing path is decided by the centralized controller. DREAMhas

to enforce explicit routing path in a distributed manner. Inspired

by Xpath [18], we pre-install the forwarding rules based on a com-

pressed path ID at switches. At the traffic source, the distributed

agent encapsulates packets and inserts the path ID in an encapsula-

tion header. Switches match on the path ID along with other header

fields to route the flows appropriately. To minimize encapsulation

overheads, we re-use primitives already in Open vSwitch.

DREAM is implemented in a testbed DCN with a leaf-spine

topology. The testbed evaluation uses the Wikipedia traffic trace

[36] and more bursty Facebook MapReduce traffic trace [9]. We

show that DREAM on average achieves at least 15.8% DCN energy

saving, while CARPO and ElasticTree produces 11.6% and 8.4%

energy saving, respectively. The packet drop ratio in DREAM is

less than 0.01% while the best among the alternatives, ElasticTree

[17], has 0.19% drop ratio on Facebook trace and 0.85% drop ra-

tio on Wikipedia trace. Finally, DREAM has at least 30% shorter

application-level latency compared to the alternatives. Our major

contributions include:

• To improve responsiveness and scalability, we consolidate

traffic to a subset of the DCN in a distributed manner, to

achieve energy saving. The distributed agent is implemented

in Open vSwitch without any modification to the host pro-

tocol stack or the data center network switches.

• We propose to reroute traffic based on ECN feedback, with

congestion information obtained every RTT. The more fre-

quent, accurate feedback of incipient congestion on the pre-

cise path a flowlet traverses helps achieve much better net-

work latency.

• Network traffic is scheduled at the granularity of flowlet to

take advantage of multiple active paths in the DCN, without

any host side modification. We propose a multi-path flowlet

scheduling algorithm for the energy efficient DCN.

• We propose a packet encapsulation format for explicit path

control in the network.

• We demonstrate the effectiveness of DREAM in a testbed

implementation with production switches.

2 BACKGROUND AND MOTIVATION

Traffic consolidation shifts network flows to a minimal number of

active switches and turns off idle switches and links to save power.

State-of-the-art traffic consolidation frameworks [17, 42, 44] are not

responsive to traffic variation because of the long computation times

involved with the optimization in a centralized manner and also

depends on the limited refresh rate for the flow-level statistics from

network switches. Poor responsiveness results in link congestion

or packet drops in the network as well as poor adaptation in terms

of managing energy consumption. This motivates us to design a

distributed energy-aware traffic management framework for the

DCN. The distributed design can quickly adapt to traffic fluctuation

in the DCN, and promises to fully take advantage of every energy

saving opportunity when the network load ebbs. What is more, it

also can move out traffic from congested paths in a more timely

manner. In such cases, it reduces the packet drop rate and latency.

2.1 Energy Efficient Data Center Networks

Data centers host tens of thousands of servers and consume tens

of Megawatts of power [37]. Power management on servers is an

important component, and the use of techniques such as Dynamic

Voltage and Frequency Scaling (DVFS) [20, 23, 37, 47] and Virtual

Machine (VM) migration [12, 40, 41] already seek to save power.

ElasticTree [17] and a number of other following works [42, 44, 45]

seek to make the data center network energy proportional as well,

to complement the power management on servers.

ElasticTree [17] converts the energymanagement of DCN into an

augmented Multi Commodity Flow (MCF) problem and then solves

it by using Linear Programming (LP). Typically, the LP program runs

at the centralized Software Defined Network (SDN) [7] controller.

The SDN controller leverages the Openflow [25] protocol to fetch

traffic statistics from the hardware switches periodically. The future

bit rate of flows is predicted based on the traffic history in the last

epoch, while providing for a safety margin [17]. Based on these

traffic statistics, the centralized optimizer in the SDN controller

runs every epoch to determine which subset of the DCN should

be active. The epoch length needs to be longer than optimizer’s

computation time and more importantly longer than the rate at

which the traffic statistics are reported by the hardware switches.

The centralized optimizer outputs the updated routing path for each

flow to achieve optimal network energy savings, which is enforced

by the centralized SDN controller.
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