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Raman and micro-Raman analysis methods have been extensively investigated for the study of
materials used in electronic and photonic devices. Raman studies are used to understand fundamen-
tal phonon properties, along with effects related to the crystal structure, disorder, doping, and exter-
nal factors such as temperature and stress. Micro-Raman extends these investigations to the micron
scale. This article reviews diverse benefits of Raman measurements when carried out using laser
excitation in the near-ultraviolet wavelength range, nominally 400 to 325 nm. Micro-Raman meth-
ods in the near ultraviolet exploit the key advantage of reduced focal spot size, achievable at shorter
wavelengths when using diffraction-limited optics, for mapping with high spatial resolution. There
are distinct advantages common to Raman and micro-Raman spectroscopy in the near ultraviolet
when compared to the widely used visible excitation. One advantage exploits the shallower optical
penetration depth in select materials for probing near-surface regions or interfaces. A second
advantage is related to tuning of the excitation photon energy relative to the electronic levels of a
material for investigating resonance effects. Finally, the application of Raman scattering to materi-
als which exhibit strong fluorescence requires tuning to a wavelength range away from the poten-
tially obscuring emission. This article overviews several examples of these key advantages to study
diverse applied physics problems in electronic and photonic materials. Topics covered include
stress mapping in silicon and related materials, stress and thermal effects in gallium nitride and
other group-III-nitride semiconductors, and carbon materials ranging from graphite and graphene
to diamond grown using chemical vapor deposition. The fundamental effects of stress- and
temperature-induced shifts in phonon energies and their application to study epitaxy and device-
related effects are also briefly reviewed. Published by AIP Publishing.
https://doi.org/10.1063/1.5054660
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I. INTRODUCTION

Raman spectroscopy has been extensively developed for
investigating diverse materials in condensed matter physics.

Numerous reviews have been previously published empha-
sizing Raman scattering in semiconductors and other elec-
tronic materials.1–16 Investigations have been carried out for
understanding fundamental properties of, and processes in,
these materials and for the study of properties related to
device applications. The majority of this work has been car-
ried out using visible Raman spectroscopy due, in part, to the
widespread availability of intense, narrow excitation lines
from ion lasers and the routine availability of optical compo-
nents in the visible wavelength (k) range. Far fewer studies
have been conducted in the ultraviolet (UV). In this review,
we describe key attributes and corresponding select applica-
tions of near-UV Raman and micro-Raman studies.

There are distinct advantages for probing materials via
Raman spectroscopy in the UV. One such advantage is the
exploitation of resonance-related effects obtained by varying
the excitation photon energy (!hx) to tune into a specific tran-
sition or across a range of transitions. This approach is useful
in probing phenomena related to the electronic structure of
materials and for achieving intensity enhancements through
resonance.17–22 In select cases, it is of interest to tune away
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from resonance conditions as in the case of NiO.23 An affili-
ated advantage is the use of excitation wavelengths to tune
away from intense fluorescence in various materials. In
doing so, a measurement range may be established where the
fluorescence intensity is relatively weak so that Raman spec-
tra are obtainable.

Micro-Raman measurements are useful for probing a
small sample volume. In this regard, UV light may be advan-
tageous for producing a smaller lateral laser focus diameter
than visible light, provided that diffraction-limited optics are
attainable. In considering the need to design suitable optics,
we encounter a strong division between near and deep UV
ranges. In the near-UV range, optical components are avail-
able and even the same as what are used in visible micro-
Raman studies. In the deep UV, however, optical materials
are difficult to obtain, making these measurements challeng-
ing. Despite this limitation, deep-UV Raman studies have
been previously reported.9,24–26 Here, we restrict our atten-
tion to the near-UV wavelength range for both Raman and
micro-Raman studies.

In addition to reduced laser spot size, when using near-
UV light for micro-Raman spectroscopy, tuning to this range
produces a fourth advantage for these studies. Probing mate-
rials that absorb light strongly in the UV results in a shal-
lower optical penetration depth (dopt). These measurements
may then be applied to provide information about the near-
surface (or interface) regime of a material. In this article, we
review case studies exploiting each of these advantages in
near-UV Raman and micro-Raman spectroscopy.

We organize this review as follows: In Sec. II, we briefly
review basic concepts that are relevant to micro-Raman stud-
ies in electronic materials, including their application to the
local measurement of temperature rise and stress. In Sec. III,
we overview experimental factors specifically related to con-
ducting Raman and micro-Raman measurements in the near
UV. In Sec. IV, we examine the first applications of near-UV
micro-Raman studies to stress mapping in silicon and Raman
measurements in related materials. Section V discusses
application to GaN and related group-III-nitride devices.
Several Raman and micro-Raman investigations of carbon
compounds, with emphasis on diamond, are described in
Sec. VI. We briefly summarize in Sec. VII. A list of common
symbols and acronyms is included in Table I.

II. BACKGROUND

Raman spectroscopy has been used to investigate effects
related to crystal quality, defects, disorder, structural phase,
polytype, alloy composition, local stress, and temperature.
Much of this work has focused on the technologically impor-
tant semiconductors, and numerous overviews have been
published.1–16 Here, we include brief descriptions of what is
most relevant in micro-Raman mapping.

First-order Raman scattering in crystalline materials is
subject to energy and crystal-momentum conservation
principles27,28

!hxS ¼ !hxL 6 !hxp; (1a)

!hkS ¼ !hkL þ !hkp 6 !hK; (1b)

where !h is Planck’s constant and !hx is the energy of the laser
(L) excitation photon, scattered (S) photon, or phonon (p)
either created (#, Stokes) or annihilated (þ, anti-Stokes) in the
Raman process. For convenience, phonon energy is generally
expressed in energy (1=k) with units cm#1. The !hk momentum
terms in Eq. (1b) are analogously labeled with the last term
accounting for a reciprocal lattice vector (K). The nearly verti-
cal dispersion of light, relative to the size of the first Brillouin
zone, results in the important kp $ 0 selection rule for first-
order Raman scattering in crystals. The other selection rules
are derived from the polarization of the incident and scattered
light, eL Sð Þ, and the propagation and polarization properties of
the phonons in a particular crystal symmetry according to

IS
IAS

!
' I0VxLx3

S

X

j

eL (Rj ( eSj j2
nB xp; Tð Þþ 1; Stokes
nB xp; Tð Þ; anti#Stokes;

"

(2)

where I0 is the incident laser intensity, V is the scattering vol-
ume, and Rj is the Raman tensor for the phonon of the crystal
structure being measured with j the displacement direction.
IS is the Stokes (S), and IAS the anti-Stokes (AS) scattering
intensity. The quantity nBðx; TÞ is the Bose function at
energy !hx and absolute temperature T.

The kp $ 0 selection rule, permitting only zone-center
optical phonons to participate in the first-order Raman pro-
cess, results in the sharp spectral features needed for many
of the investigations described here. Examples include the

TABLE I. List of common symbols and acronyms used in this article.

Quantity Symbol Term Acronym

Temperature T; DT Ultraviolet UV

Pressure P Light-emitting diode LED

Volume V High electron mobility transistor HEMT

Stress r Chemical vapor deposition CVD

Wavelength k Coefficient of thermal expansion CTE

Frequency (photon or phonon) x Transmission electron microscopy TEM

Wavevector k Reciprocal space map RSM

Bose function nBðx;TÞ High-resolution X-ray diffraction HRXRD

Optical absorption coefficient a Two-dimensional electron gas 2DEG

Optical penetration depth dopt Thermal boundary resistance TBR

Thermal conductivity j
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application of Raman spectroscopy to understand the effects
of external and substrate-induced stresses and the effects of
external temperature changes in crystalline materials. To
illustrate the latter in the most straightforward case of isotro-
pic volume deformation, the phonon temperature shift may
be written as

dx
dT

¼ @x
@T

# $

V
þ @V

@T

# $
@x
@V

# $

T
; (3)

where the explicit (first) term in Eq. (3) describes intrinsic
effects of temperature on phonon energy. The implicit (sec-
ond) term accounts for temperature-induced volume changes
(thermal expansion) and the effects of volume deformation
on phonon energies. The second term therefore includes
strain- (stress-) induced shifts in phonon energies.

For the simplest stress case of hydrostatic deformation,
Eq. (3) may be rewritten as

dx
dT

¼ @x
@T

# $

V
þ bPV

@x
@V

# $

T
; (4)

where bP ¼ 1
V

@V
@T

% &

P
is the volume thermal expansion coeffi-

cient.29 With the help of the scaling relation x=x0

¼ ðV0=VÞc, where c is the Gr€uneisen parameter, the second
term in Eq. (4) may be written as

#cx0bP; (5)

where x has been replaced by the phonon energy at the ref-
erence condition x0 which is generally valid since shifts
Dx ) x0. For the commonly encountered non-hydrostatic
deformations, the strain tensor e must be considered along
with its effect on phonon energies. The quantity more often
studied in Raman and micro-Raman measurements is stress
(r), which is related to strain by Hooke’s law through the
rank-four elastic compliance tensor S through r ¼ Se.
Changes in strain due to variations in temperature are quanti-
fied by means of the linear coefficient of thermal expansion
(CTE) defined as

bi ¼
1

ai0

@ai
@T

# $

P
¼ @ei

@T

# $

P
; (6)

where ei is the strain along the ith crystal axis having lattice
constant ai. Equation (6) also helps in phenomenologically
linking the isotropic expression in Eq. (5) with more general
strain situations, including the biaxial deformation common
in epitaxy.

Internal residual or external applied stress may be esti-
mated using Raman scattering. A simple approach for using
the Raman (red or blue) shift, relative to a reference
unstrained phonon position, can be utilized to estimate stress
according to

x ¼ x0 þ kSrxx; (7)

where kS is the so-called Raman stress factor. Here, the blue-
shift (redshift) in the peak position corresponds to compres-
sive (tensile) stress and therefore rxx < 0 (rxx > 0). This

approach can be applied to map the stress across large
wafers.30 Raman stress factors are summarized for select
materials in Table II, along with percent uncertainty in esti-
mated stress using Eq. (7) with Dx ¼ x# x0 ¼ 1 cm#1 and
assuming uncertainties in the measured values dx ¼ dx0

¼ 0.1 cm#1.
Local temperature, at the measurement position, can

also be estimated from three Raman-based quantities. The
first is by measuring the Stokes (S) to anti-Stokes (AS) inten-
sity ratio, IS=IAS, and using Eq. (2). The temperature depen-
dence is present in the Bose functions. For transparent
media, the scattering volume in this ratio cancels. In opaque
media, the depth attribute of the scattering volume is
replaced by the wavelength-dependent optical penetration
depth (dopt) discussed in more detail in Sec. III. For layers of
thickness t on the order of dopt or thinner, the scattering vol-
ume is replaced with doptð1# e#t=doptÞ. The direct measure-
ment of IS=IAS now allows estimation of absolute sample
temperature. Despite the elegance of this method, experi-
mental factors including weak AS scattering and a
wavelength-dependent instrument response, for measuring
intensity, limit the applicability.

A second approach for estimating material temperature
is to examine the phonon linewidth (Cph). For bulk crystals,
having high purity, the phonon energy and linewidth depend
on temperature through their finite lifetimes. Broadening
may be interpreted based on factors that limit lifetime (s)
according to

2pcCph ¼
1

s
¼ 1

sintrinsic
þ 1

sextrinsic
; (8)

where c is the speed of light, sextrinsic represents the lifetime
due to (lumped) effects of phonon-impurity/defect scattering,
and sintrinsic is the intrinsic lifetime limited by phonon decay.
The zone-center optical phonons may decay into multiple
lower-energy vibrations, provided that energy and crystal
momentum are conserved in any individual process.
Generally, the lowest-order allowed processes (e.g., two
child phonon) are fastest and dominate the linewidth. Two-

TABLE II. Raman stress coefficients, kS, for different materials and relative

uncertainty in stress estimated from Eq. (7).

Material Phonon kS (cm
#1/GPa) dðrxxÞ=rxx (%)

Si OðCÞ #1.886 0.0531 14

c-BN LO #3.456 0.0732

TO #3.396 0.08

Bulk diamond OðCÞ #3.26 0.233 16

(hydrostatic)

CVD diamond OðCÞ #0.535 …

GaN E2
2 #3.46 0.334 17

#3.8856 0.01735 14

GaN A1(LO) #2.146 0.2834 19

AlN E2
2 #6.36 1.436 26

A1(LO) #4.886 0.0832 14

#3.96 0.2 15

6H-SiC LO 3.566 0.0237 14

TO #2.926 0.01
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phonon decay processes are classified as the so-called
Klemens (symmetric)38 and Ridley (asymmetric).39 The
related temperature dependence of the linewidth may be
written as

Cintrinsic Tð Þ ' 1þ 2n x0=2; Tð Þð Þ; Klemens
1þ n x1; Tð Þ þ n x2; Tð Þð Þ; Ridley;

"
(9)

where x0 ¼ x1 þ x2 represents the parent (subscript 0) and
child (1,2) phonon energies. As expected, the Ridley process
reduces to Klemens when x1 ¼ x2 ¼ x0=2. When
kBT > !hx, we may approximate n x; Tð Þ ' kBT=!hx to
obtain a linear dependence, providing a straightforward tem-
perature dependence. When the two-phonon decay processes
are forbidden by the conservation principles, higher-order
processes are required to describe the phenomenon, lifetimes
rise, and the thermal broadening slows. Generally, the line-
width is a weak function of temperature, making it less desir-
able for temperature evaluation.

The most straightforward approach for estimating tem-
perature changes via Raman scattering is the shift in the pho-
non position. The intrinsic shift is due to phonon decay and
related to the above expression for Cintrinsic Tð Þ by a Kramers-
Kronig transformation.40 Looking at the case of a uniaxial
material, such as the group-III-nitride semiconductor GaN,
the phonon shift may be written as

Dx ¼ x Tð Þ # x0

¼ #x0c
ðT

0

bc T0ð Þ þ 2ba T0ð Þ
( )

dT0

# A 1þ n x1; Tð Þ þ n x2; Tð Þð Þ; (10)

where the first term in the last expression on the right origi-
nates from the effects of thermal expansion. In general, it is
important to properly treat the temperature dependence of
the CTE. However, above cryogenic temperatures, b changes
gradually so that the integral, along with the Bose functions
(kBT > !hx), may be approximated as linear functions in T

x Tð Þ ¼ x0 þ kTDT; (11)

with kT being the phonon temperature coefficient. This
expression is the basis for using Raman studies to measure
temperature and is particularly useful for determining DT
relative to an ambient reference temperature.

The temperature coefficient kT in Eq. (11) is determined
empirically. Coefficients for a selection of materials are sum-
marized in Table III. The relative temperature uncertainty,
dðDTÞ
DT ð%Þ, using Eq. (11) is due to the uncertainty in fitting

Raman peaks which manifests itself in measuring x and x0

and estimating kT from the calibration measurements. The
error in fitting the phonon peak position depends on Raman
intensity.41 Typical uncertainties are from peak fitting (dx)
in the 0.10 to 0.01 cm#1 range. Choosing an appropriate
value of kT depends on the temperature range of interest, as
it is clear for GaN and AlN cases. Measurements between
200K and 300K give smaller (absolute) values of kR com-
pared to values obtained from a higher temperature range of

300 to 800K. This may be due, in part, to the validity of the
high-temperature approximation when simplifying the
Bose functions. The temperature uncertainty using Eq. (11)
can be calculated by uncertainty propagation according

to dðDTÞ
D T ð%Þ ¼ 100*

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dðDxÞ
D x

% &2

þ dkT
kT

% &2
r

, where dðDxÞ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dxð Þ2 þ dx0ð Þ2

q
$

ffiffiffi
2

p
dx. Based on the reported uncer-

tainties in kT , the relative uncertainty dðDTÞ
DT ð%Þ in measuring

temperature this way is high for materials at a small phonon
shift, as expected. Generally, a phonon shift of '1.5 cm#1

results in temperature estimates with uncertainties below 10%.
We close this section by providing guidance to several

additional resources. Analytical approaches to calculating
stresses from patterned layers, such as what is common in
semiconductor manufacturing, have been reviewed by Hu.42

Both stress and strain may also be simulated using finite ele-
ment (FE) analysis.43–49 The effects of strain and stress on pho-
non properties have been extensively studied.5,11,32–34,37,50,51

The application to micro-Raman stress mapping has also been
reviewed with emphasis on the important cubic semiconduc-
tors.52 Micro-Raman mapping for investigating thermal prop-
erties has been reviewed.53,54

III. UV MICRO-RAMAN METHODS

Similar to visible Raman measurement systems, a mono-
chromatic laser excitation source, a spectrometer for dispers-
ing the collected light, a detector, control electronics, and
optical components are all necessary elements for obtaining
near-UV Raman spectra. For micro-Raman systems, a

TABLE III. Raman temperature coefficient, kT , for different materials. The
temperature range corresponds to what was used by the referenced source in
determining the coefficient.

Material Phonon Temperature range (K) kT (cm
#1/K)

Silicon (bulk) OðCÞ 300–400a #0.025016 0.0004

Diamond (bulk) OðCÞ #0.01126 0.0003

Diamond (CVD) #0.01506 0.0003

GaAs TO 150–30055 #0.01756 0.0008

LO #0.01726 0.0012

InP TO #0.01616 0.0004

LO #0.01596 0.001

Cubic GaN TO 300–75056 #0.01576 0.0006

LO #0.03116 0.002

GaN E2
2 200–30057 #0.00796 0.0005

300–80058 #0.01836 0.0007

300–80059 #0.02156 0.0013

A1(LO) 200–30057 #0.02116 0.0002

300–80058 #0.03156 0.0009

300-80059 #0.02236 0.0097

AlN E2
2 200–30057 #0.01646 0.001

300–80058 #0.02786 0.0008

300–127560 #0.02226 0.0002

A1(LO) 200–30057 #0.02296 0.0008

300–80058 #0.03956 0.0024

300–127560 #0.02816 0.0006

h-BN E2
2 300–400a #0.02036 0.0003

aNot previously published.
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microscope is incorporated to focus the laser excitation and
collect the backscatter from the test subject. The microscope
may be confocal, utilizing a focusing objective with conju-
gate front- and back-focal points. Alternatively, the micro-
scope design may employ the more common and versatile
infinity-corrected focusing objective. Fundamentals and
application of micro-Raman imaging have recently been
reviewed.13 We briefly overview here the main components
and characteristics that are specific to UV measurements.

Lasers operating in the near UV, and having sufficiently
narrow emission lines, are primarily argon (363.8, 351.1 nm),
krypton (406.7, 350.7 nm), and helium-cadmium (325.0 nm).
Only wavelengths of the main lines in the near UV are listed.
The deep-UV range is achievable, for example, by doubling
the intense 488.0- or 514.5-nm line from an argon-ion laser.
In the wavelength range above 350 nm, standard-grade optical
materials are transparent. However, below this wavelength,
the optical materials chosen in designing a micro-Raman

instrument become more demanding since they are less trans-
parent in the UV. The attenuation coefficient of laboratory-
grade BK-7 glass, for example, increases by a factor of '15
between 363.8 and 325.0 nm. Generally, below 350 nm, spe-
cialized UV-grade materials are needed for the optical compo-
nents of micro-Raman instrumentation.

One of the main advantages of micro-Raman measure-
ments is probing a very small sample or region of a sample.
Theoretically, the laser beam focused on a smooth surface
using an objective lens with numerical aperture NA ¼ nsina,
Fig. 1(a), may be considered to have a diffraction-limited
intensity profile with the focal spot approximated by an Airy
disk with diameter d ' 1:22 k=NA ' 2:44 knF=D, where
kn ¼ k=n. In these relations, n is the index of refraction and
F and D are the focal length and aperture diameter of the
objective lens. This disk locates the first intensity minimum
(zero) beyond the central maximum of the circular pattern.
Table IV compares this theoretical value for a focusing
objective with NA¼ 0.5 for standard 514.5-nm visible
Raman excitation and several near-UV laser wavelengths.
The wavelength-dependence of d illustrates one advantage
of using UV excitation for these measurements: probing
smaller lateral regions of a sample.

Since the actual laser spot size in the micro-Raman
instrument is larger than d, due to a variety of practical
effects,63 it is generally characterized experimentally using
the knife-edge method. In this technique, an abrupt edge pat-
tern, such as a thin but opaque metallization step, is pro-
duced on a smooth and easily measured substrate such as
silicon. The metal/silicon edge is translated beneath the illu-
mination spot, as illustrated in Fig. 1(b), and the intensity of
the Si OðCÞ phonon line is measured at a series of positions.
The intensity of Si is zero when the laser spot is completely
over the metal and rises to some maximum when the illumi-
nation is over the silicon. The normalized intensity obtained
when measuring as a function of knife-edge position x (or
position of the beam center from the knife-edge position) is
then

I xð Þ ¼
ðþ1

x0¼#x

ðþ1

y0¼#1
U x0; y0
+ ,

dx0dy0; (12)

where the intensity function U x0; y0ð Þ is the profile of the
focused laser. The integration limits take into account only
the illuminated portion of the silicon. Since the central dif-
fraction disk of the Airy pattern is approximated well by a
Gaussian function, the laser intensity is generally described
according to U x0ð Þ ' e# x0ð Þ2=2r2 where we have restricted our
attention to the translation direction of the knife-edge

FIG. 1. (a) Defines focal characteristics of the microscope objective. (b)
Depicts illuminated silicon area in the standard knife-edge method for deter-
mining effective spot size of illumination. (c) Measured intensity versus
position and fit used to determine spot size.

TABLE IV. Approximate Airy disk diameter d, depth of focus in air, and select media with the index of refraction n, and optical penetration depth in silicon,
each at characteristic micro-Raman wavelengths. The numerical aperture NA¼ 0.5 is assumed.

Air Diamond Silicon

Wavelength (nm) Airy d (nm) Depth of focus (nm) n61 Depth of focus (nm) n62 Depth of focus (nm) dopt (nm)62

514.5 1260 2510 2.4 1050 4.2 600 334

363.8 890 1780 2.5 710 6.4 280 5.3

325.0 790 1590 2.5 630 5.1 310 4.0
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method. A measured intensity profile is shown in Fig. 1(c)
along with the calculated dependence based on Eq. (12) with
r¼ 1.4 lm. The position-dependent transition of intensity
from high to low is then used to evaluate laser spot size.
Rather than carrying out the integration of Eq. (12) and
working with the resulting error function, numerical differ-
entiation of the measured intensity profile produces a depen-
dence which may be directly compared with the intensity
function Uðx0Þ.63 The resulting

ffiffiffi
2

p
r parameter of the normal

distribution, where the intensity reduces to 1/e of the maxi-
mum, may be used to characterize the focal spot size.
Comparing this intensity profile to the Airy disk, by match-
ing the 1/e positions of the two functions, we obtain
r ' 0:42knF=D. The spatial resolution in the micro-Raman
system may now be defined based on various criteria such as
Rayleigh63 using the larger of the Airy or knife-edge spot
size. To approach diffraction-limited results, the light is
required to fully fill the focusing objective so that D is equal
to the full entrance aperture. Otherwise, D must be replaced
by the actual diameter of the incident light intensity.

For media that are transparent at a particular Raman
wavelength, the depth resolution is related to the beam waist
of the light focused by the objective inside the sample with
refractive index n. Accordingly, the depth of the focus value
is D ' 2dF=D ¼ 4:88 knF2=D2. In Table IV, we include the
calculated D at three different wavelengths of interest. These
are calculated in air, diamond, and silicon.

In contrast, when the material under study is opaque to
the laser excitation, then the optical penetration depth (dopt)
is relevant rather than the depth of focus. Because both the
excitation and emission are exponentially attenuated, dopt is
written as

dopt ¼ 1= aL þ aSð Þ; (13)

where aLðSÞ is the optical absorption coefficient at the wave-
length of the laser (scattered) light. When the absorption
coefficient is a slow function of the wavelength, then this
may be approximated dopt ¼ 1=2aL. Exploiting the shallow
penetration depth of near-UV light to study the near-surface
range of select materials is a striking advantage of these
Raman measurements. This effect has been previously
reported for the study of near-surface Si (e.g., Refs. 64 and
65) and GaN (e.g., Refs. 30 and 66–68), along with detection
and study of extremely thin films of SrTiO3 (e.g., Ref. 69).

Light collected by the microscope consists of Rayleigh
and Raman scatter. The former is typically many orders of
magnitude stronger than the latter. This makes it essential to
discriminate against the intense Rayleigh line. Early work in
near-UV micro-Raman relied on multi-stage monochroma-
tors which may be used for scanning or multichannel mea-
surements. The advent of holographic notch filters, designed
to attenuate a specific laser wavelength while passing the
desired nearby range, has resulted in the design of optically
fast instrumentation based on single-stage spectrometers.
The notch filter attenuation produces a cutoff range from
<100 to 200 cm#1 on either side of the excitation line with
some tunability achieved through control of the angle of inci-
dence on the filter. This prohibits the measurement of Raman

bands at wavenumbers below the cutoff. Despite this limita-
tion, most modern Raman instruments are designed with
notch filters, single-stage spectrometers, and multichannel
detectors with the inherent advantage of high optical
throughput.

Instrumental linewidth broadening in Raman measure-
ments is proportional to the slit width,W, and groove spacing
of the grating, dG, and inversely proportional to the focal
length of the spectrometer, f, according to Dk ðnmÞ
¼ WdG cosðhÞ=mf . Here, h and m represent the diffraction
angle and order, respectively. In the small-angle approxima-
tion and setting m¼ 1, Dk ' WdG=f . For a multichannel
detector, such as a charge-coupled device (CCD), positioned
in the focal plane of the spectrometer exit, the value of W
used is the larger of the entrance slit width of the spectrome-
ter or the corresponding “exit” slit width—nominally twice
the pixel size in the dispersive direction (e.g., 2*20
lm¼ 40 lm). In a Raman system using the standard visible
laser excitation of 514.5 nm, the spectrometer slit width of
50 lm, the focal length of 0.5 m, and the 1800 gr/mm grat-
ing, instrumental spectral resolution in wavenumber units is

Cinst cm
#1ð Þ ¼ Dk nmð Þ

k2
¼ 2 cm#1. For otherwise identical con-

ditions when using near-UV excitation, e.g., 363.8 nm, this
increases to Cinst ' 4 cm#1. Including the (negligible) laser
linewidth CL; the total measured linewidth consequently

Cmeas ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
ph þ C2

inst þ C2
L

q
'

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2
ph þ C2

inst

q
for estimating

the phonon linewidth, Eq. (8). The latter is often used as an
assessment of crystal quality. Approaches for reducing the
instrumental impact on the overall linewidth measurement
include using higher diffraction orders, gratings with higher
groove density, or a spectrometer with a greater focal length.

A final desired element of micro-Raman work is the pos-
sibility of mapping various dependences across a sample sur-
face. Translation stages may be manual or automated to
conduct the measurement at desired x and y locations.
Automated stages are available with order 0.1-lm step reso-
lution for mapping of various parameters with particular
interest devoted to stress or temperature distributions.

IV. STRESS AND COMPOSITION IN SILICON AND
RELATED MATERIALS

Fabrication of silicon electronics requires integration of
numerous materials, having a wide range of dimensions, to
produce three-dimensional device structures. Stress and
strain may be classified as processing-induced and engi-
neered to influence carrier transport properties. The former
arises from the elevated temperatures used to deposit and
control the myriad necessary electronic materials in device
architectures. These processes give rise to stress from lattice
mismatch and differential thermal expansion. These factors
are influenced by processing parameters but are otherwise
unavoidable. In contrast, strain may be intentionally
designed to modify carrier transport, e.g., in p-type metal-
oxide-semiconductor (p-MOS) transistors.70–74 Stress issues
are enhanced when feature sizes shrink, thereby making it
crucial to measure and map local stresses. One prominent
demonstration of micro-Raman mapping is to investigate the
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stresses induced in silicon due to fabrication of integrated
circuits52 including UV micro-Raman studies.22,75–80

As mentioned above, the spatial resolution in a near-dif-
fraction-limited Raman-microprobe is on the order of, and in
proportion to, the excitation wavelength. This produces a
modest advantage in mapping stresses in silicon device
structures. Because the bandgap of silicon is indirect below
'3.4 eV, it is a relatively weak light absorber. Therefore, a
stronger motivation to conduct UV micro-Raman investiga-
tions comes from considering the optical penetration depth
in silicon. Figure 2 shows the absorption coefficient (a) ver-
sus photon energy obtained from spectroscopic ellipsometry
measurements of the dielectric function.62 Using Eq. (13),
we may estimate dopt from these data. For visible Raman
scattering at 514.5 nm, we obtain dopt ' 340 nm. These mea-
surements provide an average property over a depth which is
not generally representative of the shallow active regions in
silicon electronics. Excitation energy >3.4 eV, on the other
hand, is above the direct E1 transition in silicon. At a UV
excitation wavelength of 351.1 nm, the corresponding dopt
' 5 nm is ideal for studying shallow structures in silicon
integrated circuits. The use of ultraviolet (UV) excitation in
Raman stress mapping studies has the major advantage of
probing significantly shallower depths.

The first application of UV micro-Raman to map lateral
stress variations in silicon was reported by Holtz et al. using
350.7-nm excitation from a Kr-ion laser.64 Rather than using
a notch filter, they used a f¼ 0.85-m double monochromator
for light dispersion and CCD for multichannel detection.
Shifts as small as 0.07 cm#1 were measured corresponding to
stresses on the order of 35MPa.

Figure 3(a) shows the patterned material stack investi-
gated.64 Area patterns were on the 10- and 20-lm scales.
The area imaged is depicted by the dashed lines. Shown in
Fig. 3(b) is the position dependence of the change in the
Raman peak energy from that of device silicon. Under the

stack, a characteristic blueshift is observed in the polycrys-
talline silicon (Poly) corresponding to '140MPa of com-
pressive stress (right-hand vertical scale). The origins of this
stress are thermal expansion mismatches between the poly
and oxide, as well as nitride layer, and intrinsic stress within
the poly due to grain formation. Figure 3(c) shows the image
obtained by analyzing the phonon linewidth broadening in
the poly relative to that in device-quality silicon. The broad-
ening observed in the Poly material was attributed to crystal-
lite size, orientation, and stress variations. Changes in
phonon energy and linewidth thus provide consistent images
from this material stack.

This demonstration was soon followed by a report from
Dombrowski et al.,67 who investigated stress in a 3-lm wide
test structure. The sample was composed of a 200-nm thick
SiNx on Si that was pattern etched slightly into the silicon

FIG. 2. Absorption coefficient of silicon vs photon energy. Indicated on the
right-hand axis is the corresponding 1/a. Several standard Raman excitation
wavelengths are included as solid vertical lines. The dashed lines correspond
to the Raman shift due to scattering by the silicon O Cð Þ phonon. The depen-
dence is calculated using published spectroscopic ellipsometry data.62

FIG. 3. (a) Patterned material stack investigated using 350.7-nm excitation.
The region in dashed lines is imaged on the right-hand data. Clearly seen is
a shift in (b) the silicon phonon energy due to stress from the oxide and (c)
an elevated linewidth in the polycrystalline silicon. Reproduced with per-
mission from Appl. Phys. Lett. 74, 2008–2010 (1999). Copyright 1999 AIP
Publishing LLC.
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wafer to produce a raised SiNx/Si stripe on Si. This was blan-
ket coated with a 600-nm thick oxide layer. The 363.8-nm
laser line was used for excitation. The resulting map showed
compressive stress beneath SiNx in excess of 0.4GPa and
significant compressive pinching near the stripe edge as high
as 0.9GPa.

One of the principal areas where UV Raman stress map-
ping has been applied is in shallow trench isolation (STI) in
silicon.22,75–78,80 In this approach, a micron “deep” trench is
etched in the silicon and subsequently lined and filled with
SiO2 to electrically isolate neighboring devices. It is advanta-
geous to have the trenches as narrow as possible for

maximizing available device footprint. The two dissimilar
materials, Si and SiO2, result in high thermal stresses. Liu
and Canonico used (325-nm) UV micro-Raman to map the
stress in STI for complementary MOS (CMOS) technol-
ogy.76 The laser illumination is focused to '0.43 lm using
an objective with NA¼ 0.9, and a double monochromator
dispersed the spectrum. They investigated different sizes of
STI structures fabricated on bulk Si and silicon-on-insulator
(SOI) substrates after trench oxide deposition. The represen-
tative results are shown in Fig. 4. The trench regions are
found to be nearly relaxed with maximum stress near the
edges of the active regions. Stresses in the active regions are
found to be compressive, reaching a magnitude of
'0.12GPa in the result shown and a maximum magnitude of
'0.16GPa for smaller structures.

Ogura and co-workers extended the approach to investi-
gate pattern-induced strain in SOI.65 Several prototype struc-
tures were examined, each serving as a representative MOS
situation. The authors implemented an innovative approach
for generating a pseudo-line image by actuation of a single-
axis scanning mirror to raster the laser focus across the sam-
ple while capturing open aperture images at 200-nm inter-
vals. Several visible and UV wavelengths were investigated.
Due to enhancement of the Raman process via resonance
with the direct E1 transition in silicon, they conclude that the
363.8-nm excitation wavelength is best for obtaining good
scattering intensity at laser power sufficiently low to obviate
local heating. Figure 5(a) shows micro-Raman data for the
SOI silicon shift induced by a patterned SiNx layer, 80 nm
thick, obtained using visible and near-UV excitation. In both
cases, enhanced compression (blueshift) is observed beneath
the edge of SiNx, and a tensile stress (red shift) reaction is
seen beneath the openings in the layer, presumably relative
to the SOI silicon phonon energy far from the pattern.
Reducing the opening size increases the observed tensile
stress as compressive forces from the SiNx edges combine to
pinch the SOI layer. Notably, the data beautifully illustrate
the importance of using the excitation wavelength to match
the needed probe depth for interrogating stress within the
affected near-surface region of interest.

The optical penetration depth in UV Raman has also
been exploited to investigate the effects of ultra-shallow ion
implantation in silicon81,82 and 4H-SiC.83 O’Reilly et al.

FIG. 4. Stress variation obtained by the UV-Raman (325 nm) 1-D line scan
of STI test structures with a 1.5 lm width. The upper panel is prepared using
bulk Si and the lower with SOI. Reproduced with permission from AIP
Conf. Proc. 683(1), 738–743 (2003). Copyright 2003 AIP Publishing LLC.

FIG. 5. One-dimensional image of
stress-induced Raman shift in (a) SOI
due to the patterned SiNx layer
depicted and (b) directly patterned on
silicon. Data for visible (532 nm) and
UV (363.8 nm) excitation are shown.
Reprinted with permission from Ogura
et al., Mater. Sci. Eng., B 159–160,
206–211 (2009). Copyright 2009
Elsevier.
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reported UV micro-Raman with 325-nm excitation and
reciprocal-space maps (RSMs) from high-resolution X-ray
diffraction (HRXRD) studies of antimony-implanted silicon
prior and post anneal.81 The silicon was grown epitaxially on
silicon-germanium to produce a biaxial tensile strain in the
former. The implant was done at low energy, 2 keV, for pro-
ducing a junction depth of '10 nm. Post-implantation, a
phonon red shift is observed which is correlated with the ten-
sile strain. Annealing produces a greater red shift that,
according to the HRXRD, is not related to strain. The authors
observe a correlation with the doping concentration which
was interpreted as softening of the phonon deformation
potential.84 Although it is necessary to differentiate between
the effects of local stress and doping levels in excess of
5*1019 cm#3, the authors conclude that UV micro-Raman
measurements are potentially useful for mapping the carrier
concentration.81

To investigate separating effects of strain and doping,
Lee et al. studied heavily phosphorous-doped silicon grown
epitaxially on silicon substrates.85 The epitaxial layer was
'65 nm thick so that 532-nm visible micro-Raman measure-
ments were dominated by scatter from the underlying sub-
strate. When implementing 325-nm UV excitation, only the
epitaxial film is probed and a systematic red shift is reported
with the increasing P concentration up to 6 at. %. To extract
the portion of the shift due to the composition, the authors
calculate the strain contribution which is observed to be
dominant. The linear dependence of the strain-induced shift
was corroborated using HRXRD measurements and found to
be valid over this concentration range.

We close the discussion of UV micro-Raman mapping
in silicon with a recent report by Ryo et al.86 examining
strain in silicon nanowires. The nanowires were prepared
using SOI as the starting material. Electron-beam lithogra-
phy and a subtractive process were used to produce the nano-
wires which were encapsulated by silicon oxide using solely
a thermal oxidation step or by first incorporating a low-
temperature tetra-ethyl orthosilicate (TEOS) layer, prior to
patterning, and a thermal oxide. The wires were shown to be
25–35 nm thick and approximately 220-nm wide, as seen in
Figs. 6(a) and 6(b). Successful determination of stress in
these nanowires relies on shallow optical penetration and lat-
eral spatial resolution approaching the width. The authors
used 355-nm excitation from a frequency-tripled Nd:YAG
laser and a 2.0-m focal length spectrometer to disperse the
light while stepping the position of the sample at 100-nm
intervals to obtain a line map. Despite the '650-nm focus
diameter being substantially larger than the nanowire width,
Fig. 6(c) clearly illustrates the observed red shift (tensile
stress) on the silicon and a compressive reaction stress on the
Si substrate through the 200-nm thick buried oxide (BOX)
layer.

Semiconductor alloys, such as Si1#xGex, where x is the
germanium mole fraction, have been used for intentionally
introducing strain in p-MOS active regions in silicon elec-
tronics.70–74,87–89 An important consideration in the growth
of Si1#xGex alloys on silicon substrates is the presence of lat-
tice mismatch strain, as discussed in Sec. II. Since pure ger-
manium has a lattice constant, '4% larger than that of

silicon, and the lattice constant increases monotonically with
the composition according to Vegard’s law, thin epitaxial
alloy layers will be under biaxial compressive strain. If
layers are grown exceeding a certain critical thickness, the
strain relaxes by producing line dislocations.90 The latter is
deleterious to device performance.

Holtz et al. used UV Raman measurements, with the
excitation wavelength varying from 350.7 nm to 514.5 nm, to
study Si1#xGex alloys grown on the Si substrate.91 Samples
grown by organo-metallic chemical vapor deposition

FIG. 6. Silicon nanowires prepared by a subtractive process beginning with
SOI wafers. (a) and (b) TEM cross-sections for processes without and with,
respectively, a TEOS oxide layer prior to etch removal of the silicon. (c)
The Raman phonon shift versus position across the nanowire. The figure is
reproduced with permission from Ryo et al., Jpn. J. Appl. Phys., Part 1
56(6S1), 06GG10 (2017). Copyright 2017 The Japan Society of Applied
Physics.

041303-9 M. Nazari and M. W. Holtz Appl. Phys. Rev. 5, 041303 (2018)



(OMCVD) were 1–2 lm thick and confirmed by X-ray dif-
fraction to be strain relaxed. Layers grown by molecular-
beam epitaxy (MBE) were thin and pseudomorphically
strained. The near-UV Raman measurements allow isolation
of the spectrum from each Si1#xGex alloy, including the thin
MBE layers.

Figure 7(a) demonstrates the effect of the optical pene-
tration depth on the Raman spectra for the MBE-grown sam-
ples with x¼ 22% and thickness 55 nm.91 The spectra were
obtained using four excitation wavelengths. When using
514.5 nm excitation, the spectrum is dominated by the silicon
substrate optic phonon O(C) at 520 cm#1. The corresponding
alloy Si–Si phonon, seen near 513 cm#1, is a shoulder in this
spectrum. As the wavelength is tuned into the deep blue
(457.9 nm) and near UV (413.1 nm), the relative intensities
shift to being less dominated by the substrate with stronger
Si1#xGex alloy scatter. At 351 nm, only the epilayer band is
observed, with no scatter seen from the substrate. For the
spectra in which both the alloy and substrate band are
observed, the relative intensities are described according to

wavelength-dependent attenuation and layer thickness.
Figure 7(b) shows Raman spectra of samples grown by MBE
with varying x. The spectra were obtained by 350.7-nm exci-
tation so that only bands from the epi-layer are measured.
The spectra in Fig. 7(b) illustrate the expected consistent red-
shift of the Si-Si phonon energy with the increasing Ge
composition.

Figure 7(c) summarizes the composition dependence
shift in the Si-Si phonon energy from that of pure bulk Si
obtained for all samples studied in Ref. 91. Since samples
grown by OMCVD are fully relaxed, the dash-dotted linear
fit to those data points describes the composition-dependent
unstrained phonon energy (cm#1) and is found to be x0 xð Þ
¼ 520.0 # 68x. The dashed line in Fig. 7(c) is a linear fit to
data obtained from samples grown by MBE with a slope
dx=dx¼#30.76 0.6 cm#1, which is a combination of alloy-
ing (dashed-dotted line) and strain effects. The solid line in
Fig. 7(c) represents the combination of alloying and strain
using published phonon deformation potentials as described
in Ref. 91. Figure 7(d) shows the strain-only shift in Si-Si

FIG. 7. (a) Raman spectra excited using several wavelengths for a 55-nm thick Si1#xGex alloy (x¼ 0.22) grown by MBE. (b) Normalized Raman spectra for
various MBE grown epilayers excited by 351 nm light. Ge composition values x in Si1#xGex are noted. (c) Summary data of the shift in the Si–Si phonon
energy, from that of bulk silicon, versus x. OMCVD samples are strain-relaxed epilayers. MBE epilayers are fully (pseudomorphically) strained. (d) Summary
data of the shift of the Si–Si phonon energy for the MBE-grown films with the effect of alloying (dash-dotted line:x0 xð Þ ¼ 520:0# 68x) subtracted.
Reproduced with permission from J. Appl. Phys. 88, 2523 (2000). Copyright 2000 AIP Publishing LLC.
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phonon versus in-plane lattice-mismatch strain, ek xð Þ
¼ aSi#a xð Þ

aðxÞ , where aSi and aðxÞ are lattice constants of the sili-
con substrate and unstrained alloy. The combined studies of
fully relaxed and pseudomorphically strained Si1#xGex
alloys, with the near-UV measurement of the thinnest epitax-
ial layers, permit determination of both alloy- and strain-
only effects.

V. STRESS AND THERMAL PROPERTIES OF GROUP-
III-NITRIDE MATERIALS AND DEVICES

One important application of Raman spectroscopy is
found in the early development of III-nitride semiconductors
for determining and understanding growth-related
stresses.34,35,92–95 The primary cause for stresses in these
materials is the ubiquitous need to grow the III-nitride semi-
conductors on non-native substrates such as sapphire, silicon
carbide, and silicon. Stresses subsequently arise from lattice
mismatch and differences in the CTE between the layers dur-
ing high-temperature processing.92 Concerns related to stress
include layer cracking,96 wafer bow or warping,97 and
changes in the electrical behavior of devices.98,99

Subsequent processing and development steps, such as the
deposition of adhesion/passivation layers (e.g., SiO2 and
SiNx), also contribute additional stresses to the epitaxial
layers.

Thermal management in electronics is currently the
principal barrier for decreasing the device component size
and increasing power densities. This is particularly the case
in AlGaN/GaN high electron mobility transistors (HEMTs)
where current flows within the <10-nm thick two-
dimensional electron gas (2DEG) that forms spontaneously
at the interface between the GaN and AlGaN barrier. When a
source-drain voltage is applied, confinement of the current to
the 2DEG creates extreme current crowding. The ensuing
self-heating produces localized temperature rises as high as
350 +C,68 particularly at the gate edge where a power spike
occurs. Efforts for improving heat extraction from the active
region, such as incorporation of substrates with high thermal
conductivity, have shown substantial promise for thermal
management.100,101 We return later to diamond as a potential
material for passive thermal management applications.

Basics of the micro-Raman temperature measurement
have been described in Sec. II. Here, we focus on near-UV
micro-Raman studies of self-heating in HEMT and other
devices and the effects of integrating GaN with diamond for
thermal management.

One approach for depth profiling temperature rises in
transparent materials is the use of confocal micro-Raman
measurements.102 The near-surface material (GaN) is
emphasized by focusing the confocal apparatus '1-lm
above the actual sample surface so that the tail of the beam
waist gives appreciable Raman scatter. Alternatively, the
optical penetration depth can be tuned via the choice of exci-
tation source. This tuning provides an elegant approach
to study the very shallow depth or entire thickness of
select materials.34,66–68 Figure 8 shows absorption coefficient
versus photon energy calculated using published spectro-
scopic ellipsometry data.103 When carrying out near-UV

measurements of GaN, e.g., using 363.8-nm excitation, it is
also important to consider stress- and temperature-induced
shifts in the energy gap which affect the rapidly varying
absorption coefficient. These may be taken into account,
over a small range, by rigidly shifting the absorption spec-
trum according to established stress92 and temperature57

coefficients. Another factor to consider is the strong photolu-
minescence from the GaN, which is generally far stronger
than the Raman scatter even under resonant or near-resonant
conditions. Even with these constraints, this excitation
source has been used to investigate shallow depths within
the AlGaN HEMT.66–68

The first such UV micro-Raman study combined mea-
surements with (visible) 488.0 nm and 363.8 nm excitation to
examine self-heating in an AlGaN/GaN HEMT device
grown on a 6H-SiC substrate.66 For an input power of 3W/
mm and zero gate voltage, temperature rise from room tem-
perature close to the 2DEG, in the GaN buffer layer, and the
6H-SiC substrate is obtained at 130, 55, and 15 +C, respec-
tively. Results were interpreted based on coordinated electri-
cal and thermal simulations.

More recently, Nazari et al. capitalized on the material-
specific phonon energies in Raman spectra for depth profil-
ing temperature rise in a HEMT stack, as illustrated in Fig.
9.68 The use of micro-Raman spectroscopy to examine a
transparent multilayer stack is beautifully illustrated in the
visible spectra presented in Fig. 9(a). A TEM cross-section
of the material stack is shown in the inset. Phonons are
observed from the GaN, AlGaN transition layers (TL), AlN,
and Si substrate. Temperature rise is generally estimated
based on the E2

2-symmetry phonon of the wurtzite crystal
structure. Also shown in Fig. 9(b) are the GaN (only) pho-
nons observed when measuring with 363.8-nm excitation.
Under device drive conditions, these combined measure-
ments permit the simultaneous study of temperature rise in
each material layer.68

Combining the phonon redshift obtained from visible
and UV measurements, Nazari et al. established a tempera-
ture depth profile.68 Figure 9(c) shows such a profile for
input powers of 2.6 and 7.8W/mm at zero gate voltage.

FIG. 8. Absorption coefficient for GaN calculated from ellipsometry data.103

The right-hand axis shows 1/a.

041303-11 M. Nazari and M. W. Holtz Appl. Phys. Rev. 5, 041303 (2018)



Temperature rise due to self-heating in a small region
('100 nm) around the 2DEG is significant and measured at
'340 +C for 7.8W/mm of input power. This is almost twice
as high as the average temperature increase in the GaN
buffer layer obtained from visible micro-Raman under iden-
tical conditions, thereby illustrating the importance of the
UV measurements. The temperature rises for the AlN nucle-
ation layer and Si substrate are '100 and 60 +C, respectively,
under the same input power. The temperature rises are found
to be approximately linearly on input power up to the maxi-
mum 8W/mm studied here. The results are interpreted based
on a 3D finite element simulation. Good agreement between
the measured and the simulated temperature rise in different
layers is obtained using literature values of thermal conduc-
tivities and one thermal boundary resistance (TBR) at the
interface between AlN and Si with value 1*10#8 K m2/W.

Thermal management in high-power light emitting
diodes (LEDs), based on the III-nitrides, is also critical for
increasing output powers and device life spans. Alarc#on-

Llad#o et al. have used near-UV micro-Raman measurements
to examine temperature rise in an InGaN/GaN vertical LED
which was transferred to a 150–lm thick copper substrate
for establishing direct thermal contact [Fig. 10(a)].104 As
seen in the Raman spectra of Fig. 10(b), the E2

2 ðE2hÞ phonon
is sensitive to drive conditions and may therefore be used to
estimate temperature rise in the topmost GaN layer of the
device stack. This is shown in Fig. 10(c) versus drive current.
When the 1-mm2 device is driven at 1A, corresponding to an
input power of 6W, they directly measure a temperature rise
DT ¼ 200 +C near the contact electrode where the greatest
effect is expected due to current crowding. The authors dem-
onstrate effectively the usefulness of the measurement in
obtaining accurate temperature characterization of the device
structure through a smooth dependence of DT even at low
drive currents.

An approach aimed at passive thermal management is
integration of diamond with semiconductor devices prone to
excessive self-heating. Diamond has exceptional thermal
conductivity making it a promising material for use with
GaN-based HEMTs. A key concern in this integration proc-
essing is the stress produced by the high-temperature steps of
either bonding or direct CVD growth of diamond on GaN.
Hancock et al. investigated stress in the 730-nm thick GaN

FIG. 9. (a) Visible Raman spectra of the AlGaN/GaN HEMT taken at differ-
ent drain-source voltages with zero gate bias. Raman features are observed
from the substrate, AlN, transition layers, and GaN. (b) UV Raman spectrum
of the device at VDS¼ 0 (VGS¼ 0) showing E2

2 and A1(LO) phonons. In the
UV spectra, the background photoluminescence from GaN is approximately
ten times the intensity of the Raman bands. (c) Temperature rise in different
parts of the AlGaN/GaN heterostructure at two different input powers
obtained from Raman measurements (data points) along with representative
FE thermal simulations (dashed). Black and red (dashed) correspond to tem-
perature rises in the device for input powers of '7.8 and 2.6W/mm, respec-
tively. Vertical solid lines separate different layers in the device, and the
vertical dashed line separates two AlGaN transition layers. The inset shows
TEM cross-section of HEMT with the probe depth of UV and visible excita-
tion depicted. Reprinted with permission from Nazari et al., IEEE Trans.
Electron Devices 62(5), 1467–1472 (2015). Copyright 2015 IEEE.

FIG. 10. (a) Depicts LED structure post transfer to copper heat sink sub-
strate. (b) Near UV (325 nm) Raman spectra of the topmost GaN layer under
different LED drive currents. (c) Phonon shift and corresponding absolute
temperature in the GaN. Reproduced with permission from J. Appl. Phys.
108(11), 114501 (2010). Copyright 2010 AIP Publishing LLC.
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layer of a 100-mm diameter AlGaN-based HEMT stack fol-
lowing CVD growth of a 100-lm thick diamond layer.30

Stresses rxx in the GaN layer are estimated based on shifts in
the Raman-active E2

2-symmetry phonon;34,92,97 see Table II.
Combining visible (514.5 nm) and near UV (363.8 nm)
micro-Raman, respective values were obtained for volume
average and near-surface (100–130 nm) stress on the GaN
layer. Near-UV micro-Raman measurements were carried
out from the exposed surface (denoted GaN side) and
through the transparent diamond at the diamond/GaN inter-
face (denoted GaN/D side). As a bonus, the visible measure-
ments also provide the stress measurement in the
diamond.105 The results shown in Figs. 11(a) and 11(b)
reveal an unexpected stress gradient in the GaN.

Full-wafer stress maps showed remarkable unifor-
mity.30,105 The average stress measured from the visible
micro-Raman was rave ¼ 0.32GPa with uncertainty values of
individual data points 6 0.06GPa and cross-wafer variance
(standard deviation) of 0.10GPa from the map. The near-UV
measurements show the tensile stress in the GaN-side with an
average value rGaN ¼ 0.86GPa. For the GaN/D side, the ten-
sile stress has an average value rGaN=D ¼ 0.23GPa. This
counterintuitive stress gradient is attributed to local (nano-
scale) relaxation97 immediately surrounding the ubiquitous
threading dislocations (TDs) in the GaN and a variation in the
density of the TDs along the GaN growth axis.

To simulate the stress profile in the GaN layer, while
taking into account the TD density, the effective elastic mod-
ulus of the GaN layer is modified according to

Eeff
GaN ¼ 1# fð ÞEbulk

GaN ; (14)

where Ebulk
GaN is the elastic modulus for bulk GaN106 and

f ¼ nL2 is the average relaxation factor with characteristic
length-scale L; and n represents the TD areal density. The
presence of TDs is confirmed using bright-field TEM imag-
ing with two estimated values of 1*109 cm#2 and 9*109

cm#2 for the GaN and GaN/D portions of the layer, respec-
tively. A two-region model with three fitting parameters
(fGaN , fGaN=D, and either t1 or t2 due to the constraint t1 þ t2
¼ t ¼ 730 nm) is used. Two stress values obtained from the
UV (rGaN and rGaN=D) plus the average stress (rave) from
visible micro-Raman measurements can be used to estimate
t1 (and t2) according to

rave ¼ t1rGaN þ t2rGaN=Dð Þ = t1 þ t2ð Þ: (15)

From this, we determine t1 ¼ 100610 nm and t2 ¼ 630690
nm. Using these values, and incorporating Young’s modulus
from Eq. (14), the stress cross-section may be simulated to
determine the remaining unknown relaxation factors fGaN
and fGaN=D.

Figure 11(c) presents the resulting simulated rxx and
measured values as a function of the vertical material cross-
section. The simulated stress is shown as a dashed line. The
measured stress values from visible and UV micro-Raman,
for each side of the wafer, are represented as patterned rec-
tangles with the vertical dimension corresponding to stan-
dard deviations and horizontal dimension the depth optically

probed for each measurement. The abrupt shape of this
dependence is due to the simple two-region model used here.
Good agreement with the measured stress is obtained using
relaxation factors of fGaN=D ¼ 0.76 in the GaN close to the
GaN/D interface and fGaN ¼ 0.095 near the AlGaN-GaN
interface. Understanding the stress profile was made possible

FIG. 11. (a) Visible Raman map for GaN E2
2 phonon energy. (b) Map of the

GaN E2
2 phonon energy from UV micro-Raman measurements. The upper

(lower) surface manifold corresponds to the measurement from the GaN/D
(GaN) side of the wafer. The right-hand axis in both graphs shows the
stresses obtained from each measurement. (c) Results from FE simulation
(dashed lines) of stress as a function of the cross-section distance from the
GaN/D interface. The measured stress values from visible and UV micro-
Raman, for each side of the wafer, are represented as patterned rectangles.
The vertical dimensions correspond to standard deviations from data and
horizontal dimensions the optical probe depth for each measurement.
Reproduced from with permission from Appl. Phys. Lett. 108(21), 211901
(2016). Copyright 2016 AIP Publishing LLC.
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by the combined visible and near-UV measurements, with
the latter most sensitive to the surface or interface properties.

VI. CARBON

Raman spectroscopy has long served as a premier
method for investigating the diverse forms of pure carbon.
These include diamond, graphite, graphene, nanotubes, full-
erenes, and various structures of amorphous car-
bon.9,10,18,25,54,107–113 Here, we focus on applications of UV
Raman to the study of these materials.

A broad range of wavelengths, including UV, has been
used to conduct Raman studies of graphite.10 One success of
this multispectral approach was to understand a previously
long-reported, systematic variation in the peak position of
the so-called D mode of graphite. This mode is related to the
finite size in graphite layers which allows non-zone-center
phonons to participate in first-order Raman scattering. By
examining data based on excitation energies ranging from
'1.5 to 3.5 eV (Fig. 12), Thomsen and Reich observed shifts
in the D band '60 cm#1/eV.20 They invoke a double-
resonance effect involving the ('linear-dispersion) energy
bands of graphite. The excitation energy promotes electrons
into unique k values within the Brillouin zone. A phonon
scatters the electron into a second energy band, in another
region of the Brillouin zone. Inelastic scattering then returns
the electron close to the initial k value prior to the recombi-
nation (Stokes scatter). The unique wavevector range of the
initial absorption requires the disorder-related phonon scat-
tering to possess similarly unique energy. In a subsequent
article, these unique energies were successfully mapped onto
the phonon dispersion of graphite.114

The Raman peak position, linewidth, and intensity are
shown to depend on the number of layers in the two-
dimensional structure of graphene. The Raman G and 2D
(also known as G0) bands in graphene red shift and blue shift,
respectively, as the number of layers increased.111,115–117 The
position of either the G or the 2D band can therefore be used
in graphene to estimate the number of layers present. The rela-
tive Raman intensity of the G line to the 2D line, IG/I2D,
depends on the number of layers (n) present.115,116 It is shown

that IG/I2D is sensitive in the regime where there are few
layers, increasing from 0.3 in the single layer to 0.8 in 6-layer
graphene before saturating rapidly at higher n. The availability
of an internal intensity standard makes this measurement use-
ful for estimating the number of layers present in graphene.

Calizo et al. studied n-layer graphene (n¼ 1 to 5) with
visible and UV micro-Raman measurements.118 They observed
that the intensity of the 2D band diminishes when varying the
excitation wavelength from visible (633 nm and 488 nm) to
near UV (325 nm). It is also observed that IG/I2D differs in UV
from visible Raman as the number of layers varies from 1 to 5.
The 2D band energy is found to strongly depend on the laser
line energy. Under near-UV excitation, this blueshift is as large
as 185 cm#1 when compared with the result from a longer
wavelength. The 2D band energy versus laser energy is shown
in Fig. 13. The observed dependence is explained based on the
double-resonant or fully resonant process.118

As described in Sec. V, diamond may be integrated with
electronic materials, such as GaN, via bonding of the two
materials or direct growth. Diamond CVD growth typically
begins with a mix of highly disordered carbon (DC) and
fine-grained polycrystalline diamond whose texture and size
develop with increasing diamond layer thickness. The nucle-
ation layer may be composed of a mixture of nano-scale gra-
phitic material and both graphitic and diamond-like
amorphous carbon.109 Stress in the diamond may be checked
by the position of the sharp OðCÞ phonon near 1332 cm#1

using the stress coefficient in Eq. (7). One indicator of dia-
mond quality is the linewidth of the OðCÞ phonon, which
may vary due to the inhomogeneous stress environment and
the presence of disorder. The broad fluorescence observed in
CVD diamond is attributed to the presence impurities and
defects.21,119 While the fluorescence does not typically
occlude characterization of the sharp diamond OðCÞ peak, it
generally swamps out the broad spectrum of the amorphous
phases. One standard approach to obviate this competition is
to carry out Raman measurements in a wavelength range
where the fluorescence is weak, i.e., in the near-UV for dia-
mond. An additional advantage of Raman measurements of

FIG. 12. Measured and calculated frequencies of the D band as a function of
the excitation energy. Reproduced with permission from C. Thomsen and S.
Reich, Phys. Rev. Lett. 85(24), 5214–5217 (2000). Copyright 2000 The
American Physical Society.

FIG. 13. Spectral position of the second-order 2D band in the Raman spec-
trum of graphene as a function of the laser excitation energy. Reproduced
with permission from J. Appl. Phys. 106(4), 043509 (2009). Copyright 2009
AIP Publishing LLC.
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these materials using UV excitation is increased sensitivity
to any diamond-like carbon which is present.18

Nazari and co-workers exploited the low diamond fluo-
rescence intensity in the near-UV to investigate the micro-
structure of diamond grown on GaN for thermal
management.120 Of principal interest is the evolution of the
diamond from the initial growth regime to the “bulk” of the
100–lm layer. The micro-Raman map was conducted along
a line normal to the interface, as depicted in the inset SEM
cross-section in Fig. 14(a). Spectra in Fig. 14(a), obtained at
select distances from the GaN/D interface, exhibit a strong
and narrow diamond OðCÞ phonon. Close to the interface,
where diamond growth initiates, strong scatter is present
from the disordered carbon (DC). The quality of the diamond
films, also known as the Raman quality factor (QFD), can be
evaluated based on the integrated Raman intensity of dia-

mond and DC peaks as QFD ¼ ID
IDþIDC

h i
. In this regard, the

DC presence in the film can be quantified by 1# QFD

¼ IDC
IDþIDC

h i
$ IDC

ID

h i
. This quantity is shown as a function of

the distance (x) from the GaN/diamond interface in Fig.
14(b) for two line-scans at different locations across the
interface. The data show that film quality is poorer at the
GaN/D interface and that it improves as the film thickness
increases. TEM analysis at the GaN/D interface results in a
volume fraction of disordered carbon fDC(0)¼ f0 ' 10%.

The volume fraction of the disordered carbon is related to

the quantity 1# QFD $ IDC
ID

h i
through

IDC
ID

xð Þ $ A

ðt

0

fDC x0ð ÞU x# x0ð Þdx0
ðt

0

U x# x0ð Þdx0
; (16)

where x is the central position of the laser spot along the
growth direction, t is the diamond thickness, A is related to
the relative Raman cross section of DC to diamond at
363.8 nm, and a simple dependence is assumed as

fDC xð Þ ¼ f0 # ftð Þe#x=d þ ft; (17)

with ft being the DC volume fraction at larger distances from
the interface and d is the characteristic length at which the
DC volume fraction diminishes during CVD growth. The
laser illumination UðxÞ is discussed in Sec. II. By varying x
from 0 to t and integrating over x’ at each position x, func-
tion fDCðxÞ is averaged over the laser spot size. Fitting
Raman intensity data with Eq. (17), parameters A¼ 1.3,
ft¼ 1.5%, and d¼ 3.5 lm are obtained. The dashed and solid
curves in Fig. 14(b) show IDC

ID
xð Þ and fDCðxÞ, respectively.

Without the UV measurements, obtaining the fDCðxÞ depen-
dence as a CVD growth diagnostic would not be possible
using micro-Raman spectroscopy.

UV micro-Raman mapping has also been used to study
the stress in diamond grown selectively on silicon substrates.
Selective growth is attractive because it provides a route to
global stress relaxation despite the presence of local stresses.
This approach is developed ultimately for the integration of
diamond with electronic materials. Ahmed et al. used a sus-
pension of nanodiamond seeds in standard photoresist for
obtaining a uniform spin-coat dispersal followed by patterning
with standard I-line lithography.121 CVD diamond growth
resulted in well-defined diamond structures including stripes
and fields. Stress in the stripes is imaged using UV micro-
Raman mapping. Rather than using a point focus and succes-
sively stepping to achieve a map, a line-focus was imple-
mented in the micro-Raman apparatus122 with the illumination
traversing diamond stripes of various widths. The collected
Raman scatter ultimately focused on the CCD detector to
obtain information about the stress in one snapshot.

Figure 15 shows phonon shifts for the silicon substrate
and diamond stripes. The shifts may be converted to stress
using Eq. (7) in Sec. II. In addition to the advantage of mea-
suring in a wavelength range where there is little fluores-
cence from the diamond, the UV approach also provides
stress estimates in the topmost '5 nm of the silicon, i.e.,
where the stress is expected to be the greatest. To interpret
the stress, finite element (FE) simulations were carried out
by incorporating the thermal stresses when the wafer is
cooled from the CVD growth 720–750 +C range to ambient
room temperature. The simulations shown in Fig. 15 illus-
trate well the stress in the diamond stripes. In silicon, the
stress diminishes with distance z from the surface/interface.
Therefore, the comparison of the measurement and simula-
tion requires a depth average of the simulation data using

FIG. 14. (a) Micro-Raman spectra obtained with 363.8-nm excitation at dif-
ferent distances from the GaN/diamond interface. The inset shows the SEM
cross-section, and the dashed arrow shows the direction of the line scan. (b)
Non-diamond carbon fraction (left-hand axis) and associated disordered car-
bon (DC) volume fraction (fDC, right-hand axis) versus distance from the
GaN/diamond interface. Reproduced with permission from Appl. Phys. Lett.
108(3), 031901 (2016). Copyright 2016 AIP Publishing LLC.
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rx0x0 Sið Þ
- .

¼

ð1

0

rx0x0 zð Þe#z=dOPT dz
ð1

0

e#z=dOPT dz
; (18)

where x0 corresponds to a silicon (110) direction and the
exponential function describes net attenuation of the incident
and scattered light. This study effectively capitalizes on two
key advantages to near-UV micro-Raman spectroscopy: the
reduced fluorescence from CVD diamond in this wavelength
range and the shallow penetration into the silicon substrate.

Ultimately, the need for better heat management through
integration of electronic materials with diamond relies on
improving thermal conductivity, j. A necessary part of this
is reliable determination of j and the inevitable thermal
boundary resistance (TBR) between any two materials.
There has been significant progress in developing optical
approaches for measuring j54,123–131 including a design
based on optical heating of a suspended graphene bridge129

and electrical heating of a diamond membrane test struc-
ture.123 The latter is depicted in Figs. 16(a) and 16(b).125,126

Squires et al.126 and Nazari et al.125 used near-UV
micro-Raman mapping to measure lateral thermal conductiv-
ity, j, in 1–l m-thick diamond membranes grown on silicon
substrates by driving a micro-fabricated heater, Fig. 16. j is
estimated through measuring the redshift in the phonon
energy of diamond O Cð Þ mode as a function of the distance
from the heat source. This parameter is used to determine
thermal conductivity using Fourier’s law

q ¼ #j$T; (19)

where q is the heat flux (e.g., in W/m2) and j, which refers
primarily to the in-plane thermal conductivity of the dia-
mond, is assumed to be single-valued. The diamond thick-
ness is an important parameter in this approach. The film
thickness is precisely measured and mapped using non-
destructive spectroscopic ellipsometry.125,126 Knowing q
produced by the current driven through the heater, and using
micro-Raman mapping to establish $T along the direction of
the dashed line in Fig. 16(a), we may estimate j.

Since both the temperature and stress shift the phonon
energy, it is generally required to holistically treat these fac-
tors to arrive at a precise and reliable thermal conductivity
analysis. Non-uniform thermal stress, arising from driving
the heater, is not readily taken into account in the simple
Fourier’s law analysis. Accomplishing this combined analy-
sis is undertaken using finite-element simulations. One way
to obviate this complications due to thermal stress is by
establishing a local temperature sensor.132,133 Such a local
temperature sensor would ideally have the following attrib-
utes: (1) provide a measure of local T, (2) not be affected by
the mechanical/thermal stresses, (3) not perturb the tempera-
ture distribution in the device, and (4) readily measurable
Raman spectrum with (5) a sufficiently high phonon temper-
ature coefficient dx/dT. Particles transparent to the laser
excitation have the further advantages of (6) permitting the
measurement of the material directly beneath them while (7)
experiencing minimum laser heating. The particles should

FIG. 15. Raman measurement (points) and FE simulation stress maps (curves) of the silicon (left) and diamond (right) as a function of the position across three repre-
sentative stripe widths: 20, 40, and 80lm. Reproduced with permission from Appl. Phys. Lett. 112(18), 181907 (2018). Copyright 2018 AIP Publishing LLC.
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(8) require minimal or no specialized instrumentation to
apply. Squires et al. used hexagonal boron nitride (h-BN)
nano/micro-particles to meet all eight of these key require-
ments by randomly dispersing them from a liquid suspension.

The h-BN Raman phonon at 1367 cm#1 and diamond
O Cð Þ phonon at 1332 cm#1 are readily measured using near-
UV 363.8-nm excitation.126 Representative spectra are
shown in Fig. 16(c). The lateral physical isolation of the h-
BN particles means that they will not be subject to the ther-
mal stress in the diamond, while good thermal contact with
the diamond ensures an accurate measurement of tempera-
ture based on the h-BN phonon position. The subsequent,
independent measure of temperature gradient from that
based on the nearby diamond phonon mode permits determi-
nation of j from the simple analysis of Eq. (19) and the
finite-element simulations employing data from the diamond
film. Using this approach, the authors reported thermal con-
ductivity for a '1 lm thick CVD diamond layer to be
766 8W/m K and 78:4 þ8:6

#5:1 W/m K from h-BN and dia-
mond analysis, respectively. The value obtained from h-BN
analysis is reasonably close to the value from complicated

diamond analysis. This demonstrates effectively the useful-
ness of the h-BN particles as the local sensor.

VII. SUMMARY

Near-UV Raman and micro-Raman spectroscopy has
been applied over the past ca. 20 years for examining the
diverse properties of electronic materials. This work has
aimed at taking advantage of attributes specific to the near-
UV spectroscopy which are advantageous relative to the
more standard visible Raman spectroscopy.

One of the specific attributes of working in the near-UV
includes reduction in the laser spot size possible in micro-
Raman measurements, as described in studies of silicon and
silicon-related device structures.22,64,75–80 The improved spa-
tial resolution is illustrated nicely in Fig. 5 from the study by
Ogura et al.65 The advantage of higher spatial resolution has
recently been exploited by Ryo et al. to characterize silicon
nanowires, as shown in Fig. 6.86 Also of interest in studies of
silicon and closely related alloys is the advantage of the shal-
low optical penetration depth of near-UV laser light. This
was first leveraged by Holtz et al. as described above.64,91

The value of dopt ' 5 nm is ideal for examining the proper-
ties of ultra-shallow device layers.

The shallow dopt of near-UV excitation has also been
used in GaN to investigate the self-heating that takes place
in AlGaN HEMT structures. In these devices, used for power
electronics, the current flows in the <10-nm thick 2DEG
resulting in aggressive self-heating. The dopt for near-UV
light in GaN makes micro-Raman measurements ideal for
determining the temperature rise in the 2DEG. This has been
studied by Ahmad et al.66,67 and Nazari et al.68 for HEMTs
grown, respectively, on 6H-SiC and Si substrates. The latter
used a micro-Raman multispectral approach to depth profile
temperature rise throughout the multilayer stack, including
the topmost GaN where DT is the highest (Fig. 9). Alarc#on-
Llad#o et al. have applied the approach to the study of self-
heating in InGaN/GaN LEDs.104

The shallow dopt in GaN has also been used to examine
stress in the near-surface region of device layers. Particularly
interesting is the full-wafer integration of an AlGaN HEMT
stack with diamond for future thermal management applica-
tions.30,105 Cross-wafer stress mapping was found to be very
consistent based on visible micro-Raman measurements,
which average stress throughout the transparent GaN layer,
and based on near-UV studies from each wafer side (topmost
GaN and GaN/D interface). However, a stress gradient was
observed in the GaN layer which was interpreted based on
variations in the TD density: high in the initial GaN growth
regime and lower in the region of GaN where devices are
ultimately processed.

In both Si and GaN, resonance effects are important
since the near-UV light excites direct electronic transitions
for producing shallow optical probing. In contrast, the
importance of wavelength tuning relative to the electronic
structure has been applied to explain strong shifts observed
in disorder-related phonons when measuring Raman spectra
of graphite using different laser lines.20 This understanding

FIG. 16. (a) Plan-view and cross-section depiction of the heater structure on
the diamond membrane supported by silicon and h-BN particle scattered on
the diamond surface. (b) Photograph of the device studied. (c) Raman spec-
trum obtained at the position of the h-BN particle on diamond over silicon.
The inset shows close-up spectra of diamond and h-BN phonons under dif-
ferent drive conditions. Republished with permission from Squires et al., J.
Phys. D: Appl. Phys. 50(24), 24LT01 (2017). Copyright 2017 IOP.
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had subsequent implications for interpreting similar effects
in two-phonon Raman features of graphene, Fig. 13.118

Wavelength tuning is also useful in finding ranges where
fluorescence is weak. When present, fluorescence can be far
stronger than Raman features needed to characterize materi-
als. An example is CVD diamond, for which visible Raman
spectra are possible when the only interest is the OðCÞ pho-
non. However, when features that are less intense or broad
must be investigated, the fluorescence occludes meaningful
measurements. Studies using near-UV Raman generally
obviate this concern and have been used to depth profile the
ubiquitous non-diamond carbon that forms during the initial
stages of diamond CVD.120
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