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Abstract In the high-latitude ionosphere, predicting transport of polar cap patches is important

because of their impact on radio communications and navigation systems. Lagrangian coherent structures

(LCSs) are barriers to transport in nonlinear time-varying flow fields, found by computing the local

maximum finite-time Lyapunov exponent (FTLE). We propose that LCSs are barriers governing patch

formation. In this work, we compute and visualize the LCSs in high-latitude ionospheric convection

by computing the FTLE field with the Ionosphere-Thermosphere Algorithm for Lagrangian Coherent

Structures (ITALCS). The Weimer 2005 high-latitude electric potential model and the 12th-generation

International Geomagnetic Reference Field (IGRF-12) are used to generate the E⃗ × B⃗ drift field at

each gridpoint in the ionosphere. The E⃗× B⃗ drifts are used as the input to ITALCS. Time-varying structures are

detected in two-dimensional ionospheric drifts at high latitudes based on locally maximum forward time

FTLE values for both geomagnetically stormy and quiet periods. Typically, the dominant structure is

shaped like the letter “U,” or a “horseshoe,” oriented with the curved portion of the “U” on the dayside

around local noon. The LCSs during the geomagnetically stormy period have more complex topology and

shift equatorward compared to the LCSs during quiet times. Analysis of a polar cap patch observed on

17 March 2015 with the Multi-Instrument Data Analysis System indicates that a necessary condition for its

formation and transport is that storm enhanced density exist poleward of the LCS.

1. Introduction

In the high-latitude upper atmosphere poleward of the auroral oval, the polar cap patch is a few 100-km-scale

ionospheric enhancement surrounded by lower-density plasma (Crowley, 1996). A polar cap patch is often

associated with ionospheric plasma density irregularities varying from 100 m to several kilometers scale size

that adversely affect Global Navigation Satellite System (GNSS) service (Moen et al., 2013) by causing scintil-

lation, a rapid fluctuation in signal amplitude and phase (Datta-Barua et al., 2015; Zhang, Zhang, Lockwood,

et al., 2013; Zhang, Zhang, Moen, et al., 2013). The mechanism for scintillation is electromagnetic wave scat-

tering due to variations in density (Sotnikov et al., 2014). Polar cap patch scintillations are believed to arise

due to a number of possible instability mechanisms (Atul et al., 2018; Burston et al., 2016; Moen et al., 2013).

While there is no consensus on how exactly patches lead to scintillation, Moen et al. (2013) points out the

importance of tracking patches and the flow channels and shears inwhich they drift, which can drive instabili-

ties. For this reason, sensingpatches and theirmovementhasbecomean important applicationof ionospheric

tomographic and assimilative algorithms (Bust &Crowley, 2007). By usingplasmadensity andpath-integrated

total electron content (TEC) measurements, ionospheric imaging can produce electron density in two, three,

and four dimensions including temporal variation, as reviewed by Bust and Mitchell (2008).

Polar cap patchmovement is coupled to themagnetosphere. In the high latitudes, magnetospheric field lines

transition from the closed lines that return to Earth in the opposite hemisphere to open lines that extend

into interplanetary space and may interconnect with the interplanetary magnetic field (IMF; Hunsucker &

Hargreaves, 2003). The polar cap describes the ionospheric region of open field lines that are swept back away

from the sun. The cusps are the regions on the dayside in both hemispheres in which the magnetic field lines

extend to the dayside magnetopause, the boundary between the IMF and magnetosphere.

Due to solar wind motion, magnetospheric flux tubes typically circulate from noon to midnight across the

polar cap, with return circulation around the dawn and dusk sides. Superposedwith a corotation electric field,
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this circulation maps down along the field lines into the ionosphere to form what is typically a two-cell

electric potential pattern (Hunsucker & Hargreaves, 2003). This cross-polar-cap electric field combined with

the magnetic field largely governs plasma motion at high latitudes. During geomagnetic storms, magnetic

reconnection is a framework for understanding the erosion of the dayside magnetopause. Enhanced ero-

sion of the flux on the dayside leads to an accumulation on the nightside (Carlson, 2012). Observation and

theory both show that geomagnetic storms are enhancedwhen the IMF points southward (Bz < 0); magnetic

reconnection is especially effective in this condition.

After initiating on the dayside cusp region, patches are transported across the center of the polar cap region

toward night side (Moen et al., 2015; Oksavik et al., 2010) andmay circulate back on the dawn and dusk sides.

Of the unresolved questions regarding polar cap patches, in this work we focus on asking the following: What

is the source of the plasma? Formation mechanisms of polar cap patches were studied by Lockwood and

Carlson (1992); Lockwood et al. (2005); MacDougall and Jayachandran (2007); Weber et al. (1984); and Zhang

et al. (2011) and classified as Type L for low-density patches ionized by particle precipitation and Type H for

high-density ones formed by segmenting the (TOI; Zhang, Zhang, Moen, et al., 2013). In this work we focus

on the H-type patches. A backward tracing of a polar cap patch studied by Bust and Crowley (2007) indi-

cates that the patch did not originate from the midlatitude part of the TOI. TOIs themselves are observed to

form from midlatitude storm enhanced density (SED), which has been defined as a latitudinally narrow, spa-

tially continuous region of enhanced plasma density extending fromgeomagneticmidlatitude (Foster, 1993).

A subauroral polarization stream (SAPS) has been theorized as an electric field mechanism in the dusk sector

for erosion of SED into a TOI (Foster et al., 2005).

Zhang, Zhang, Moen, et al. (2013) refers to patches as caused by an equatorward shift of the open-closed field

line boundary “entraining” ionized plasma into the polar cap. Moen et al. (2015) notes that regional forecasts

of scintillation conditions require anunderstandingof howplasma is “entrained” into thepolar cap convection

flow, as well as its exit. Hosokawa et al. (2009) and Hosokawa, Tsugawa, et al. (2010) describe GPS TEC-based

observations originally reported by Foster et al. (2005) of a TOI “entrained” into the noontime cusp and into

the nightside along a streamline.

Hosokawa, St-Maurice, et al. (2010) note that “time varying plasma flow is an important factor for produc-

ing patches.” However, in a time-varying flow, streamlines differ from pathlines, the actual trajectories of

individual fluid elements. For this reason, a TOI structure does not always align with instantaneous electric

isopotentials, which are effectively streamlines (e.g., Foster et al., 2005; Zhang, Zhang, Lockwood, et al., 2013;

Zou et al., 2014).

Fluid coherent structures are features of a time-evolving flow that persist in space and time. Coherent struc-

tures indicate transport and energy transfer processes. A formal definition of coherence in Earth’s fluid

environment can be challenging (Venditti et al., 2013) particularly for turbulent and time-varying fluid flows,

such as that of the ionosphere. Yet analyzing coherent structures can help in forecasting the transport of

plasma patches, mitigating their impacts on transionospheric signals. Many approaches for identifying flow

coherence have relied on Eulerian definitions of structures such as vorticity, but these definitions are not

observer independent (Haller, 2005), so they are inappropriate to study in Earth’s noninertial frame at global

scale (Wang et al., 2017).

For this reason, we analyze the high-latitude plasma drift flow in the Lagrangian frame that moves with the

fluid, to find Lagrangian coherent structures (LCSs). LCS analysis is a numerical method in fluid dynamics to

predict transport and interaction processes (Haller, 2015; Shadden et al., 2005). LCSs are frame-invariant man-

ifolds indicating ridges of maximum divergence or convergence in a time-varying nonlinear flow. LCSs act as

barriers to material transport, demarcating regions of qualitatively different flow patterns.

One analogy to help make the distinction in what we mean by a “fluid coherent structure” would be to con-

sider a hurricane: The clouds are thematerial that are visible, akin to the polar cap patch itself. However, within

the flow field theremay exist a flow structure (e.g., the vortex), whether or not clouds are there. Whereas Eule-

riandefinitions of the vortexwouldhelpdefine the eyeof thehurricane, the LCS serves to define theperimeter

of the hurricane (du Toit & Marsden, 2010).

LCSs have had wide application in geophysical transport phenomena. The spread of contaminants in the

Earth’s fluid environment such as oil spills on the sea surface and airborne volcano ash can be predicted via

the LCS technique (Peacock & Haller, 2013). The work by du Toit and Marsden (2010), to which this paper’s
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title alludes, showed that horseshoe-shaped LCSs described hurricane entrainment in the troposphere.

Thermospheric LCSs were found as material transport barriers that respond to geomagnetic activity (Wang

et al., 2017). LCSs have also been found in stellar plasmas (BozorgMagham et al., 2013). Previous study of LCSs

in ionospheric plasma solved fluid mass and ion and electron momentum equations for midlatitude E and F

region over a 100-km-scale horizontal region (Tang & Mahalov, 2013).

However, to treat patches requires a larger scale flow domain, in which the plasma fluid is regarded as a sin-

gle species. In this work, we analyze synoptic scale ionospheric LCSs, specifically asking: Are there governing

structures in the high-latitude ionosphere? Do the structures guide and predict possible patch formation or

transport sites? For this analysis, the flow of interest is the plasma drift convection as a flow field at high

latitudes in both hemispheres. While in general plasma drift is a superposition of electric Pedersen drift, grav-

itational Pedersen drift, pure gravitational drift, and parallel mean flow (Atul et al., 2018; Sotnikov et al., 2014),

in the high-latitude region above 50∘ geomagnetic latitude, the plasma drift is dominated by E⃗ × B⃗ drift due

to the absence of vertical shears (Anderson et al., 1996a; Kirchengast, 1996). The E⃗× B⃗ drift is governed by the

local electric and magnetic fields:

v⃗E×B =
−∇⃗V × B⃗

B2
(1)

where V is an electrostatic potential function and B⃗ is the magnetic field. At high latitudes, this E⃗ × B⃗ drift is

primarily horizontal and is understood to describemagnetic flux tube transport. For simplification, we treated

the high-latitude plasma drift as the E⃗ × B⃗ drift. Such an assumption has also been used in several iono-

spheric models such as Global Theoretical Ionospheric Model, which has been used to model polar patches

of enhanced F-region plasma density (Decker et al., 1994; Sojka et al., 1993) and boundary blobs (Anderson

et al., 1996b).

We show the anticipated global high-latitude ionospheric LCSs based on two-dimensional flows computed

by modeled electric field and magnetic field. We show that (1) LCSs exist in the ionosphere; (2) they respond

to geomagnetic activity by shifting equatorward; and (3) LCSs can give insight into necessary conditions for

the formation and transport of the H-type polar cap patch; namely, that the TOI must exist poleward of the

LCS in order for patches to be possible and that they are guided along LCS channels afterwards. We do this

by simulating ionospheric convection with modeled electric and magnetic fields during a geomagnetically

quiet period and an active period. We use data-driven observations of a polar cap patch that are confirmed

with an independent data set. We examine this polar cap patch’s relationship with the modeled ionospheric

LCSs over time. This paper is organized as follows: we summarize our algorithm to identify the ionospheric

LCSs in section 2 with details provided in Appendices A and B; in section 3, we describe the method we use

in determining whether ionospheric LCSs exist, whether they respond to geomagnetic activity, and the LCS

relationship to polar cap patches; then we show results in section 4, broader implications in section 5, and a

summary in section 6.

2. Ionosphere-Thermosphere Algorithm for LCSs

In thiswork, we apply the finite-time Lyapunov exponent (FTLE) technique to define the ionospheric LCSs. The

ridge (or surface in a three-dimensional flow) ofmaximal FTLE values represents a barrier inmaterial transport

(Shadden et al., 2005). The basic equationsmay be found in numerous resources (Grigoriev, 2011; Haller, 2015)

and are summarized here for a two-dimensional flow domain. Advection of the fluid particle at each point

x = (x1, x2) at time t can be described as

ẋ = v(x, t), x ∈ U, t ∈ [t0, tf ] (2)

whereU ⊂ R
2 is the domain. A flowmapmaps particles at all initial positions x0 at t0 to their current positions

x(tf ; x0, t0) at final time tf after a finite period of time 𝜏 = tf − t0:

F
tf
t0
(x0) = x(tf ; x0, t0) , t ∈ [t0, tf ] (3)

= x0 + ∫
tf

t0

v(x, t)dt (4)

where x0 = x(t0; x0, t0), and the velocity v is integrated to propagate fluid elements forward in time.
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The flow map traces a fluid particle from initial position x0 to a final position after time 𝜏 . By keeping track

of each particle’s initial and final positions, we may quantify the amount of stretching that has occurred

by computing the Jacobian of the flow map. For each particle in a two-dimensional flow domain this is

a 2 × 2matrix:

J ≡ ∇F
tf
t0
(x0) =

⎡
⎢⎢⎢⎣

x1(tf ;t0 ,x10+𝛿
1)−x1(tf ;t0 ,x10−𝛿

1)
|2𝛿1|

x1(tf ;t0 ,x10+𝛿
1)−x1(tf ;t0 ,x10−𝛿

1)
|2𝛿2|

x2(tf ;t0 ,x20+𝛿
2)−x2(tf ;t0 ,x20−𝛿

2)
|2𝛿1|

x2(tf ;t0 ,x20+𝛿
2)−x2(tf ;t0 ,x20−𝛿

2)
|2𝛿2|

⎤
⎥⎥⎥⎦

(5)

where 𝛿1, 𝛿2 are infinitesimal displacements in each respective direction of the domain. Then the FTLE 𝜎 at t0
is the normalized maximum eigenvalue 𝜆max of the Cauchy-Green Deformation Tensor JTJ as follows:

𝜎 (J) =
1

|𝜏| log
(√

𝜆max

(
JTJ

))
(6)

An FTLE is computed for every initial particle x0 in the domain, and the LCS is the ridge of local FTLEmaxima, a

maximally repellingmaterial surface. To find LCSs of maximum attraction, the integration in equation (4) may

be carried out backwards in time. In this work we examine forward-time FTLEs only.

Based on the equations above, we developed the Ionosphere-Thermosphere Algorithm for LCSs (ITALCS) to

investigate upper atmospheric LCSs. ITALCS uses input 2-D velocity data to compute the FTLE scalar fields as

well as tracer trajectories. The spatial domain for which ITALCS computes FTLE values and tracer trajectories

must be discretized into a regular mesh of generalized coordinates, specified by bounds on x1, x2 and resolu-

tions 𝛿1, 𝛿2 for each. The temporal domain [t0, tf ] defines the time interval within which ITALCSmay compute

the integration shown in equation (4). Within that time interval, velocity fieldsmust be provided over the grid

at n + 1 epochs spaced in time byΔt such that 𝜏 = nΔt.

For the forward-timeFTLE computation, after reading in the input velocities for thegriddeddomainand times-

pan specified, ITALCS computes the FTLE values for every initial gridpoint in the domain. We use the particles’

positions at a chosen start time t0 to find the particles’ ending positions by numerically integrating over dura-

tion 𝜏 . The velocity data are provided at time intervalsΔt, which is subdivided intom smaller intervals dtwith

Δt = mdt. In this way the flowmap in equation (4) is discretized as

x(tf ; x0, t0) ≈ x0 +

n−1∑
i=0

vi(xi, ti)Δt (7)

≈ x0 +

n−1∑
i=0

m−1∑
j=0

vi(xij, tij)dt (8)

The purpose of the subdivision Δt = mdt is to decouple the integration interval and accuracy of the results

from the velocity field data cadence. If velocity field data are provided by measurement, the Δt resolution

may be limited by themeasurement process. In the case of a model, as in this study, havingΔt> dt decreases

runtimeof themodel significantly. After eachnumerical integration stepdt, since theparticle at x(tij; x0, t0)will

not in general fall at exactly another gridpoint, the velocity data are bilinearly interpolated to its location. The

flow map computation starts at t0 and stops at tf after integration time 𝜏 . The Jacobian matrix is composed

by substituting a particle’s starting position x(t0; x0, t0) and ending position x(tf ; x0, t0) into equation (5). The

output FTLE scalar field from equation (6) for a given t0 is a matrix of the same dimension as the meshed grid

domain. For tracer trajectory calculations, ITALCS outputs the intermediate locations x(t0 + iΔt; x0, t0) and

final position x(tf ; x0, t0) of a tracer particle. To demonstrate how ITALCS works we tested a canonical flow, the

time-varying 2-D double gyre, given in the literature (Shadden et al., 2005). The location and shape of the LCS

and the FTLE values in Appendix A are identical to those shown by Shadden et al. (2005).

To identify the LCS in a spherical domain suchas the ionosphere,we searchglobally to ensure a closeddomain.

For a given altitude, we mesh the domain for the generalized coordinates x1 = 𝜙, x2 = 𝜆 where 𝜙 and 𝜆 are

geographic longitude and latitude, respectively. Figure 1 is theworkflow for using ITALCS to compute the final

position r⃗P at time tf and associated FTLE 𝜎 of a particle P in a flow initialized at a gridpoint (𝜙0, 𝜆0). A particle

P’s velocity E v⃗P in an Earth-fixed frame (indicated by the “E” presuperscript), is output from a velocity model

for a given r⃗P . This velocity (ve, vn) is expressed in east-north coordinates local to each point, and transformed
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Figure 1. Process for tracing the horizontal position of particle P in Earth’s ionosphere over time and computing the

finite-time Lyapunov exponent to identify the Lagrangian coherent structures in the flow.

to angular rates 𝜙̇, 𝜆̇ as described in Appendix B. ITALCS updates the coordinates of the particle according to

equation (8) to be (𝜙i, 𝜆i) at time ti+1 = ti + Δt, wrapping the longitude and latitude back into the domain

𝜙 = [−180∘, 180∘], 𝜆 = [−90∘, 90∘] if needed, as described in Appendix B. At the next epoch, the velocity

field is generated at the gridpoints with the velocitymodel and bilinearly interpolated to the particle’s current

location (𝜙i, 𝜆i). Tracing the particle until time tf gives the final position (𝜙f , 𝜆f ) of particle P, after which the

FTLE can be computed with equation (6). Repeating this process for every initial gridpoint in the domain we

generate the FTLEs for the whole domain as output as well as individual tracer locations if desired.

3. Method

In this work, we test (1) whether LCSs exist at high latitude of the modeled plasma drifts, (2) whether the

high latitude ionospheric LCSs respond to geomagnetic activity, and (3) what the LCS indicates about the

polar cap patch source plasma region. To do this, we compute the high latitude plasma drifts with the electric

potential simulatedwithWeimer 2005 andmagnetic fieldmodeled by the 12th generation International Geo-

magnetic Reference Field (IGRF-12; Thébault et al., 2015) and provide them as the input to ITALCS to get the

FTLE scalar fields. The Weimer 2005 polar electric potential model is used for generating the global potential

V , and IGRF-12 is used for simulating the globalmagnetic field B⃗. Then the E⃗× B⃗drift field at each gridpoint P in

a single layer of the ionosphere is computed by applying the outputs of those twomodels to equation (1) and

taking the horizontal zonal and meridional components to obtain (ve, vn), which is used as v in equation (2).

E v⃗P = (v⃗E×B ⋅ l̂2
⏟⏟⏟

ve

)l̂2 + (v⃗E×B ⋅ l̂3
⏟⏟⏟

vn

)l̂3 = vi(xi, ti) (9)

where the coordinates are as shown in Figure B1. The velocity E v⃗P is ground speed ve and vn (in m/s) at a

geodetic location (𝜙, 𝜆) for a given altitude and time. While the E⃗ × B⃗ drift by definition lies in the 2-D plane

normal to the local B⃗ field at every point, at high latitudes at which the B⃗ field is nearly vertical, the E⃗ × B⃗ drift

is primarily horizontal. Therefore, treating the 2-D convection as horizontal flow in this work v⃗E×B ≈E v⃗P is a

reasonable approximation for high latitudes.

Since Weimer 2005 is a high-latitude model we search for 2-D ionospheric LCSs in the high latitude zone.

However, we simulate the flow field at global scale to avoid discontinuity at the middle-to-high-latitude

boundary. The 2-Dglobal domain is parameterizedwith longitude and latitude as thegeneralized coordinates
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Figure 2. (a) AE index from 15–18 March 2015; (b) AE index for geomagnetic quiet period on 16 March 2015;

(c) AE index for geomagnetic period on 17 March 2015. The periods labeled in red in (b) and (c) are used to study the

influence of geomagnetic activity.

with a 1∘ resolution in each direction. In the domain, each gridpoint is assumed to contain a particle at time

t0. The plasma drifts for these particles are computed every Δt = 5min, with dt = 30 s. Due to the fact that

plasma drift velocities are large (∼1,000 m/s) at high latitudes, we choose 𝜏 = 3 hr as the integration time.

For the first and second studies we simulated the E⃗ × B⃗ drift at 350˜km height. We use the AE index to select a

geomagnetically quiet period and a geomagnetically stormy period. AE is defined by the separation between

the indices AU and AL of the upper and lower envelopes of auroral-zone magnetic observation (Kamide &

Rostoker, 2004).

Figure 2a plots the AE index for 15–18 March 2015. For the first study, in which we examine whether LCSs

exist in the convection field, we choose four periods with initial time t0 as 00:00 UT, 06:00 UT, 12:00 UT, and

18:00 UT (see Figure 2b)

For the second study, to explore the influence of geomagnetic activity on the ionospheric LCSs, we select

t0 = 12:00 UT on 16 March 2015 as the initial time of the geomagnetically quiet period and t0 = 12:00 UT on

17 March 2015 for the geomagnetically active period. The AE index for these 2 days are shown in Figures 2b

and 2c, respectively. Choosing the two periods within 2 days ensures similar dipole tilt angle and solar cycle

conditions. IMF measurements during the storm can be found in Le et al. (2016). We also set up three tracers

at high latitudes for both the geomagnetically quiet period with t0 = 12:00 UT 16 March 2015, and storm

period with t0 = 12:00 UT 17 March 2015. The three tracers are initially equally spaced in latitude on the local

noon longitude, with A0 at 76
∘N, B0 at 72

∘N, and C0 at 68
∘N for the quiet period and A0 at 66

∘N, B0 at 62
∘N,

and C0 at 58
∘N for the active period. Their corresponding final positions are Af , Bf , and Cf . The tracer locations

are chosen to demonstrate the effect of LCSs lying between the particles. We also compare LCSs to electric

potential contours.

For the last study, we identify a polar cap patch at 16:40 UT on 17 March 2015 based on observational data.

We simulate the ionospheric conditions on 17 March 2015 at 450 km before and after, tracing the polar cap
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Figure 3. (Top) MIDAS reconstructed vertical TEC maps over the geographic north pole at (a) 17:30 UT and (b) 18:00 UT.

The Swarm satellite track is marked in black. Swarm travels from left to right across the plot. Regular time intervals are

marked with red dots. (Bottom) Swarm satellite in situ densities measured over time for the satellite track shown.

MIDAS = Multi-Instrument Data Analysis System; TEC = total electron content.

patch at 16:40 UT forward in time for 100 min to study its transport, backward in time for 60 min to study its

formation, and identifying the associated dominant LCS during those times based on the modeled drifts.

The patch is observed in TEC maps of the ionosphere generated using Multi-Instrument Data Analysis

System (MIDAS). MIDAS performs three-dimensional, time-dependent electron density inversions con-

strained by vertical basis functions based on Chapman profiles and horizontal Tikhonov regularization

(Chartier et al., 2012; Mitchell & Spencer, 2003; Spencer & Mitchell, 2007). About 100 high-latitude

dual-frequency GPS reference stations from the International GNSS Service network are used in the inversion,

which are performed at 10-min resolution from 00:00 to 24:00 UT for 17 March 2015.

To show that the MIDAS results are reconstructing patches of enhanced plasma, Figure 3 shows the MIDAS

estimates of polar cap patches with geographic north pole TEC maps at (a) 17:30 UT and (b) 18:00 UT. These

are compared with in situ measurements of Swarm satellite densities at about 450-km altitude over time, as

the satellites pass through the vicinity of the patches at those times. In these plots, a point on the satellite

ground track on the map corresponds to the instant on the density time series subplot directly below it. The

correspondence of high and low densities with high and low TEC regions spatially gives strong evidence that

the TEC estimated by MIDAS in fact corresponds to polar cap patch plasma.

4. Results

Figure 4 shows world maps of FTLE values at 350 km viewed from the geographic north pole for 16 March

2015 at (a) t0 = 00:00 UT, (b) t0 = 06:00 UT, (c) t0 = 12:00 UT, and (d) t0 = 18:00 UT. In each map, closely spaced

contour lines represent the FTLE values from 0 to 5 × 10−4. Since LCSs are located at local FTLE maxima, the

absolute value of the FTLE is not significant. The blank area at lower latitudes is due to the vanishing of the

Weimer potential to 0. On thesemaps, a bright yellow ridge is a repelling LCS. Horseshoe-like ridges appear in

theday sector orientedwith the “U”openingon the local nightside at around70∘ latitude. There are secondary

structures poleward of the main horseshoe, but these appear to vary with initial time t0. The fact that the

horseshoe opens on the nightside indicates that there is not a strong flow repulsion on that side.
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Figure 4. FTLE map for plasma drifts at 350 km viewed from the geographic north pole for 16 March 2015 at

(a) t0 = 00:00 UT; (b) t0 = 06:00 UT; (c) t0 = 12:00 UT; and (d) t0 = 18:00 UT, each with integration time 𝜏 = 3 hr. Local

noon is fixed at the bottom of each figure. The color scale represents the FTLE values varying from 0 to 5 × 10−4 ;

yellow ridges are the LCSs. FTLE = finite-time Lyapunov exponent; LCS = Lagrangian coherent structure.

To study the effect of geomagnetic activity on ionospheric LCSs, we use t0 = 12:00 UT as the initial time for

both geomagnetic quiet and active periods. Figures 5a and 5b show the FTLE maps over the northern and

southern poles for the geomagnetically quiet period at t0 = 12:00 UT 16 March 2015, and Figures 5c and 5d

show the FTLE maps over both poles for the geomagnetically active period at t0 = 12:00 UT 17 March 2015.

In Figure 5a tracers are initialized in the northern hemisphere on the local noon longitude with A0 at 76
∘N, B0

at 72∘N, and C0 at 68
∘N, and in Figure 5c tracers are initialized with A0 at 66

∘N, B0 at 62
∘N, and C0 at 58

∘N. The

trajectories of the three tracers are shown in Figures 5a and 5c with the final positions labeled Af , Bf , and Cf .

The motion of the tracers shown in Figure 5a indicate that over 3 hr, particle A has a change in posi-

tion (Δ𝜙,Δ𝜆) = (123.7∘E, 2∘N). In contrast, B has (Δ𝜙,Δ𝜆) = (39.6∘W, 3.5∘S), and particle C shifts by

(Δ𝜙,Δ𝜆) = (0.6∘W, 0∘N) from its initial position. There is a local maximum FTLE structure between A0 and B0
indicating a repelling LCS. With equal separations at the initial positions of the three tracers, the final distance

AfBf is larger than BfCf , which corresponds to the FTLE values between them.

Compared to the results of the geomagnetically quiet period, the storm time LCSs in Figures 5c and 5d

are more complex and appear at lower latitudes for both hemispheres. During 3 hr, tracer A shown in

Figure 5c has a change inposition (Δ𝜙,Δ𝜆) = (70.2∘E, 1.5∘S), andBhas (Δ𝜙,Δ𝜆) = (126.4∘E, 4.3∘N). In contrast,

particleC shifts by (Δ𝜙,Δ𝜆) = (43.5∘W, 4.6∘S) from its initial position. The larger separation tendency between

B and C than B and A corresponds to the larger FTLE value between B0 and C0. Figure 5c shows that LCSs run

east-west in the local day sector at 60∘N and curve poleward at the local night sector. Figures 5b and 5d show

maps of LCSs over the geographic south pole for the quiet and active periods, respectively. Similar structuring
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Figure 5. Finite-time Lyapunov exponent maps of plasma drifts at 350 km over the northern and southern hemispheres.

The color scale in each map represents the FTLE values ranging from 0 to 5 × 10−4 . In the northern hemisphere, tracers’

initial and final positions are labeled as A0 and Af (white), B0 and Bf (red), and C0 and Cf (magenta). (a) North pole,

geomagnetically quiet period at t0 = 12:00 UT, 16 March 2015, 𝜏 = 3 hr. (b) South pole, geomagnetically quiet.

(c) North pole, geomagnetically active period at t0 = 12:00 UT, 17 March 2015, 𝜏 = 3 hr. (d) South pole,

geomagnetically active.

and response togeomagnetic activity is observed. The LCSsdonot appear tohaveperfect conjugacybetween

northern and southern high latitudes.

The LCS structures are reminiscent of the two-cell potential and convection patternmodeled byWeimer 2005.

For this reason we compare the LCS locations to electric potential contours. Figure 6 contains the north pole

view plots of LCS ridges superimposed over electric potential contours simulated by Weimer 2005 for the

geomagnetically quiet period (Figure 6a), and geomagnetically active period (Figure 6b). In Figures 6a and 6b,

the red ovals are the electric potential boundary over the full time interval 𝜏 which is the equatormost point

of vanishing potential during the interval t = [t0, tf ]. The purple ridges are the repelling LCSs identified as

𝜎 ≥ 2.5×10−4. Comparing Figures 6a and6b, it is clear the electric potential boundary for thegeomagnetically

active period is lower in latitude than the boundary for the geomagnetic quiet period, so the LCSs for the

geomagnetically active period appear more equatorward than the LCSs for geomagnetic quiet period. The

color contour lines are the electric potential modeled by Weimer 2005 at time t0. For both storm and quiet

periods, the most equatorward LCS ridges in the day sector are parallel to the electric potential boundary.

In order to explore the formation and propagation of the polar cap patch, we apply the LCS analysis tech-

nique to the flows at 16:40 UT on 17 March 2015, at which time, a polar cap patch is visually identified during

this storm using MIDAS. Figures 7 and 8 contain TEC maps viewed from the geographic north pole with local

noon fixed at the bottom of the map. Figure 7a shows the TEC map of 16:40 UT. A patch visually identified

to be located at approximately (72∘ N, 75∘ W) is labeled with a black star. The purple contours are LCS ridges

WANG ET AL. 5839



Journal of Geophysical Research: Space Physics 10.1029/2017JA025077

Figure 6. Lagrangian coherent structure ridges (purple) for 𝜎 ≥ 2.5 × 10−4 on the electric potential contours viewed

from geographic north pole for (a) geomagnetically quiet period t0 = 12:00 UT 16 March 2015 and (b) geomagnetically

active period t0 = 12:00 UT 17 March 2015 at 350 km. The red oval is the high latitude electric potential boundary

during the interval t = [t0, tf ].

identified as 𝜎 ≥ 2.5 × 10−4 for t0= 16:40 UT, 17 March 2015 with 𝜏 = 3 hr. Using the Weimer 2005 and

IGRF-12 models for convective drift, we trace this patch forward at 20 min intervals over the next 100 min

(see Figures 7b–7f ), with the current position of the tracer circled in black, and intermediate locations in red

dots at 10-minute intervals. These plots span the times at which the MIDAS reconstruction of plasma was

independently corroborated by Swarm in situ densities in Figure 3. TheWeimer 2005 and IGRF-12models are

providing estimates of drift consistent with TEC observations. This is even in light of the fact that the tracer
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Figure 7. North pole view of total electron content (TEC) maps from MIDAS on 17 March 2015, from 0 to 16 TEC units

(TECU), stepping forward in time at 20-min intervals. Local noon is at the bottom of each figure. The purple ridges

identify the LCSs of 𝜎 ≥ 2.5 × 10−4 for a given t0 , with 𝜏 = 3 hr. A black star represents the initial position (72∘ N, 75∘ W)

of a polar cap patch identified at 16:40 UT. Modeled tracer locations for the patch are identified with red circles at

10-min intervals. The tracer circled is the position at the current time in each figure. Modeled tracer locations for the

patch are identified with red circles at 10-min intervals. (a) 16:40 UT, (b) 17:00 UT, (c) 17:20 UT, (d) 17:40 UT, (e) 18:00 UT,

and (f ) 18:20 UT. MIDAS = Multi-Instrument Data Analysis System.
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Figure 8. North pole view of total electron content (TEC) maps from MIDAS on 17 March 2015, from 0 to 16 TEC units

(TECU) stepping backwards in time at 20-min intervals. Local noon is at the bottom of each figure. The purple ridges

identify the LCSs of 𝜎 ≥ 2.5 × 10−4 for a given t0, with 𝜏 = 3 hr. A black star represents the initial position (72∘ N, 75∘ W)

of a polar cap patch identified at 16:40 UT. Modeled tracer locations for the patch are identified with red circles at

10 min intervals. The tracer circled is the position at the current time in each figure. Modeled tracer locations for the

patch are identified with red circles at 10-min intervals. (a) t0 = 16:40 UT, (b) t0 = 16:20 UT, (c) t0 = 16:00 UT,

and (d) t0 = 15:40 UT. MIDAS = Multi-Instrument Data Analysis System.

is assumed to be at 450-km altitude, whereas TEC is a vertically integrated plasma density. This means that

the LCSs shown are likely representative of the material transport barriers during this event. These show the

modeled LCSs form channels through which the patches propagate.

In Figures 8a–8d, the patch is traced backward in time from 16:40 UT at 20-min intervals over the previous

hour. The TEC maps in Figures 8a–8d indicate that the observed patch originated from a tongue of ioniza-

tion (TOI) extending poleward from a storm enhanced density (SED) at about 60∘ W longitude. This is to be

expected as patches are understood to come from TOIs in the literature.

Figure 8a shows that the center of the patch observed from the MIDAS image is poleward of the LCS ridge

at t0 = 16:40 UT. The TOI throughout the time interval shown (both prior and subsequent to 16:40 UT) also

appears to be poleward of the horseshoe LCS for each respective t0. However, the vast bulk of the SED
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is equatorward of the LCS. Figures 8a–8d show that the part of the SED poleward of the LCS ridge is the TOI

and that therefore it has the potential to become apolar cap patch in the future. In otherwords, the horseshoe

LCS appears to demarcate a necessary condition for the formation of a polar cap patch by the criterion that

SED plasma exist poleward of it. When SED plasma is poleward of the LCS, it can be entrained into a polar cap

patch. The video in the supporting information animates the LCS ridges for 𝜎 ≥ 2.5 × 10−4, and high-latitude

TEC viewed from the geographic north pole for different initial times over the interval t0 = [10:00 UT,

20:50 UT], 𝜏 = 3 hr on 17 March 2015.

5. Discussion

Since convective transport structures in the high-latitude ionospheremapout to the daysidemagnetosphere,

an important implication of this work is that the LCS ridge in the high latitude ionosphere should map out

along field lines to the dayside magnetopause. So the existence of a horseshoe ridge in the ionosphere

would demarcate themost highly separatingmagnetic field lines, which are carried along by the plasma. The

horseshoe likely describes those flux tubes which are undergoing the most stretching over the time inter-

val considered. Interestingly, the LCS opening on the nightside shows that there is no significant analogous

magnetotail coherent structure, of maximal repulsion. A backward time FTLE calculation would define LCSs

of maximal convergence, which are likelier to be on the nightside ionosphere with corresponding locations

in the magnetotail.

It may or may not be a coincidence that the LCS we show is similar in shape, though different in orientation,

to the horseshoe aurora observed during an IMF southward event during which part of the auroral oval was

missing (Tsurutani et al., 1998). In this workwe focused on flow transport of plasma. The relationship between

the auroral oval, substorms, and LCSs are beyond the scope of this particular study.

Note that in this work, we have examined synoptic scale model convection drifts. This scale of flow field does

not include smaller scale turbulent flow velocities, so this work does not address the LCSs that might be pro-

duced at regional (100 km or even smaller) scales due to various instability mechanisms. However, to the

extent that the TOI and patches are confined to within the channel demarcated by the LCSs and instabilities

form on the structure boundaries, the LCSs may provide an approximate location at which instabilities are

likelier to form. Such an implication should be examined in the future. The plasma convection in this study

is simplified as the high-latitude horizontal E⃗ × B⃗ drift by ignoring other contributions to drift. However, to

examine LCSs globally, a study would need to be conducted with modeled plasma drifts including electric

Pedersen drift, gravitational Pedersen drift, pure gravitational drift, and parallel mean flow (Atul et al., 2018;

Sotnikov et al., 2014). Thiswould likely lead to a three-dimensional flowfield, requiring 3-D LCS analysis, which

ITALCS does not currently treat.

6. Summary

LCS ridges for plasma drifts in the ionosphere are predicted to exist based on flows simulated with Weimer

2005 and IGRF-12. For the cases studied, the strongly repelling ridges are predominantly horseshoe-like struc-

tures centered in theday sector and curvingback on themselves to form theopeningof a “U” on thenightside.

During a geomagnetic storm, LCSs have more complicated topologies and appear at lower latitudes. The

strong separation between simulated tracers located on different sides of the LCS ridge illustrates that the

LCS location indicates strong stretching. LCS analysis indicates that a necessary condition for the formation

and transport of the polar cap patch in ionospheric plasma drifts is that a region of high-density plasma exist

poleward of the dayside LCS in order to be entrained into the polar cap.

Since the Weimer 2005 model has an equatorward boundary at which the potential goes to 0, all locations

equatorward of this pointwill have 0drift velocity. Our study thusmakes no claims about LCSs at low latitudes.

A simulation including both low- and high-latitude electrodynamics would likely require a full 3-D drift field

integration in ITALCS.

Appendix A: Canonical Flow Validation

The double gyre consists of two vortices that alternately expand and contract with time. Figure A1a shows the

forward-time FTLE values from 0 (blue) to 5 (yellow) over the double-gyre domain when integrated forward

in time from t0 = 0 s with 𝜏 = 1 s. The FTLE values quantify the degree of separation, and the LCS is composed
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Figure A1. Finite-time Lyapunov exponent (FTLE) map for time-varying double-gyre field for (a) t0 = 0 s. (b) t0 = 0.96 s

with the integration time 𝜏 = 1 s. The color scale in each map represents the FTLE value ranging from 0 to 5. The three

traers’ initial and final positions are labeled as A0 and Af for white, B0 and Bf for red, and C0 and Cf for magenta.

of the locally maximum FTLE values (i.e., the bright yellow curve). The LCS surface indicates the strongest

separation of the flow (themost stretching of the fluid element) in the local area. The LCS can be seen running

up the center of the domain and curving left toward the top. This is a snapshot of the LCS at time t0. In a

time-varying flow field, the LCS itself advects over time (not shown).

Figure A1a also shows the location of three tracer particles in the double-gyre and theirmovements over time.

There are three equally spaced tracer particles on the plot initially at A0, B0, and C0. Tracers A0 and B0 are on

the same side of the LCS, while tracers B0 and C0 are on opposite sides of the structure. Subsequent locations

of the particles are shown for later epochs t0 + iΔt during the integration time. The end locations of particles

A and B are Af and Bf , both to right half of the domain, and particle Cf ends up to the left of it. The particles

B0,C0 initially straddling the LCS have a larger separation distance BfCf between their end locations, and thus

show a stronger stretching than tracers A and B, which began on the same side of the LCS.

In addition, the LCS for a different start time even with same time interval 𝜏 has different initial conditions so

is not the same LCS (Haller, 2015). Figure A1b shows the LCS of the double gyre for initial time t0 = 0.96 s,

𝜏 = 1 s. The shape of the structure can be seen running up the center of the domain and curving right then

left toward the top. Because the flow map yields a different LCS for t0 = 0.96 s than for t0 = 0 s, the particles
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starting at identical initial locations A0, B0, and C0 to Figure A1a, but at a different moment in time, undergo

different stretching. Here the particles starting at A0 and B0 end up further apart than B0 and C0 do.

As shown in Figure A1 for the time-varying double-gyre flow field, different initial conditions yield different

LCS ridges. In Figures A1a and A1b, the FTLE maps are a snapshot of LCSs at two different values of t0 while

the tracers are plotted at regular intervals within t = [t0, t0 + 𝜏]. For this reason tracer trajectories appear

to cross the LCS ridges. In addition, using data assimilation drifts from methods such as Estimating Model

Parameters from Ionospheric Reverse Engineering (EMPIRE; Miladinovich et al., 2016) and Super Dual Auroral

Radar Network (SuperDARN; Ruohoniemi et al., 1989) could provide data-driven plasma drifts that could be

used as the inputs to ITALCS in the future.

Appendix B: Velocity Transformation

For the E⃗ × B⃗ drift model, the velocity of each gridpoint will be described as a linear velocity ground speed,

but the LCS grid is parameterized by angles (x1 = 𝜙, x2 = 𝜆). For these reasons, the velocity is transformed to

angular rates 𝜙̇, 𝜆̇ as described below.

Figure B1 shows a diagram of the relevant frames and coordinate systems on a sphere of radius r.

earth-centered, earth-fixed (ECEF) frame E has coordinates ê1, ê2, ê3 and origin O. A Lagrangian frame L is at

point P and moves with a particle that is at point P at time t. The L frame’s coordinates l̂1, l̂2, l̂3 are locally

up-east-north, respectively. The angles 𝜙 = 𝜙0 + Δ𝜙, 𝜆 = 𝜆0 + Δ𝜆 are the longitude and latitude of a

particle at point P with Δ𝜙0 = Δ𝜆0 = 0 at time t0 and 𝜙0 and 𝜆0 are constant. The position of particle P

from O is

r⃗P = rl̂1 (B1)

where r = RE + h, a summation of the mean radius of Earth (RE) and the height (h) of a certain atmospheric

layer, is constant. Kinematically, the velocity of particle P in the ECEF frame is the time derivative of r⃗P :

E v⃗P =
Edr⃗P

dt
(B2)

=
Ldr⃗P

dt
+ E𝜔⃗L × r⃗P (B3)

Figure B1. Relationship between ECEF frame and Lagrangian frame. ECEF = earth-centered, earth-fixed.
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where the presuperscript indicates the observer’s frame. The time derivative of r⃗P as seen in the L frame differs

from that seen in the E frame due to the angular velocity E𝜔⃗L that observer E sees the L frame having. Because

the position r⃗P is constant in the L frame,
Ldr⃗P

dt
= 0, so the first term in Equation (B3) vanishes, leaving

E v⃗P = E𝜔⃗L × r⃗P (B4)

There are two rotations between the E and L frames. The first rotation is from the E frame to an intermediate

frame A about the ê3 axis with the rate 𝜙̇. The second rotation is from frame A to frame L about the −l̂2 axis

with the rate 𝜆̇, which gives

E𝜔⃗L = E𝜔⃗A + A𝜔⃗L (B5)

= 𝜙̇â3 − 𝜆̇l̂2 (B6)

= 𝜙̇
(
cos 𝜆l̂3 + sin 𝜆l̂1

)
− 𝜆̇l̂2 (B7)

Substitute equations (B7) and (B1) into equation (B4)

E v⃗P = 𝜙̇r cos 𝜆l̂2 + 𝜆̇rl̂3 (B8)

The horizontal velocity of the particle at point P as seen in the ECEF frame is provided as

E v⃗P = ve l̂2 + vn l̂3 (B9)

where ve and vn are the eastward and northward components, respectively. Comparing equation (B8) with

equation (B9) then we have

𝜙̇ =
ve

r cos 𝜆
(B10)

𝜆̇ =
vn

r
(B11)

Equations (B10) and (B11) form the velocity field that are time-integrated in ITALCS to search for LCSs globally.

Since the spherical domain mesh is over longitude and latitude, the closed non-Euclidean domain is periodic

in both longitude and latitude. This periodicity requires additional logic in ITALCS to keep particles within a

longitudinal domain of (𝜙min, 𝜙max) = (−180∘, 180∘) and latitude domain of (𝜆min, 𝜆max) = (−90∘, 90∘). To

convert the longitude and latitude of gridpoints flowing “beyond” the boundaries to their locations within

the domain, the coordinates need to be wrapped around back into the domain. Figure B2 shows three map

projections of the global domain meshed by longitude 𝜙 and latitude 𝜆.

Figure B2a illustrates the boundary problem caused by the longitude limit on an azimuthal orthographic pro-

jection of theworldwith𝜙 = ±180∘ as the centralmeridian.When a particle P(lon)i travels westward across the

longitude line𝜙 = −180∘, it should arrive at P(lon)i+1. However, given the regularly gridded configuration space

(𝜙, 𝜆) shown in Figure B2c, the particle P(lon)i , located at time ti , traveling westward across the west boundary

𝜙 = −180∘, will exit the domain stopping at P′
(lon)i+1

. In order to ensure thedomain remains closed, themissing

point must be brought back to its equivalent location within the domain to P(lon)i+1. As shown in Figure B2c,

when the particle P(lon)i runs out of the leftmost boundary, it will return from the rightmost boundary, and

vice versa. Based on this, r⃗Plon = (𝜙Plon
, 𝜆Plon ) can be updated as

𝜆Plon = 𝜆′
Plon

(B12)

𝜙Plon
= ((𝜙′

Plon
− 𝜙min) mod (𝜙max − 𝜙min)) + 𝜙min (B13)

where 𝜙max = 180∘, 𝜙min = −180∘. This logic works for windings of more than 360∘. After updating the

coordinate, particle P will remain within the longitudinal domain.

Figures B2b and B2c show the boundary problem caused by the latitude limit. Figure B2b shows a general

perspective projection view of the north pole. As shown in Figure B2b, when the particle P(lat)i travels across

the north pole, it must end at P(lat)i+1 and remain in the domain. However, the single north pole point corre-

sponds to the entire top boundary of the domain as shown in Figure B2c. For particle P(lat)i to travel across
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Figure B2. (a) Longitude boundary-crossing illustration: general perspective projection viewed of the world with

𝜙 = ±180∘ as the central meridian. (b) Latitude boundary-crossing illustration: general perspective projection viewed of

the world from north pole; (c) geographic projection, which corresponds to a regular spacing of our generalized

coordinates 𝜙, 𝜆.

the north pole it must go due north to cross the 𝜆 = 90∘ boundary. In order to keep the domain closed, the

position of r⃗P
lat

= (𝜙Plat
, 𝜆Plat ) needs to be updated as

a =

⌊
𝜆′
Plat

− 𝜆min

𝜆max − 𝜆min

⌋
(B14)

𝜆Plat = 180(a mod 2) + (−1)a(𝜆′
plat

mod 360) (B15)

𝜙Plat
= 𝜙′

Plat
− sgn𝜙′

Plat
(180) × (a mod 2) (B16)

where 𝜆max = 90∘, 𝜆min = −90∘, and the symbol ⌊ ⌋ represents the floor operation. These expressions are

generalizations of the |𝜆| < 180∘ case, for which 𝜆 is changed to the supplementary angle, and 𝜙 is shifted

by 180∘. Both latitude and longitude domain crossings are generalized because velocities near the poles can

become near-singular and could produce 𝜙, 𝜆more than one winding beyond the domain. These boundary

crossings are checked and updated at each step of integration.
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