


and slender shapes. Under these conditions, second-mode waves
become themainmechanism driving transition to turbulence [3]. The
second mode was discovered by Mack [4] and consists of traveling
ultrasonic acoustic waves trappedwithin the boundary layer; they are
found to be amplified by wall-cooling conditions, that is when the
wall temperature is below adiabatic temperatures, Tw < Tad, which is
commonly the case. Mack’s studies on the evolution of these and
highermodes [5] stressed the importance of second-mode attenuation
in any attempt to increase the transitional Reynolds number in high-
speed flows.
Malmuth et al. [6] proved through linear stability theory (LST) the

capability of ultrasonically absorbing coatings (UACs) to mitigate the
second mode, confirmed by experiments that followed. The first
experimental validation of this principle is due to Fedorov et al. [7],
who constructed a cone with a half-angle of 5 deg with two different
surfaces: one smooth and impermeable, and the other perforated with
regularly spacemicro holes. They reported that the porous surfacewas
capable of doubling the transitional Reynolds number in comparison
with the smooth surface in experiments atMach 5 at theT-5 hypersonic
wind tunnel located at the California Institute of Technology.
Thedevelopment ofUACs continued,with thegoal of combining the

acoustic absorption andTPS characteristics into one solution. Knowing
that an irregular porous structure is naturally found in TPS materials
used for hypersonic vehicles, Fedorov et al. [8,9] conducted
experiments in the Mach 6 wind tunnel T-326 at the Institute of
Theoretical and Applied Mechanics (ITAM) in Novosibirsk, Russia,
over a felt-metal surface with an irregular porous structure (as well as
another surface with regular microstructure). These experiments were
the first to produce data capable of quantitatively demonstrating the
attenuationof the second-modewaves viaUACs, confirmedby stability
analysis, but also showed a small destabilization of the first mode.
Chokani et al. [10] performed a bispectral analysis on this same

data with the goal of identifying nonlinear mechanisms that could be
triggered by the use of porous coatings; this was motivated by the
observation of a weak enhancement of first-mode waves. The
experiments revealed the occurrence of nonlinear phase locking,
which is the most efficient method for a mode to feed itself or to
transfer energy between modes, involving only the first mode, in the
presence of porous walls and not over an impermeable surface. This
effect was also shown to be small, not impacting the overall
stabilizing role of the porous coating. More recently, Lukashevich
et al. [11], performed new experiments in ITAM’s tunnel, where it
was shown that placing the porous insert in the region where the
second mode is stable leads to an increase in the disturbance signal
amplitude; the opposite is observed when the insert is placed in
regions of second-mode growth.
Inspired by some of these results, Wagner et al. [12–14] pioneered

the use of carbon/carbon (C/C), an intermediate state of C/C silicon
carbide (C/C-SiC) already employed on hypersonic vehicles [15,16],
to control second-mode waves. Experiments at Mach 7.5 have been
conducted in the DLR High Enthalpy Shock Tunnel Göttingen
(HEG), and the stabilization of the secondmode aswell as an increase
in the laminar portion of the boundary layer over the porous surface
have been observed. For these flow conditions,Wartemann et al. [17]
have performed an analysis based on the parabolized stability
equations, confirming the effectiveness of porous surfaces based on
C/C in achieving transition delay. The present paper is the first step
toward performing a full direct numerical simulation of a spatially
developing boundary layer over a conical surface with assigned
complex broadband wall-impedance representative of the distributed
random porosity of C/C surfaces.
Most of previous high-fidelity numerical studies of attenuating,

canceling, or reinforcing second-mode instabilities in high-speed flow

over porous walls have focused on uniformly spaced and/or
geometrically regular porosity in temporally developing boundary
layers [18–22]. More recently, Wang and Zhong [23] have performed
direct numerical simulations of a hypersonic boundary layer over a flat
plate modeling the effects of the irregular felt-metal surface used in the
experiments conducted by Fedorov et al. [9]. Their studies concluded
that the modeled felt-metal porous surface destabilized the first mode
and attenuated the second, consistent with the experiments.
The current paper will focus on axisymmetric flow over a sharp

7 deg half-angle cone, analyzing the three lowest Reynolds numbers
investigated in the experiments byWagner et al. [12,13] (see Table 1).
The novelty of the adopted computational approach lies in the time-
domain impedance boundary conditions (TDIBC) technique, as
implemented by Scalo et al. [24] in the context of subsonic
compressible near-wall turbulence, allowing the exact application of
any complex impedance boundary conditions in direct numerical
simulations.

II. Physical Model and Computational Approach

The numerical study performed in this work is based on tests
conducted by Wagner [13] in the DLR High Enthalpy Shock Tunnel
Göttingen (HEG). In the present study, test conditions of

Rem � 1.46 ⋅ 106 m−1, Rem � 2.43 ⋅ 106 m−1, and Rem � 4.06 ⋅

106 m−1 are chosen; all freestream conditions and the parameters of
these runs are reported inTable 1. Simulations of spatially developing
boundary layer are carried out over a 0.95-m-length cone, starting at
0.05 m from the tip. A sharp cone with a half-angle of 7 deg is the
geometry of choice, being an idealization ofWagner’s 2.5mm round-
tip cone model actually employed for the transition delay
experiments over C/C.
High-order structured compact-finite-difference simulations are

carried out with the CFDSU solver (more details are given in
Sec. III.A) with the objective of capturing the perturbation evolution
with minimum numerical dissipation and high resolving power for a
given amount of points per wavelength. Simulations are performed
with inlet flow conditions to the high-order simulations starting at
x � 0.05 m from the tip (Fig. 1) and informed by combining the
Taylor–Maccoll [25] inviscid solution with a viscous solution for the
boundary layer. The latter is derived by applying the Mangler [26]
transformation for bodies of rotation to the compressible boundary-
layer similarity solution for a perfect gas over a flat plate [27], as done
by Lees [28] for the flow over a cone.
Using this transformation, one can describe the spatial evolution of

a boundary layer through the use of the following similarity variables:

ξ �
Z

x

0

ρeUeμer
2
⊥ dx (1)

η � Uer⊥
�����

2ξ
p

Z

y

0

ρ dy (2)

where x is the streamwise direction (tangential to the wall), y the
direction normal to thewall, and r⊥�x� is the cone radius as measured
perpendicularly to its axis of rotational symmetry.
Noting that, for a cone of half-angle ψc, the radius of cross section

of a body of revolution can be written as r ⊥� x sinψc and that the
flow properties after a conical shock are constant along straight lines
originating from the tip of the cone, it is assumed that the properties at
the boundary-layer edge are independent of x, and hence the
similarity variables 1 and 2 can be simplified to

Table 1 Selected flow parameters fromWagner’s experiments [13]

Rem, m
−1 M∞ p∞, Pa T∞, K ρ∞, kg∕m

3 u∞, m∕s pe, Pa Te, K ρe, kg∕m
3 ue, m∕s

1.46 × 106 7.3 789 267 0.0102 2409 1944 345 0.0187 2376
2.43 × 106 7.4 1453 285 0.0177 2480 3443 368 0.0324 2446
4.06 × 106 7.4 2129 268 0.0276 2422 5076 347 0.0508 2388
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ξ � ρeUeμex
3sin2ψ

3
(3)

η �
���������������

3Ue

2xρeμe

s

Z

y

0

ρ dy (4)

This allows to numerically solve the boundary-layer equations as a

nonlinear ordinary differential equation (ODE) with η as the only

dimensionless coordinate over which to perform the integration. In

practice, the solution is generated on a very fine grid in the η space and

thenmapped back to the (x; y) space and interpolated bilinearly on the

grid used to perform the Navier–Stokes calculations. As shown in

Fig. 2, excellent matching is observed between the thus-obtained

semi-analytical flow and steady Navier–Stokes calculations.
Simulations are first carried out under quiet conditions (no

perturbations), allowing the mean flow to be fully established and all

residual perturbations (artifacts of the flow initialization, retained by

the low-dissipation numerics) to be convected out of the domain. The

solution was allowed to relax on the Navier–Stokes grid for

approximately four flow-through cycles, based on the freestream

velocity and the domain extent, before perturbations were applied.
The grid used to discretize the conical domain is a structured

spherical grid with the origin at the tip of the cone. The version of

CFDSU under development at Purdue University is able to perform a

trivariate coordinate system transformation, mapping a general

curvilinear coordinate system onto a uniform and orthogonal spatial

domain. The choice of spherical coordinates guarantees perfect

orthogonality (reduced numerical errors in the grid transformation

step) between gridlines and is advantageous because it can be

described very trivially analytically. The disadvantage of this grid is

that the resolution in the wall-normal direction (y) decreases as we

move away from the origin; this issue is mitigated by the streamwise

boundary-layer growth. The spherical grid is stretched in the wall-
normal (angular) direction with a half-tangent hyperbolic law to
resolve not only the boundary layer of the mean flow but also the
acoustic-wave-induced Stokes boundary-layer thickness.
The inflow plane of the high-order Navier–Stokes simulations is

located under the shock, at a streamwise distance of x � 0.05 m from
the tip (Fig. 1). Here, hardly imposed Dirichlet boundary conditions
are used, informed from the precalculated semi-analytical steady
laminar viscous solution described previously. Outlet conditions are
homogeneous Neumann for all flow quantities. At the wall, no-slip,
no-penetration and (when and where active) suction and blowing
conditions are imposed. At the top boundary (above the shock),
steady freestream conditions are imposed.
Inlet and outlet sponge layers of approximately 0.045 m in

thickness are used to control spurious oscillations due to the
introduction of the shock in the domain at the inlet and to prevent the
formation of upstream traveling disturbances near the outlet, in both
cases arising in the subsonic portion of the boundary layer. These
layers relax the instantaneous flow to the aforementioned semi-
analytical steady laminar solution.
A shock-capturing scheme based on implementations by Cook

[29] andKawai and Lele [30]was used to thicken the shock andmake
it resolvable on the computational grid. This is done by applying
artificial viscosity and conductivity in the regions where the shock is
detected. To ensure that no artificial dissipation is introduced inside
the boundary layer, the shock-capturing scheme is deactivated in the
region ψ − ψc < 1 deg.
Because of the short duration of the test run, the surface of

themodel does not have time to heat up and thus can be assumed to be
isothermal with a temperature of 300 K. For runs modeling the
porous carbon/carbon surfaces, impedance boundary conditions [see
Eq. (8)] were applied, controlling the transpiration velocity as a
function of thewall pressure fluctuations. Thevalue of the impedance
is extracted from a pore-scale acoustic analysis called the inverse

Fig. 1 Computational setup of DNS of second-mode waves over complex impedance boundary conditions.

Fig. 2 Temperature and streamwise velocity profiles from the unperturbedDNS (symbols); analytical approximation combiningMangler-transformed
Blasius and Taylor–Maccoll solutions (lines).
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Helmholtz solver (Sec. III.B) and compared to low-order algebraic
models (Sec. V.B). This approach allows to model the acoustic
response of the porous surfacewithout the need to resolve its complex
geometrical structure. This strategy allows to retain high resolution
on the flow side by removing the grid resolution requirements that
would be needed to capture the acoustic wave propagation in
the pores.

III. Computational Tools

A. High-Order Structured Compact Finite Difference Solver in
Curvilinear Coordinates: CFDSU

CFDSUsolves the fully compressibleNavier–Stokes equations on a
structured curvilinear grid using a sixth-order compact and staggered
finite difference scheme [31]. Compact methods outperform
conventional finite difference schemes based on spatially local
discretization at high wave numbers without restricting the geometry
and boundary conditions of the problem demanded by a spectral
method [32,33].
The governing flow equations are solved in a curvilinear

coordinate system for the contravariant components of velocity. The
full set of transformed equations can be found inNagarajan et al. [34].
Recent developments of the code at Purdue University have enabled
the use of fully three-dimensional, nonorthogonal grid trans-
formations in the code.
CFDSU has also been equipped with time-domain impedance

boundary conditions (TDIBCs) based on the formalism of Fung and
Yu [35] and the implementation in fully compressible Navier–Stokes
codes by Scalo et al. [24]. The TDIBC formulation belongs to the
class of characteristic boundary conditions [36] and is implemented
based on the complex wall softness coefficient Ŝ�ω�, which is related
to the reflection coefficient R̂�ω� via

Ŝ�ω� � R̂�ω� � 1 (5)

and is evaluated using the complex poles and residues that describe
the IBC [see Eq. (12)] being ultimately imposed in the time domain in
the Navier–Stokes calculations. Following, R̂�ω� relates the incident
(Â

−
) and reflected (Â

�
) waves (Fig. 1) in the frequency domain via

R̂ � Â
�

Â
−

(6)

where the time-domain definition of the incident and reflected
waves is

8

<

:

A−�t� � v 0�t� � p 0�t�
ρ0a0

A��t� � v 0�t� − p 0�t�
ρ0a0

and

8

<

:

Â
−�ω� � v̂�ω� � p̂�ω�

ρ0a0

Â
��ω� � v̂�ω� − p̂�ω�

ρ0a0

(7)

where v 0 and p 0 are the fluctuating values of wall-normal velocity
and pressure, respectively, and ρ0 and a0 are the base density and
speed of sound of the fluid.
Adopting a harmonic convention to transform the variables to

frequency domain, the specific acoustic impedance Z��ω� (made
dimensionless via the base impedance ρ0a0) is defined as a function

of the perturbed pressure p 0�t� and its induced normal velocity
component v 0�t� into a porous surface, satisfying the relation

p̂�ω� � ρ0a0Z��ω�v̂�ω� (8)

Fung and Yu [35] demonstrated that it is possible to evaluate the
outgoing wave by a causal convolution of the incident wave. The
wall-normal velocity can then be recovered and imposed as a
Dirichlet boundary condition at each time step:

v 0 � 1

2
�A− � A�� (9)

The staggered variable arrangement does not place pressure nodes
at the boundary and, as such, only requires condition 9 to be imposed
to continue the calculations.

B. Pore-Cavity Inverse Ultrasonic Solver: Inverse Helmholtz Solver

The inverse Helmholtz solver (IHS) is a novel computational
methodology that allows the evaluation of the spatial distribution of
acoustic impedance at the open surface of an arbitrarily shaped cavity
for a given frequency. This technique spatially integrates the linearized
Navier–Stokes equations transformed into the frequency domain

jω
ρ0

p0

p̂ − jω
ρ0

T0

T̂ � ρ0
∂ûk

∂xk
� 0 (10a)

jωρ0û� ∂p̂

∂x
− μ

∂

∂xk

�

∂

∂xk
û

�

� 0 (10b)

jωρ0v̂�
∂p̂

∂y
− μ

∂

∂xk

�

∂

∂xk
v̂

�

� 0 (10c)

jωρ0cvT̂ � p0

∂ûk

∂xk
� κ

∂

∂xk

�

∂

∂xk
T̂

�

(10d)

on an unstructured grid for a broad range of frequency values (whereω
is a real-valued input to the solver), from the cavity walls (with
assigned no-slip, isothermal conditions) up to the open surface, where
the local value of impedance for each frequency is retrieved as a result
of the calculation (see Patel et al. [37,38] and Wagner et al. [39] for
more details).
Multiple instances of the IHS can be concurrently executed to

reconstruct the full, broadband acoustic impedance at the open
surface of any given geometry. Such an impedance can then be
implemented as a time-domain impedance boundary condition (IBC)
in flow-side-only simulations as discussed in Sec. III.A).
To apply this technique to a material composed of arbitrarily

distributed geometrically complex cavities, such as a C/C block,
high-resolution images are needed. The descriptive images, such as
the ones shown in Fig. 3, are read as two-dimensional arrays
containing grayscale values of each pixel using an image processing
code written in Python. A filter is then applied wherein each pixel
with a grayscale value under a given threshold is considered to be part
of a pore. The images are then scanned for connected regions that

Fig. 3 Reflected-light microscopy generated images of classic (untreated) C/C (left), optimized C/C (middle), and optimized C/C-SiC (right) [50].
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represent each pore, and an automatic approximation to a rectangular
slot or a cylindrical hole is made based on the pore’s extent in each
direction. Finally, pixels are converted to micrometers and used to
recover the significant dimensions of each pore, which can be used to
determine the porosity and eventually the impedance of the C/C
surface.
Once the surfaceporosity and significant dimensionsof each surface

pore are known, the inverse Helmholtz solver (IHS) [38] is used to
evaluate the broadband surface-averaged specific acoustic impedance
of each pore. These impedances are then combined, assuming that
the hardwalled portion of the surface has zero admittance, such that the
total surface-averaged impedance of the sample is given by

Z��ω� �
�

X

Npores

i�1

1

Zi;��ω�
Ai

Atotal

�−1

(11)

where Zi is the specific acoustic impedance of the ith pore, and Ai its
surface area.
Time-domain impedance boundary condition (TDIBC) applica-

tion requires that the acoustic impedance be specified as a set of
complex poles and residues representing a superposition of causal
second-order oscillators. These poles and residues are obtained by
fitting the wall softness coefficient corresponding to the evaluated
broadband acoustic impedance from the IHS:

Ŝ�ω� � 2

1� Z��ω�
≈
X

no

k�1

�

μk

s − pk

� ~μk
s − ~pk

�

(12)

where Ŝ is the wall softness coefficient, no is the number of
oscillators, μk is the residues,pk is the poles, and s � jω. In Eq. (12),
the superscript ∼ denotes the complex conjugate.
The fit is performed following the procedure described in Lin et al.

[40], where the values and quantity of poles and residues are varied
iteratively while minimizing the difference between thewall softness
evaluated using the impedance obtained from the IHS for a discrete
set of frequencies and the one evaluated using the poles and residues
obtained in the previous iteration.

IV. Analytical Models of Surface Impedance
for Porous Materials

A. Homogeneous Absorber Theory

The homogeneous absorber theory (HAT) [41] models the normal
impedance of a porous absorber as

ZHAT � Z∞

1� e−j2kaH

1 − e−j2kaH
(13)

which corresponds to the effective impedance of the absorber when
the wave propagates normal to its surface (see discussion in Sec. IV.
C). The other parameters in Eq. (13) are

ka � k
���

κ
p �����������������

1 − j
ωk

ω

r

; Z∞ � Z0

���

κ
p

ϕ

�����������������

1 − j
ωk

ω

r

and ωk, the breaking frequency, is given by

ωk �
Ξϕ

ρ0κ
(14)

where κ is the structure factor,Ξ is the flow specific resistivity,ϕ is the
volume porosity, k and ω � 2πf are the wave number and angular
frequency of incident wave, H is the total depth of the absorber, and
Z0 � ρ0a0 is the base impedance. The breaking frequency of the
absorber can be interpreted as the (approximate) demarcation
between two distinct behaviors of wave propagation inside the
porous media; for ω ≪ ωk, the propagation is dispersive, and for
ω ≫ ωk, there is no frequency dependency on the propagation speed
of the waves.

B. Fedorov’s Model for Porous Absorber Impedance

Fedorov et al. [42] used the following expression to estimate the
impedance due to wave propagation through a regular porous media
composed of cylindrical holes with axes oriented normal to the
surface (and aligned with the wave propagation direction):

Zfedorov � Z0

�

ϕ

Z∞;�
tanh�ΛH�

�

−1

(15)

whereΛ is the propagation constant, whose dimensions are the inverse
of a length. Fedorov et al. [8] extended themodel to porousmediawith
random porous structure through the use of the nondimensional
dynamic density ρ�dyn and the nondimensional dynamic compressibil-

ity C�
dyn based on previous theoretical work performed by Johnson

et al. [43] and Allard and Champoux [44]. In his 2003 publication [8],
Fedorov et al. nondimensionalized the resulting expression for the
impedance of the metal felts in a manner consistent with his LST
framework. Becausewe are interested in comparing hismodelwith the
current IHS and HAT predictions, we recast some of equations and
parameters of his model in the following form:

Z∞;��ω� �
�����������������������������������

ρ�dyn�ω�∕C�
dyn�ω�

q

; Λ�ω� � jω

�����������������������������������

ρdyn�ω�∕Kdyn�ω�
q

;

ρ�dyn�ω� � κ

�

1� g��λ�1�
λ�1

�

; C�
dyn�ω� � γ −

γ − 1

1� g��λ�2�∕λ�2
;

ρ�dyn � ρdyn�ω�∕ρw; C�
dyn�ω� � γPw∕Kdyn�ω�;

g��λ� �
����������������������

1� 4κμλ�

Ξϕr2p

s

; λ�1 � jκρwω

ϕΞ
;

λ�2 � 4Prλ�1 ; and rp � sh

��������

8μκ

Ξϕ

s

where the symbol �, being a superscript or a subscript, refers to
nondimensional quantities (and not to the complex conjugate). All of
the parameters present in these equations variables have been
previously defined except for Kdyn�ω�, which is the dynamic bulk

modulus relating the divergence of the average molecular
displacement of the gas to the average pressure variation; rp, which

is the characteristic size of the pores; and sh, which is a shape factor that
accounts for the anisotropy of the pores. As a way of estimating the
shape factor for the current C/C samples, and consistently with
Fedorov et al. [8], we treat rp as a hydraulic radius (i.e., the ratio of the

doubled pore area to the pore perimeter at the surface). With this
assumption, we use Fig. 3 to visually estimate the shape factor for the
classical C/C sample obtaining sh ≈ 1.26. The Prandtl number Pr is
taken to be 0.704.
In Fedorov et al. [8], the propagation constant multiplied by the

depthΛH (made dimensional here) was expressed as proportional to

jωH
��������������������������������

ρdyn�ω�Kdyn�ω�
p

, whereas in Allard and Champoux [44], it

was expressed as ΛH � jωH
�����������������������������������

ρdyn�ω�∕Kdyn�ω�
p

. The latter is the

expression adopted herein becausewe believe that what was reported
in Fedorov et al. [8] is a mere typographical error. For porous
absorbers with high flow resistivity Ξ, coincidentally both
expressions yield similar overall impedances due to the asymptotic
nature of the hyperbolic tangent function.

C. Wave Angle Effects on Acoustic Absorption

The wave angle is an important factor significantly affecting the
overall acoustic performance of the absorber. This is typically taken
into account, with the assumption of a locally reacting surface, as a
correction to the value of the normal impedance, yielding the
effective impedance

Zeff�ω� � Z�ω� cos�θi� (16)

ultimately used in linear acoustic relations to predict the absorption
coefficient β, given by
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β�ω� � 1 −

�

jÂ�j
jÂ−j

�2

� 1 −

�

�

�

�

1 − Zeff;��ω�
1� Zeff;��ω�

�

�

�

�

2

(17)

which is evaluated by comparing the amplitude of the incident wave

jÂ−j to the reflected wave jÂ�j, representing a figure of merit of the
absorber.
The cosine term in Eq. (16) accounts for the wave incidence angle

θi, intended as zerowhen the direction of wave propagation is normal
to the surface of the absorber; Z�ω� is hence intended as the
normal impedance and is the only one that should be imposed in
Navier–Stokes calculations with time-domain impedance boundary
conditions (TDIBC). To verify this, we have performed two-
dimensional Navier–Stokes calculations, mimicking Wagner et al.’s
bench-test experiments [39], where a quasi-planar acoustic wavewas
introduced through a source term controlling the main propagation
direction angle. Although the experimental setup was constructed to
measure waves with angle of incidence of θi � 30 deg, we also
performed a simulation of a wave normal reflection.
Figure 4 shows a comparison between the absorption coefficient

predicted via the cosine correction [see Eq. (17)], that is using the
effective value of impedance [Eq. (16)] and the Navier–Stokes
calculations, showing very good agreement. It is important to stress
that the IBCs imposed in the Navier–Stokes calculations 1) only
affect the inviscid wall-normal flux, and 2) only impose the normal
impedance, i.e., values of impedance as predicted by Eq. (13) or
Eq. (15) and not the effective value, that is Eq. (16).

V. Results

The goal of this section is to reproduce and analyze the disturbance
amplificationmechanism in a hypersonic flow over a sharp conewith
impermeable smooth walls through the excitation of the boundary
layer with a broadband frequency pulse. Then, wemodel the acoustic
response of real C/Cmaterials through the IHS technique (Sec. III.B),
compare it against impedance estimates from low-order acoustic
models as well as bench-test data from the ultrasonic measurements
byWagner et al. [39], and ultimately test its attenuation capability by
assigning the predicted impedance as a boundary condition to
Navier–Stokes calculations, which allows a comparisonwith the tests
conducted in HEG with a C/C porous insert.
An approximate steady laminar solution obtained by blending of

the compressible Blasius boundary-layer solution applied to a
supersonic sharp cone [26,28] with the inviscid Taylor–Maccoll [25]
flow is introduced in the Navier–Stokes calculation both as an
inlet and initial condition. After initialization, the inputted solution

needs to adapt to the discretized full Navier–Stokes equations.

The boundary-layer profiles at various locations after this (merely

numerical) transient adjustment are shown in Fig. 4 for Rem �
4.06 ⋅ 106 m−1; excellent matching between the approximate

solution and the steady Navier–Stokes calculations is observed.

The same degree of agreement was also achieved for the lower-

Reynolds-numbers cases (not shown). As shown in Table 2, the

highest Reynolds number is the most stringent case in terms of grid

requirements. Given the long streamwise extent of the computational

domain, the accuracy of the boundary-layer profiles toward the end of

the cone is very sensitive to the degree of numerical dissipation. In

fact, preliminary runs with more dissipative settings of numerical

filtering have shown to overpredict the boundary-layer thickness for

large values of x.

A. Broadband Pulse Disturbance Introduction and Amplification

over Smooth/Impermeable Wall

After the establishment of an unperturbed steady base state,

controlled velocity disturbances with an amplitude of 1 m∕s are

imposed via suction and blowing at the wall for a finite amount of

time (1.67 μs) and in a finite-length interval (x � 0.14	 0.0036 m)

following the expression (in meters per second):

v�x; y � 0; t� � cos �πξ�3 sin�2πft�; for 0 ≤ t ≤ 1∕f (18)

where ξ is a variable with values ranging in �−1; 1�, which is mapped

to the actual spatial interval of application of the pulse, and

f � 600 kHz is the frequency around thewhich the pulse spectrum is

centered. This perturbation aims at mimicking a natural transition

scenario as well as helping identifying the most-amplified frequency

inside the boundary layer as a function of the streamwise position on

the surface of the cone. It was first used by Gaster and Grant [45]

in incompressible boundary-layer transition simulations and by

Sivasubramanian and Fasel [46] in hypersonics.
Figure 5 shows the pressure time series at the wall for different

streamwise locations. A rapid amplification of the overall pressure

signal is observed initially, from x � 0.15 m up to approximately

x � 0.25 m, followed by a later gentler growth. However, the total

disturbance amplitude contains energy at various frequencies, and

although the pulse excitation inputs a similar amount of energy in all

the frequencies range relevant to the boundary-layer instability, some

of the components experience a long region of decay before reaching

their unstable region (Fig. 6). In the end, the overall amplitude of the

signal depends on the balance between the attenuation in the stable

region and the overall integrated growth in the unstable region of

each frequency component. In fact, consistent with amplification

dynamics of instability waves in (canonical) hypersonic boundary

layers, higher-frequency modes experience growth earlier (i.e.,

where the boundary layer is thinner and, simultaneously, the

remaining frequency components are attenuated).
The early rapid overall pressure signal amplitude increase is hence

due to the high-frequency component, in the range of 800 kHz for

Rem � 4.0 × 106, of the inputted broadband disturbance pulse. After
this initial phase, a rapid decay is also observed due to the fast

evolution of the boundary-layer thickness in its early stages, which

changes the quickly unstable frequency band. At last, the later gentler

growth shown in Fig. 5 happens because, as the signal moves

downstream, the boundary-layer thickness evolution becomes

Table 2 Grid resolution metrics for the three Reynolds numbers chosen in this paper

Rem, m
−1 1.46 × 106 2.43 × 106 4.06 × 106

nx 4608 6912 9216 4608 6912 9216 4608 6912 9216
ny 128 256 384 128 256 384 128 256 384

�Δx∕δ�0.14m 0.1560 0.1080 0.0809 0.2354 0.1637 0.1225 0.2746 0.1814 0.1383

�Δx∕δ�0.95m 0.0591 0.0403 0.0304 0.0922 0.0605 0.0451 0.1006 0.0689 0.0506

�Δymin∕δ�0.14m 0.0137 0.0070 0.0046 0.0207 0.0106 0.0070 0.0242 0.0117 0.0079

�Δymin∕δ�0.95m 0.0363 0.0182 0.0121 0.0566 0.0273 0.0180 0.0618 0.0311 0.0202

Fig. 4 Influence of incidence angle θi in the absorption coefficient β for
f � 300 kHz, p0 � 10 kPa, and T0 � 300 K.
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slower, and the overall integrated growth becomes steadily bigger

than the initial attenuation.
A Fourier analysis of such times series is shown in Fig. 7,

demonstrating that, for all Reynolds numbers considered, the initial

broadband characteristic of the signal is very rapidly lost, and the

power spectrum concentrates in a narrow band of ultrasonic

frequencies, consistent with second-mode amplificationmechanisms

for each flow conditions considered. Experimental studies conducted

by Stetson [47] confirmed the validity of the following estimation for

the second-mode frequency:

f � Ue

2δ
(19)

whereUe is the boundary-layer edge velocity, and δ is the boundary-

layer thickness, defined as the wall-normal distance where

u ≃ 0.999Ue. Predictions based on Eq. (19) are plotted in Fig. 7,

showing good agreement with the DNS results. A detailed phase

speed analysis reveals that both slow and fast modes [48] are

observed in the current DNS; however, most of the disturbance

energy and growth are carried by the slow mode (not shown),

Fig. 5 Time series of the pressure perturbation at different streamwise locations for Rem � 4.06 × 106 m−1 with a nx � 9216 and ny � 384.

Fig. 6 Amplitude of pressure disturbance at the wall for different frequency components with nx � 6912, ny � 256, and Rem � 4.0 × 106 m−1.

Fig. 7 Contours of Fourier-mode amplitude as a function of frequency and space for the three Reynolds numbers considered and nx � 6912 and
ny � 256.
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corresponding to Mack’s second mode after the phase speed
synchronization point (see discussion on terminology of instability
modes in Egorov et al. [21]).
The broadband pulse excitation is able to capture the correlation

between the most-amplified frequencies in the boundary layer and its
thickness revealing information similar to stability analysis. It is
observed that the second-mode frequency follows closely the
boundary-layer thickness; the higher the Reynolds number is, the
thinner the boundary layer is and the higher the excited frequencies
are. Figure 8 shows pressure isosurfaces near the surface of the cone,
reminiscent of acoustically channeled waves with some power

transmitted (or lost) outward through the sonic line, characteristic of
the second mode (Egorov et al. [21]).
Another phenomenon that occurs as the imposed pulse advects

downstream is that its magnitude becomes large enough to excite
higher harmonics. For the highRem case, specifically, the appearance
of the first harmonic of the second mode is visible after x � 0.7 m,
shown in Fig. 9. At the very end of the computational domain, a
sponge layer, starting around x � 0.94 m, damps the imposed
disturbances before they reach the outflow boundary condition. No
sign of spurious upstream disturbances has been identified in the
subsonic part of the boundary layer near the outflow.

Fig. 8 Pressure oscillation isosurfaces in the boundary-layer region for nx � 4608, ny � 128, and Rem � 4.0 × 106 m−1.

Fig. 9 Frequency domain distribution of the power spectrum at the wall for different streamwise locations in the advection of broadband pulse
simulations over porous and impermeable walls.
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The spatial resolution and the numerical discretization strategy
play a crucial role in the quality of the prediction of the evolution
dynamics of high-frequency perturbations, such as second-mode
waves. The grid convergence study in Fig. 10 demonstrates adequate
spectral resolution on the intermediate grid adopted (nx � 6912,
ny � 256); results on the coarser grid (nx � 4608, ny � 128) are

also adequate, with the exception of spurious energy accumulation at
f � 800 kHz. The latter is actually due to a numerical disturbance
originating from the interaction of the inflow sponge layer and the
coarse grid as well as insufficient resolution of the propagating
waves. This spurious wave source propagates into the domain and is
not damped due to the low artificial diffusion of the scheme.
Although the dynamics of the disturbance evolution inside the
conical hypersonic boundary layer are not altered by this spurious
perturbation, only intermediate or high resolutions (nx ≥ 6912,
ny ≥ 256) of such full cone axisymmetric computations will be

considered.
The finest grid resolution available (nx � 9216, ny � 384) is

capable of adequately resolving wavelengths of 0.8 mm, assuming a
minimum requirement of eight points per wavelength for compact
finite difference schemes. With the boundary-layer thickness toward
the end of the cone of the order of 2 mm, this resolution is not
adequate to capture the nonlinear breakdown to turbulence. The
effects of porous walls on the latter will be investigated in future
computations focused on (inevitably) shorter sections of the cone.

B. Impedance Characterization of Carbon-Fiber-Reinforced Carbon
Ceramics (C/C) Materials

Carbon/carbon silicon carbide (C/C-SiC) is a material that has
already been used as a thermal protection system (TPS) in hypersonic
flight [15,16].C/C represents an intermediate state of itsmanufacturing
process. The porosity of C/C materials is a result of thermal stresses
that appear in the cooldown process of the material after pyrolyzation
of the matrix. This material offers excellent thermal resistance, low
expansion, and specific weight as well as high temperature stability in
nonoxidizing atmospheres. However, C/C cannot be used when the
oxidizing effects are important in the flow without a protective

treatment.Resistance against oxidation is acquiredby the infiltration of
a liquid phase of silicon into the porous carbon, followed by a reaction
to SiC. If this infiltration is done in the untreated C/C, its
microstructural gaps will be filled and the acoustic absorption
properties of the material lost.
To solve this problem, DLR Stuttgart developed a technique that is

able to selectively insert cavities into the C/C structure by replacing
carbon fibers with a nonstable material that will degrade after the
pyrolyzation step in the desired locations, which allowed to nearly
double the porosity [49]. The existence of larger gaps in this
optimized C/C (Fig. 3) allows it to retain a certain porosity degree
after the SiC reaction. This results in the optimized C/C-SiC, which
combines the properties of oxidation resistance with acoustic
absorption [50].
The complex acoustic impedance of the classic C/C sample shown

in Fig. 3 was estimated via variousmethodologies with results shown
in Fig. 11. The acoustic analysis of the optimized C/C and C/C-SiC
are deferred to future work.
Experimentally determined and theoretically predicted values of β

Eq. (17) are plotted in Fig. 12. The experimentally determined
absorption coefficient by Wagner et al. [39] was obtained by
comparing the amplitude of a wave reflected off an acoustically
absorptive surface to the same wave reflecting off a purely reflective
(impermeable) boundary. This absorption process is a function not
only of the porous absorber but also of the flow properties
themselves; for example, it will depend on the angle of incidence,
which will change the effective impedance Zeff;��ω�, which should

be used to evaluate β. To enable comparison between the experiments
performed by Wagner et al. [39], all the results presented in Figs. 11
and 12 consider a angle of incidence of θi � 30 deg.
The predictions of acoustic impedance evaluated using the inverse

Helmholtz solver (IHS) are compared with experimental results of
bench-test acoustic characterization of ultrasonically absorptive
porous samples [39] and two different theoretical models: 1) the
homogeneous absorber theory (HAT) detailed inMöser [41] and used
byWagner [13], and 2) the model for acoustic impedance of a porous
surface with random porosity used by Fedorov et al. [8] in his LST

Fig. 10 Grid convergence analysis for the perturbation spectrum at x1 � 0.3 m, x2 � 0.6 m, and x3 � 0.9 m in an axisymmetric simulation of
broadband pulse propagation at Rem � 4.06 × 106 m−1.
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calculations of second-mode attenuation over a felt metal coatings.
Both these models have been briefly summarized in Sec. IV.
The use of these models relies on the determination of physical

parameters that describe some characteristics of the flow through the
porous medium such as: the porosity ϕ, which is the ratio of the pore
volume to the total volume; the flow resistivity Ξ, which represents
the resistance (pressure difference) to the flow of air through the
medium; and the structure factor κ, which accounts for the presence of
some “blind” and tortuous paths in the absorber.Wagner [13] in 2014
reported for the first time thevalues that characterize the classical C/C
material, which are summarized in Table 3. Although ϕ and Ξ can be
experimentally obtained [51], κ cannot be measured or calculated
directly for randomly structured porous materials, and it was inferred
from the experimentally measured reflection coefficient. In 2018
DLR has remeasured the flow resistivity Ξ of the classical C/C

sample, reporting a value almost double what was previously

published. The reason for the difference in the measured Ξ was

attributed to the better sealing of the samples (the edge of the samples

was galvanized with copper to avoid leakage) in the more recent

experiments. Results from these newmeasurements are also reported

inTable 3 andwill be the one used in the present analysis to inform the

choice of parameters in the HAT and Fedorov’s model.

Fig. 11 Comparison of real R�Z�;eff� and imaginary I�Z�;eff� parts of the specific impedance Z�;eff�ω� and absorption coefficient β obtained from
various models at θi � 30 deg and wall conditions corresponding to Rem � 4.06 × 106 m−1.

Table 3 Properties of the porous absorber investigated

Experiment ϕ κ Ξ,MPa ⋅ s ⋅m−2 Depth H, m

Wagner (2014) [13] 0.15 8.0 13.3 5.0 × 10−3

DLR (2018) 0.15 8.0 25.7 5.0 × 10−3

Fig. 12 Comparison of measured and predicted absorption coefficient β for the classical C/C vs base pressure.
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The acoustic characterization experiments by Wagner et al. [39]
providewave absorption data for a discrete set of frequencies because
a different transducer receiver pair is needed for testing different
frequencies. However, to execute the implementation of TDIBC,
a continuous reconstruction of the complex impedance in the
frequency domain is required. Wagner’s data are hereby compared
against various acoustic absorption models to assess their predictive
capability both in the formof complex impedanceversus frequency at

one pressure corresponding to flow conditions of Rem � 4.06 ×
106 m−1 (Fig. 11) and in the form of absorption coefficient β at
various frequencies versus pressure (Fig. 12).
For the predictions carried out numerically by the IHS

methodology, a blind-hole porosity assumption was used. A surface
(and hence also volume) porosity of 0.078 is used, as obtained from
the processing of the high-resolution C/C surface images. A nominal
depth of H � 1 mm, common to all pores, has been assumed based
on visual inspection of depthwise slices of a C/C sample provided by
DLR Stuttgart [38].
For the chosen value of flow resistivity Ξ � 25.7 MPa ⋅ s ⋅m−2,

both the HAT and Fedorov’s model underestimate the absorption
coefficient at low base pressures and relative to the IHS predictions.
As the pressure increases, the absorption coefficient prediction based
on the IHS starts to deviate from the experimental data, and both low-
order models provide better (but still not satisfying) predictions. An
overall underprediction of the magnitude of the absorption
coefficient is observed by all models.
The discrepancy of IHS results is attributed to the underestimated

volume porosity given that only a limited selection of the largest
visible pores in Fig. 3 (left) were used for the direct impedance
estimate. This leads us to conclude that the smaller pores, whichwere
ignored in the selection surface porosity estimate step (Sec. III.B),
play an important role in the absorption. The latter contribution is, on
the other hand, captured by low-order models for porous acoustic
absorbers, especially at higher pressures. In the end, because the
experiments performed in the HEG at DLR go up to a maximum
pressure of 0.1 × 105 Pa, the IHS is a better predictive tool than the
theoreticalmodels limited to the range of pressures reproduced by the
DNS results in the present manuscript.
It is also worth noting that, although the acoustic impedance

estimate by the use of the theoretical models presented by Fedorov and
the HAT explicitly accounts for the influence of the thickness of the
absorber, the highmagnitudeof flow resistivityΞof thismaterial, in the
order of 10 MPa ⋅ s ⋅m−2, results in unchanged absorption character-
istics for H ≥ 1 mm (i.e., the absolute thickness of the absorber for
such high values of Ξ becomes irrelevant for thicknesses larger than
1 mm). This also implies that the absorbed wave is evanescent with
respect to the depth of the absorber (infinitely thick absorber model),
and wave reflection from the impermeable backing of the absorber is
not important. Another observation is that the use of a lower flow
resistivity Ξ value, such as the (now obsolete) value measured by
Wagner [13] in 2014, would lead to a higher absorption coefficient and
hence an unexpected better agreement with the measured absorption
coefficient than the more recently obtained value.
Figure 11 compares complex impedance prediction of various

models versus frequency at one given base pressure p0 � 5076 Pa.
Because of the difficulty of measuring the propagation and reflection
of an ultrasonic wave at low pressures and because of the need for a
separate transducer/receiver pair for each frequency, only a few
experimental data points could be included in these plots. These
points are not sufficient to make a statement on which is the best way
of predicting the complex impedance trend versus frequency, but they
reiterate the previous observations that the IHS is more accurate in
this low-pressure regime than the other low-order models and that a
lower flow resistivity Ξ value would lead to a better agreement of the
low-order acoustic models with the experimental data.
A word of caution regarding the adoption of the various models

analyzed herein is that none of them take into account impedance
changes due to grazing flow effects; the latter, however, are expected
to be negligible due to the small size of the pores. Minimal-unit pore-
resolved simulations are currently ongoing to assess this effect. It is
also important to note that the evaluated specific impedance Z�,

despite being dimensionless, is a function of the thermodynamic base
state. The impedance estimates presented here were obtained for
the pressure conditions at the surface of the cone model (i.e., the
conditions after the conical shock, at the wall as predicted by the
inviscid Taylor–Maccoll solution) and depend on the Reynolds
numbers as seen inTable 1 (see thepe value,which corresponds to the
pressure at the wall, and hence within the C/C pores). In conclusion,
the effective impedance of the C/C surface is a function of the
thermodynamic state of the gas that fills the C/C pore space and is
hence directly relatable to the external flow conditions.

C. Porous Walls and Second-Mode Attenuation

Once we have modeled the acoustic energy absorption at the wall
for the different C/C samples, we are able to input this information in
the DNS as a complex impedance boundary condition. Only the
impedance estimates from the IHS methodology are taken into
considerations for the current sets of runs. Simulations with IBCs are
run quiescent first, and then, after spurious transient waves due to
initialization errors are convected out of the domain, a broadband
pulse is applied via suction and blowing at the wall [Eq. (18)], with
results shown in Fig. 13.
The effects of frequency andReynolds numbers on the evolution of

the Fouriermode of pressure are analyzed. It is noted that, for all cases
considered, the disturbance energy for the impermeablewall case and
for the porous case start at the same level and keep the same amplitude
relative to each other before the impedance strip starts (denoted by the
vertical dotted line). Once the pulse is advecting over the impedance
boundary, acoustic energy is being extracted from the signal, and its
amplitude falls below the impermeable-wall baseline until the end of
the domain. It is observed that the second mode experiences higher
attenuation rates due to the C/C in the regions where the mode is
already stable and lower growth rates in the regions of instability for the
advection over the porous walls in comparison with the run over solid
walls. The combination of these phenomena leads to the decrease in the
maximum power content for each frequency throughout the domain
and depicts the capability of ultrasonic absorbing coating to dampen
the second-mode instability in a hypersonic boundary layer. Another
noticeable behavior is that the location of the maximum pressure
amplitude moves upstream due to the porous walls.
Low-amplitude short-wavelength oscillations are observable at

high Reynolds numbers at the later stages of the second-mode
evolution (in Fig. 13). Such spatial variations in the amplitude of the
Fourier modes of pressure at thewall, kp̂k, may indicate the presence
of a short-wavelength standing wave or spatial modulation of that
particular temporal frequency, or nonlinear spectral broadening.
These oscillations cannot be attributed to lack of grid resolution (see
Fig. 10), and their origin will be scrutinized in more detail in
future work.
Figure 9 shows the power spectrum at a given streamwise location

on the surface of the cone to see how it is distributed over the
frequency domain, for all the Reynolds numbers considered in this
study. In this plot, we observe that the effectiveness of the porous
walls in absorbing energy starts to become relevant for frequencies
above 200 kHz and that the maximum amplitude of the power
spectrum attenuated at the three different probed locations for all
Reynolds numbers occurs beyond this frequency. The effectiveness
of the attenuation of the spectrum induced by the porous surfaces
increases with Reynolds numbers. The reason for this interesting
behavior is believed to be because of the shift of the spectrum to
higher frequencies, and because all acousticmodels presented predict
that the absorption coefficient of the C/C-based materials increase
with frequency, the UAC becomes more effective.
Wagner [13] reported a similar behavior in his transition delay

experiments in the HEG tunnel at DLR Göttingen but for a different
range of Rem. He observed that, as the Reynolds numbers increased
from 4.0 ⋅ 106 to 9.8 ⋅ 106 m−1, the relative transition delay on the
porous surface increased from 0.15 to 0.29.With the same reasoning,
we speculate that the reason the experiments conducted by Willems
et al. [52] were not able to measure any attenuation of the second-
mode waves with the same C/C sample from DLR is that the
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frequency of the second-modewaves were approximately 100 kHz at
the flow conditions chosen for that study. Another factor that could
have influenced the results are the very low pressures (from 0.003 ×
105 to 0.008 × 105 Pa) at which the tests by Willems et al. were
carried. These pressure levels lead to low absorption coefficients
(shown in Fig. 12).
Other evidence of the hypersonic boundary-layer transition delay

capability of acoustic energy absorption can be found at the farthest
downstream probed location of the highest Reynolds number. At this
position, the advection of the broadband pulse over impermeable
wallswas amplified to the point that started to excite the first overtone
(or harmonic) of the second-mode waves. However, the presence of
porous walls dampens such high-frequency modes more effectively
than the second mode itself (which cascades energy onto the higher
modes due to nonlinear effects, when present). This means that the
disturbance with the same initial amplitude would need to propagate
farther downstream to reach the necessary strength to trigger
transition into turbulence effectively delaying transition.

VI. Conclusions

The effect of realistic acoustically absorptive surfaces on the
second mode in a hypersonic boundary layer over a sharp slender
cone was numerically studied in the present work. High-order
simulations informed by the analytical relations of that describing the
supersonic viscous flow of a perfect gas over a sharp cone were

performed, and the high-order simulations were capable of holding
the solution and matching accurately the shape and growth of the
boundary-layer profiles as they moved downstream of the cone. In
addition, a novel technique (IHS) was used to solve the acoustic
response at the mouth of the cavities present in porous materials and
to model their collective influence through a surface averaging. The
complex impedance obtained as a result was used tomodel the impact
of the ultrasonically absorptive surface in a spatially developing
boundary-layer simulation without having to resolve the intricate
porous structure. The result of this simulation was then compared
with previously published theoretical models, and a better agreement
with experimental data for the low-pressure domain is achieved.
Artificial disturbances were introduced in the boundary layer, and

their evolution with downstream advection was observed. With the
introduction of a broadband pulse and its advection over a solid
surface, it was possible to identify the second-mode dynamics over an
impermeable wall, used as a baseline, and over materials currently
being developed to be used in hypersonic transition control such as the
“classical” C/C. In conclusion, for the frequencies and flow condition
tested, the C/Cwas found capable of attenuating the second-mode and
delaying boundary-layer transition into turbulence.
All results shown in the present contribution are for a sharp-tip

cone. The presence of a nonnegligible tip, bluntness increases the
boundary-layer thickness (for the same freestream conditions) and
hence lowers growth rates and the frequency of second-mode waves.
Although this will lower the effectiveness of the acoustic absorption

Fig. 13 Spatial distribution of the Fourier transform of pressure fluctuations at the wall for different frequencies in the broadband-pulsed simulations

over porous and impermeable walls.
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properties of the porouswalls, resulting in a less-effective attenuation
of second-mode waves, we would be still in a suitable region for the
tested C/C porous material.
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