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Abstract. In this paper we construct a trace operator for homogeneous Sobolev spaces defined on
infinite strip-like domains. We identify an intrinsic seminorm on the resulting trace space that makes
the trace operator bounded and allows us to construct a bounded right inverse. The intrinsic seminorm
involves two features not encountered in the trace theory of bounded Lipschitz domains or half-spaces.
First, due to the strip-like structure of the domain, the boundary splits into two infinite disconnected
components. The traces onto each component are not completely independent, and the intrinsic seminorm
contains a term that measures the difference between the two traces. Second, as in the usual trace theory,
there is a term in the seminorm measuring the fractional Sobolev regularity of the trace functions with
a difference quotient integral. However, the finite width of the strip-like domain gives rise to a screening
effect that bounds the range of the difference quotient perturbation. The screened homogeneous fractional
Sobolev spaces defined by this screened seminorm on arbitrary open sets are of independent interest, and
we study their basic properties. We conclude the paper with applications of the trace theory to partial
differential equations.

1. Introduction

1.1. Motivation. For an open set Ω ⊆ RN , m ∈ N, and 1 ≤ p ≤ ∞, the homogeneous Sobolev space
Ẇm,p(Ω) consists of all real-valued functions u ∈ L1

loc(Ω) such that all the weak derivatives of order m

belong to Lp(Ω). The goal of this paper is to characterize the trace operators associated to Ẇm,p(Ω) in
infinite strip-like domains of the form

Ω =
{

x ∈ RN | η−(x′) < xN < η+(x′)
}

, (1.1)

where η± : RN−1 → R are given Lipschitz functions such that η− < η+. Note that we do not require
η± to be bounded, which allows the domain Ω to be unbounded in the vertical xN direction in addition
to the horizontal x′ directions.

It is well-known (see, for example, [2], [4], [15], [19], [26], [33], [36] and the references therein) that the
inhomogeneous Sobolev spacesWm,p(Ω) (which we recall require functions and all their weak derivatives
up to order m to belong to Lp(Ω)) are ill-suited to study partial differential equations in unbounded
domains. This is already seen at the level of the fundamental solution to Laplace’s equation when
N ≥ 2. Indeed, if B[0, 1] ⊂ RN denotes the closed unit ball, then the function u : RN\B[0, 1] → R given
by

u(x) =

{

log |x| if N = 2

1− |x|2−N if N ≥ 3

is a solution of the homogeneous Dirichlet problem
{

∆u = 0 in RN \B[0, 1]

u = 0 on ∂B(0, 1),

and while we have the inclusions u ∈ Ẇ 1,p(RN \B[0, 1])∩Ẇ 2,q(RN \B[0, 1]) for every N/(N−1) < p ≤ ∞
and 1 < q ≤ ∞, it is clear that u /∈ Lr(RN \B[0, 1]) for any 1 ≤ r <∞.
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To overcome this problem, the standard approach in the literature is to use weighted Sobolev spaces
(see, for example, [2], [4], [15], [22], [25], [36], [38] and the references therein). An alternate approach
to solving boundary value problems on infinite domains is to have a better understanding of the trace
operator associated to homogeneous spaces.

In the recent paper [34] Strichartz proved, among other things, a new characterization of the trace

space associated to the homogeneous Sobolev space Ḣ1(Ω) := Ẇ 1,2(Ω), where Ω = R× (0, π) ⊆ R2 is a

horizontal strip. More precisely, he defined the fractional-type Sobolev space H̃1/2(R) of all functions
f ∈ L1

loc(R) such that

|f |H̃1/2(R) :=

(

∫∫

|x−y|≤1

|f(x)− f(y)|2

|x− y|2
dxdy

)1/2

<∞ (1.2)

and proved the following result.

Theorem 1.1 (Strichartz [34]). Let Ω = R× (0, π). Then the following hold.

(1) There exists a constant c > 0 such that for all u ∈ Ḣ1(Ω),
∫

R
|Tr(u)(x1, π)− Tr(u)(x1, 0)|

2dx1 ≤ c

∫

Ω
|∇u(x)|2dx,

|Tr(u)(·, π)|2
H̃1/2(R) + |Tr(u)(·, 0)|2

H̃1/2(R) ≤ c

∫

Ω
|∇u(x)|2dx.

(2) Given f, g ∈ H̃1/2(R) such that f − g ∈ L2(R), there exists u ∈ Ḣ1(Ω) such that Tr(u)(·, π) = f ,
Tr(u)(·, 0) = g, and

∫

Ω
|∇u(x)|2dx ≤ c

∫

R
|f(x1)− g(x1)|

2dx1 + c|f |2
H̃1/2(R) + c|g|2

H̃1/2(R)

for some constant c > 0, independent of f and g.

The seminorm | · |H̃1/2(R) defined in (1.2) has an interesting characterization in terms of the Fourier

transform. Indeed, one can show that (see Theorem 2.2 in [34] and Proposition 3.16 below)

|f |2
H̃1/2(R) ≍

∫

R
min{|ξ|, |ξ|2}|f̂(ξ)|2dξ,

where f̂ is the Fourier transform of f . This should be contrasted with the Fourier characterization of
the seminorm defining the classical fractional homogeneous Sobolev space Ḣ1/2(R):

|f |2
Ḣ1/2(R) :=

∫∫

R2

|f(x)− f(y)|2

|x− y|2
dxdy = c

∫

R
|ξ||f̂(ξ)|2dξ,

for c > 0 a constant independent of f . From these expressions we see that the difference between the
seminorms is determined by the low frequencies on the Fourier side, with the seminorm on H̃1/2(R)
allowing for worse behavior of the low frequency modes. These expressions also suggests that Ḣ1/2(R) $
H̃1/2(R), i.e. that the classical space is strictly smaller. This is indeed the case, as can be seen directly
by considering a function f ∈ C∞(R) such that supp f ′ ⊆ [0, 1], f(x) = 1 for x ≥ 1, and f(x) = 0 for

all x ≤ 0. An important consequence of the strict inclusion Ḣ1/2(R) $ H̃1/2(R) is that, in general,

functions in Ḣ1(Ω) may not be extended to functions in Ḣ1(R2).
A central component of this paper consists of extending Strichartz’s theorem to the more general

case of Ẇm,p(Ω) for m ∈ N and 1 ≤ p <∞, where Ω ⊂ RN for N ≥ 2 is a horizontal strip of the form

Ω :=
{

x ∈ RN | b− < xN < b+
}

(1.3)

for constants b− < b+. In order to refer to the connected components of ∂Ω individually, we will write

Γ± =
{

x ∈ RN |xN = b±
}

. (1.4)
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1.2. Main results and discussion. The main thrust of the paper is to characterize the trace spaces
associated to the homogeneous Sobolev space Ẇm,p(Ω) when Ω is of the form (1.1) or (1.3). The trace

spaces involve a generalization of the space H̃1/2(R) from [34], which we call a screened homogeneous
fractional Sobolev space. These spaces are important for our trace results but are of independent interest
in a more general setting. As such, in Section 3 we define these spaces on general open sets U ⊆ RN

for 0 < s < 1 and 1 ≤ p <∞ through the seminorm

L1
loc(U) ∋ f 7→ |f |W̃ s,p

(σ)
(U) =

(

∫

U

∫

B(x,σ(x))∩U

|f(y)− f(x)|p

|y − x|sp+N
dyxy

)1/p

∈ [0,∞],

where σ : U → (0,∞] is a lower semi-continuous function that we call a screening function, due to the
fact that it screens the range of the difference quotient. The functions for which the seminorm is finite
comprise the space W̃ s,p

(σ)(U). When p = 2 and σ is a finite constant, variants of the screened spaces have

appeared in the analysis of weak formulations of various nonlocal elliptic equations (see [14], [16], [39]).
For general p there has been much recent interest in inhomogeneous fractional-type Sobolev spaces with
seminorms of the form

Lp(U) ∋ f 7→

(
∫

U

∫

U

|f(y)− f(x)|p

|y − x|p
ρ(|x− y|)dyxy

)1/p

∈ [0,∞]

for a given kernel ρ : [0,∞) → [0,∞): we refer to the seminal papers [8] and [9] and to the papers
[11], [31], [32] and the references therein for a more recent survey of this literature. When ρ(r) =

χ[0,b)(r)r
(1−s)p−N these seminorms correspond to the screened homogeneous fractional seminorm for

constant screening function σ = b, but our focus in this paper is the seminorm defined on L1
loc(U)

rather than Lp(U). To the best of our knowledge the screened homogeneous fractional spaces for
general p and σ have not been previously studied.

For the screened spaces we prove, among other things, Poincaré-type estimates, sequential complete-
ness, and some basic interpolation and embedding results. We also construct some sets and choices of
screening functions (see Theorems 3.11 for the precise forms) for which we have the strict inclusion

Ẇ s,p(U) $ W̃ s,p
(σ)(U),

which shows that the screened spaces are generally strictly bigger than the standard homogeneous
fractional Sobolev spaces. We also consider the special case U = RN , which is the domain most relevant
to our trace results when we swap N 7→ N − 1. We prove that if σ1, σ2 are both bounded above and
below, then

W̃ s,p
(σ1)

(RN ) = W̃ s,p
(σ2)

(RN ), (1.5)

which shows that the precise form of the bounded screening function is not important. We also establish
density of smooth functions and prove a Fourier characterization when p = 2. We have not attempted
an exhaustive study of the screened spaces and have left many basic questions open. In particular, we
believe it would be interesting to study these spaces using interpolation theory and to give an equivalent
characterization in terms of the Littlewood-Paley theory (see [3], [5], [7], [6], [20], [30], [37]).

To state our trace results, we first need some notation. We will write points x ∈ RN as x = (x′, xN ) ∈
RN−1 × R, and we will let B′(x′, r) denote the open ball in RN−1, centered at x′, and of radius r. In
RN−1 with screening function given by the constant a > 0 and s = 1− 1/p, the screened homogeneous
fractional Sobolev seminorm can be rewritten as

|f |
W̃

1−1/p,p
(a)

(RN−1)
:=

(

∫

RN−1

∫

B′(0,a)

|f(x′ + h′)− f(x′)|p

|h′|p+N−2
dh′dx′

)1/p

.

We can now state our trace results. We begin with the case m = 1 and 1 < p <∞.

Theorem 1.2. Let Ω be as in (1.3) and let 1 < p <∞. There exists a unique linear operator

Tr : Ẇ 1,p(Ω) → Lp
loc(∂Ω)
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satisfying the following.

(1) Tr(u) = u on ∂Ω for all u ∈ Ẇ 1,p(Ω) ∩ C0(Ω).
(2) There exists a constant c = c(N, p) > 0 such that

∫

RN−1

|Tr(u)(x′, b+)− Tr(u)(x′, b−)|pdx′ ≤ (b+ − b−)p−1

∫

Ω
|∂Nu(x)|

pdx, (1.6)

|Tr(u)(·, b±)|p
W̃

1−1/p,p

(b+−b−)
(RN−1)

≤ c

∫

Ω
|∇u(x)|pdx (1.7)

for all u ∈ Ẇ 1,p(Ω). Here b− < b+ are the constants defining Ω in (1.3).
(3) The integration by parts formula

∫

Ω
u∂iψ dx = −

∫

Ω
ψ∂iu dx+

∫

∂Ω
ψTr(u)νi dH

N−1

holds for all u ∈ Ẇ 1,p(Ω), all ψ ∈ C1
c (R

N ), and all i = 1, . . . , N .

Remark 1.3. In the event that either of the traces Tr(u)(·, b+) or Tr(u)(·, b−) belongs to Lp(RN−1),
the second part of Theorem 1.2 guarantees that the other trace also belongs to Lp(RN−1). Since the
vertical extent of Ω is finite, this information can be coupled with a standard Poincaré-type inequality
to guarantee that u ∈ W 1,p(Ω). Thus functions u ∈ Ẇ 1,p(Ω)\W 1,p(Ω) cannot have either trace belong
to Lp(RN−1). In particular, we have the identity

Ker(Tr) =W 1,p
0 (Ω). (1.8)

Theorem 1.2 is complemented by the following lifting result. We recall that Γ± are defined in (1.4).

Theorem 1.4. Let Ω be as in (1.3), a > 0, and 1 < p < ∞. Suppose that f± ∈ L1
loc(R

N−1) are such
that

∫

RN−1

|f+(x′)− f−(x′)|p dx′ <∞, (1.9)

|f−|
W̃

1−1/p,p
(a)

(RN−1)
<∞, |f+|

W̃
1−1/p,p
(a)

(RN−1)
<∞. (1.10)

Then there exists u ∈ Ẇ 1,p(Ω) such that Tr(u) = f± on Γ± and
∫

Ω
|∇u(x)|pdx ≤ c

∫

RN−1

|f+(x′)− f−(x′)|p dx′ + c|f−|p
W̃

1−1/p,p
(a)

(RN−1)
+ c|f+|p

W̃
1−1/p,p
(a)

(RN−1)

for some constant c = c(a, b+ − b−, N, p) > 0. Moreover, the map (f−, f+) 7→ u is linear.

Remark 1.5. It is important to observe that in Theorem 1.4 the functions f± are not assumed to be
individually in Lp(RN−1), but their difference is.

Remark 1.6. Notice that in Theorem 1.2 the screening function is the constant b+ − b− > 0, but in
Theorem 1.4 the screening function is any constant a > 0. This discrepancy is accounted for by (1.5)
(see Theorem 3.13), which shows that these screening functions define the same space and give rise to
equivalent seminorms.

Theorems 1.2 and 1.4 show that for horizontal strips the trace space of the homogeneous space
Ẇ 1,p(Ω) is strictly larger than the trace space of the inhomogeneous space W 1,p(Ω). Indeed, by a
classical result of Gagliardo [18], the trace space of W 1,p(Ω) is given by the fractional Sobolev space

W 1−1/p,p(∂Ω), or equivalently, by the Besov space B
1−1/p,p
p (∂Ω) (see also [1], [12], [21], [23], [24], [29]).

The norm defining W 1−1/p,p(∂Ω) is

‖f‖W 1−1/p,p(∂Ω) := ‖f‖Lp(∂Ω) +

(
∫

∂Ω

∫

∂Ω

|f(x)− f(y)|p

|x− y|p+N−2
dHN−1(x) dHN−1(y)

)1/p

.

The class of pairs satisfying (1.9) and (1.10) gives rise to a new interesting type of space. At the end of
Section 3 we study some of its properties.
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By synthesizing our trace and lifting results with our results about the screened spaces in RN−1

we also prove Proposition 4.1, which shows that there exist functions u ∈ Ẇ 1,p(Ω) that do not admit

extensions to Ẇ 1,p(RN ). In particular, this shows that there is no bounded extension operator available

for Ẇ 1,p(Ω).
Theorems 1.2 and 1.4 can be extended to domains of the form (1.1), and we do so in Theorems 5.1 and

5.4 below. The main difference is that conditions (1.9) and (1.10) should now be replaced, respectively,
by

∫

RN−1

|f+(x′)− f−(x′)|p

(η+(x′)− η−(x′))p−1
dx′ <∞,

∫

RN−1

∫

B′(0,a(η+(x′)−η−(x′)))

|f±(x′ + h′)− f±(x′)|p

|h′|p+N−2
dh′dx′ <∞.

Note that we allow η+ − η− to be unbounded, and we do not assume that η+ − η− is bounded away
from zero, so the extension from (1.3) to (1.1) is non-trivial.

Next we consider the case p = 1 and m = 1. In [18] (see also [12], [23]) Gagliardo proved that for
open bounded domains Ω ⊂ RN with Lipschitz continuous boundary the trace space ofW 1,1(Ω) is given
by L1(∂Ω) (see also the recent paper of Mironescu [27] for a simpler proof). We can prove the following
analogous result.

Theorem 1.7. Let Ω be as in (1.3). There exists a unique linear operator

Tr : Ẇ 1,1(Ω) → L1
loc(∂Ω)

satisfying the following.

(1) Tr(u) = u on ∂Ω for all u ∈ Ẇ 1,1(Ω) ∩ C0(Ω).

(2) There exists a constant c = c(N) > 0 such that for every 0 < ε < b+−b− and every u ∈ Ẇ 1,1(Ω),
∫

RN−1

|Tr(u)(x′, b+)− Tr(u)(x′, b−)| dx′ ≤

∫

Ω
|∂Nu(x)| dx, (1.11)

sup
|h′|≤ε

∫

RN−1

|Tr(u)(x′ + h′, b±)− Tr(u)(x′, b±)| dx′ ≤

∫

Ωε

|∇u(x)| dx′, (1.12)

where Ωε := RN−1 × ((b−, b− + ε) ∪ (b+ − ε, b+)). In particular,

lim
ε→0+

sup
|h′|≤ε

∫

RN−1

|Tr(u)(x′ + h′, b±)− Tr(u)(x′, b±)| dx′ = 0.

(3) The integration by parts formula
∫

Ω
u∂iψ dx = −

∫

Ω
ψ∂iu dx+

∫

∂Ω
ψTr(u)νi dH

N−1

holds for all u ∈ Ẇ 1,1(Ω), all ψ ∈ C1
c (R

N ), and all i = 1, . . . , N .

Theorem 1.7 is complemented by the following lifting result.

Theorem 1.8. Let Ω be as in (1.3). Suppose that f± ∈ L1
loc(R

N−1) are such that

∫

RN−1

|f+(x′)− f−(x′)| dx′ <∞, (1.13)

lim
ε→0+

sup
|h′|≤ε

∫

RN−1

|f±(x′ + h′)− f±(x′)| dx′ = 0. (1.14)
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Then there exists u ∈ Ẇ 1,1(Ω) such that Tr(u) = f± on Γ± (as defined in (1.4)), and

∫

Ω
|∇u(x)| dx ≤ +c

∫

RN−1

|f+(x′)− f−(x′)| dx′

c sup
|h′|≤ε0

∫

RN−1

|f−(x′ + h′)− f−(x′)| dx′ + c sup
|h′|≤ε0

∫

RN−1

|f+(x′ + h′)− f+(x′)| dx′

for some ε0 > 0 and some constant c = c(a, b+, b−, N) > 0. Moreover, the map (f−, f+) 7→ u is linear.

Observe that functions f± ∈ L1(RN−1) satisfy (1.13) and (1.14) but one can construct non-integrable
functions f± ∈ L1

loc(R
N−1) satisfying (1.13) and (1.14). We have not been able to extend Theorems 1.7

and 1.8 to more general domains of the form 1.1. In particular, it is not clear what would be the analog
of condition (1.14).

Next we consider the case m ≥ 2 and 1 < p <∞. For simplicity we present here only the case m = 2
and refer to Section 4.4 for the general case m ≥ 2. The main difference with the case m = 1 is that
in the higher order case the difference Tr(u)(·, b+)−Tr(u)(·, b−) does not have to belong to Lp(RN−1).
This makes the proof of the lifting theorems significantly more involved.

Given a function u ∈ Ẇ 2,p (Ω), we have that ∂iu ∈ Ẇ 1,p (Ω) for every i = 1, . . . , N and thus
by Theorem 1.2 there exists Tr(∂iu). By a density argument, it can be shown that Tr(u)(·, b±) ∈

W 1,p
loc (R

N−1) and that for every i = 1, . . . , N − 1, ∂iTr(u)(·, b
±) = Tr(∂iu)(·, b

±). Thus, to characterize

the trace space of Ẇ 2,p (Ω), it suffices to study Tr(u) and the trace of the normal derivative Tr(∂Nu).

Theorem 1.9. Let Ω be as in (1.3) and let 1 < p < ∞. Then there exists a constant c = c(N, p) > 0

such that for every u ∈ Ẇ 2,p (Ω) and for every i = 1, . . . , N ,

∫

RN−1

|Tr(∂iu)(x
′, b+)− Tr(∂iu)(x

′, b−)|pdx′ ≤ (b+ − b−)p−1

∫

Ω
|∂2i,Nu(x)|

pdx, (1.15)

∫

RN−1

∣

∣

∣

∣

Tr(u)(x′, b+)− Tr(u)(x′, b−)− (Tr(∂Nu)(x
′, b+) + Tr(∂Nu)(x

′, b−))
b+ − b−

2

∣

∣

∣

∣

p

dx′

≤ (b+ − b−)2p−1

∫

Ω
|∂2Nu(x)|

pdx,

(1.16)

and

|Tr(∂iu)(·, b
±)|p

W̃
1−1/p,p

(b+−b−)
(RN−1)

≤ c

∫

Ω
|∇2u(x)|pdx. (1.17)

Theorems 1.9 can be extended to domains of the form (1.1): see Theorems 5.5 and 5.7 below for the
cases m = 2 and m ≥ 2, respectively.

The previous theorem is complemented by the following lifting result.

Theorem 1.10. Let Ω be as in (1.3), a > 0, and 1 < p < ∞. Suppose that f±0 ∈ W 1,p
loc (R

N−1) and

f±1 ∈ Lp
loc(R

N−1) are such that

∫

RN−1

∣

∣

∣

∣

f+0 (x′)− f−0 (x′)− (f+1 (x′) + f−1 (x′))
b+ − b−

2

∣

∣

∣

∣

p

dx′ <∞,

∫

RN−1

(|∇qf
+
0 (x′)−∇qf

−
0 (x′)|p + |f+1 (x′)− f−1 (x′)|p) dx′ <∞,

|∇qf
±
0 |

W̃
1−1/p,p
(a)

(RN−1)
<∞, |f±1 |

W̃
1−1/p,p
(a)

(RN−1)
<∞,
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where ∇q := (∂1, . . . , ∂N−1). Then there exists u ∈ Ẇ 2,p(Ω) such that Tr(u) = f±0 , Tr(∂Nu) = f±1 on
Γ±, and

∫

Ω
|∇2u(x)|pdx ≤ c

∫

RN−1

∣

∣

∣

∣

f+0 (x′)− f−0 (x′)− (f+1 (x′) + f−1 (x′))
b+ − b−

2

∣

∣

∣

∣

p

dx′

+ c

∫

RN−1

(|∇qf
+
0 (x′)−∇qf

−
0 (x′)|p + |f+1 (x′)− f−1 (x′)|p) dx′

+ c|∇qf
−
0 |p

W̃
1−1/p,p
(a)

(RN−1)
+ c|∇qf

+
0 |p

W̃
1−1/p,p
(a)

(RN−1)
+ c|f−1 |p

W̃
1−1/p,p
(a)

(RN−1)
+ c|f+1 |p

W̃
1−1/p,p
(a)

(RN−1)
,

for some constant c = c(a, b+ − b−, N, p) > 0. Moreover, the map (f−0 , f
+
0 , f

−
1 , f

+
1 ) 7→ u is linear.

The extension of Theorem 1.10 to domains of the form (1.1) seems to be quite complicated. We refer
to Remark 5.6 below for more details on the technical difficulties one encounters. We have also been
unable to prove Theorems 1.9 and 1.10 in the case p = 1. For bounded Lipschitz domains Ω ⊂ RN we
have that the image of the trace operator

u ∈W 2,1(Ω) 7→ Tr2(u) :=

(

Tr(u),Tr

(

∂u

∂ν

))

is the space B1,1
1 (∂Ω) × L1(∂Ω), where the Besov space B1,1

1 is defined via second-order difference
quotients in RN and via local coordinates on boundaries (see, for instance, [23]). We are aware of only
two complete proofs of this result: one in a classical paper of Uspenskĭı [38], and one in a recent paper

of Mironescu and Russ [28]. In particular, in the latter the authors use an equivalent norm for B1,1
1 ,

which relies on the Littlewood–Paley decomposition (see [23]). The adaptation of the proofs in [38] and

[28] to Ẇ 2,1 (Ω) seems quite challenging.
We conclude this introduction with an application of our results to the existence of solutions to

the Dirichlet problem for the p-Laplacian in unbounded domains of the form (1.3). In Section 6 we
prove analogous results when Ω is of the form (1.1) and study the Neumann problem and more general
second-order quasilinear elliptic equations.

Theorem 1.11. Let Ω be as in (1.3), let a > 0, let 1 < p < ∞, and let g ∈ Lp′(Ω;RN ) and f± ∈
L1
loc(R

N−1). Then the Dirichlet problem

{

− div(|∇u|p−2∇u) = div g in Ω,
u = f± on Γ± (1.18)

admits a solution in Ẇ 1,p(Ω) if and only if f± satisfy (1.9) and (1.10). In either case, there exists a
constant c = c(a,N, p) > 0 such that

∫

Ω
|∇u(x)|pdx ≤ c

∫

Ω
|g(x)|p

′

dx+ c

∫

RN−1

|f+(x′)− f−(x′)|p dx′

+ c|f−|p
W̃

1−1/p,p
(a)

(RN−1)
+ c|f+|p

W̃
1−1/p,p
(a)

(RN−1)
.

(1.19)

1.3. Plan of paper. In Section 2 we record notational conventions used throughout the paper as well
as prove some useful preliminary results. In Section 3 we define the general screened homogeneous
fractional Sobolev spaces and study their basic properties. These spaces play a key role in our trace
results, but they are of independent interest and have intriguing properties. In Section 4 we develop
the trace and lifting results when Ω is of the form (1.3). This section contains the proofs of Theorems
1.2, 1.4, 1.7, 1.8, 1.9, and 1.10. In Section 5 we study the trace and lifting results when Ω is of the
form (1.1). Section 6 contains a number of applications of our results to quasilinear partial differential
equations, including the proof of Theorem 1.11.
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2. Preliminaries

In this section we collect a number of preliminary results that will be of use throughout the paper.
We begin with some notational conventions, then we develop some facts about mollifiers, and then we
develop an elementary calculus result that plays a key role in our trace spaces. We conclude with a
discussion of seminormed spaces.

2.1. Notational conventions. We now record our notational conventions.
Integers and multi-indices: We write N = {1, 2, . . . } for the set of positive integers and N0 = N∪ {0}

for the non-negative integers. For a multi-index α ∈ NN
0 we write |α| = α1 + · · ·+ αN . We often write

α ∈ NN
0 as α = (α′, αN ) ∈ NN−1

0 × N0 to distinguish the horizontal part, α′, from the vertical part αN .
Measures: In what follows LN stands for the Lebesgue measure in RN and Hk is the k−dimensional

Hausdorff measure. We denote by B(x, r) and B[x, r] the open and closed balls in RN centered at x and
radius r, respectively. We write αN for the Lebesgue measure of the N -dimensional unit ball B(0, 1)
and βN for the HN−1 measure of the unit sphere SN−1 := ∂B(0, 1).

Derivatives: Given k ∈ N we denote by ∇k the vector of all partial derivatives ∂α for multi-indices
α ∈ NN

0 with |α| = k. We also define

∇0u := u. (2.1)

Horizontal and vertical variables: For x = (x1, . . . , xN ) ∈ RN , N ≥ 2, we write x = (x′, xN ) ∈
RN−1 × R, where x′ := (x1, . . . , xN−1). We denote by B′(x′, r) the (N − 1)-dimensional open ball
centered at x′ ∈ RN−1 and radius r > 0, and we write

∇q := (∂1, . . . , ∂N−1)

for the horizontal gradient. Similarly, given k ∈ N we denote by ∇k
q the vector of all partial derivatives

∂α for multi-indices α = (α′, 0) ∈ NN−1
0 × N0 with |α| = k. We define

∇0
qu := u. (2.2)

Mollifiers: Given a function φ : RN → R and ε > 0 we define

φε(x) :=
1

εN
φ
(x

ε

)

. (2.3)

Note that if φ is integrable, then a change of variables shows that
∫

RN

φε(x) dx =

∫

RN

φ(y) dy.

Lipschitz functions: Given a function η : RN → R we set

|η|0,1 := sup

{

|η(x)− η(y)|

|x− y|
|x, y ∈ RN , x 6= y

}

to be the Lipschitz seminorm of η. We say η is Lipschitz if and only if |η|0,1 <∞.

2.2. Special mollifiers. In our analysis we will make heavy use of mollifiers. Here we construct a
special family of mollifiers and develop some auxiliary results. We begin by constructing mollifiers
satisfying special moment conditions. In what follows we assume that N ≥ 2.

Proposition 2.1. Let k,m ∈ N be given. There exists a function ϕ ∈ Cm
c (RN−1) such that suppϕ ⊆

B′(0, 1),
∫

RN−1

ϕ(x′) dx′ = 1, and

∫

RN−1

(x′)αϕ(x′) dx′ = 0 for 1 ≤ |α| ≤ k. (2.4)

Proof. Assume that ϕ : RN−1 → R is given by

ϕ(x) =

{

φ(|x′|) for |x′| ≤ 1

0 for |x′| > 1,
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for a function φ ∈ Cm([0, 1]) to be chosen. Then, using spherical coordinates, we may compute
∫

B′(0,1)
(x′)αϕ(x′) dx′ =

∫ 1

0
rN−2+|α|

∫

∂B′(0,1)
(z′)αϕ(rz′) dHN−2(z′)dr

=

(

∫

∂B′(0,1)
(z′)αdHN−2(z′)

)

∫ 1

0
rN−2+|α|φ(r) dr =: Qα

∫ 1

0
rN−2+|α|φ(r) dr,

where here we note that if N = 2 then HN−2 = H0 denotes counting measure and ∂B′(0, 1) = {−1, 1}.
Note that Qα = 0 except when α = 2β, so we may reduce to studying the case when |α| is even.
Without loss of generality we can assume that k = 2l.

Now we make the ansatz that φ is given by

φ(r) = (1− r2)m+1ψ(r2)

for ψ ∈ Cm([0, 1]). This forces φ(j)(1) = 0 for 0 ≤ j ≤ m, and so our function ϕ has all derivatives up
to order m vanish at ∂B′(0, 1), which guarantees that ϕ ∈ Cm

c (RN−1).
It remains to enforce the moment conditions. In terms of φ, the first of these is

∫ 1

0
rN−2φ(r) dr =

1

αN−1
,

and the second is

0 =

∫ 1

0
rN−2+2jφ(r) dr for j = 1, . . . , l.

Plugging in our ansatz for φ and making a change of variable s = r2 then shows that our moment
conditions for ψ reduce to

1

αN−1
=

1

2

∫ 1

0
ψ(s)s(N−3)/2(1− s)m+1ds

and

0 =
1

2

∫ 1

0
ψ(s)s(N−3)/2+j(1− s)m+1ds for 1 ≤ j ≤ l.

Let X = span(1, s, s2, . . . , sl) be the polynomials (restricted to [0, 1]) of degree at most l. Define
Y = span(s, s2, . . . , sl). We endow X with the inner product

〈ζ, η〉 :=
1

2

∫ 1

0
ζ(s)η(s)s(N−3)/2(1− s)m+1ds,

which is an inner-product since the weight function s(N−3)/2(1 − s)m+1 is nonnegative and integrable
(since N ≥ 2) on [0, 1] and vanishes only at the endpoints.

We then rewrite our moment conditions as

〈1, ψ〉 =
1

αN−1
and 〈sj , ψ〉 = 0 for j = 1, . . . , l.

In order to enforce the latter condition we assume that ψ ∈ Y ⊥, which is possible since dim(Y ⊥) = 1.
We can then find ψ ∈ Y ⊥ satisfying 〈1, ψ〉 = 1/αN−1 if and only if 1⊥ 6= 0, where 1⊥ ∈ Y ⊥ is the
orthogonal projection of 1 onto Y ⊥. Now, 1⊥ = 0 is equivalent to 1 ∈ Y , which is impossible since if
this were to hold then Y = X. Thus 1⊥ 6= 0, and we are guaranteed the existence of ψ ∈ X ⊂ Cm([0, 1])
satisfying all the moment conditions. �

Next we identify a special structure for derivatives of mollifiers.

Proposition 2.2. Let ϕ ∈ Cm
c (RN−1). Then for every multi-index α ∈ NN

0 with 1 ≤ |α| ≤ m, there

exists a function ψα ∈ C
m−|α|
c (RN−1), with

∫

RN−1

ψα(y′) dy′ = 0, (2.5)
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such that for every x′, y′ ∈ RN−1 and xN > 0,

∂α

∂xα

(

1

xN−1
N

ϕ

(

x′ − y′

xN

)

)

=
1

x
|α|+N−1
N

ψα

(

x′ − y′

xN

)

. (2.6)

Proof. We proceed by finite induction on |α| ∈ {1, . . . ,m}. Throughout the proof we will use the
notation (2.3) with ε = xN .

We begin with the base case, |α| = 1, which means that α = ei for some i = 1, . . . , N . Then for
i = 1, . . . , N − 1,

∂

∂xi

(

ϕxN

(

x′ − y′
))

=
1

xNN
∂iϕ

(

x′ − y′

xN

)

=
1

xN
ψei
xN

(x′ − y′)

for ψei(y′) := ∂iϕ(y
′), while for i = N we have

∂

∂xN

(

ϕxN

(

x′ − y′
))

=
1

xNN

[

−(N − 1)ϕ

(

x′ − y′

xN

)

−∇qϕ

(

x′ − y′

xN

)

·
x′ − y′

xN

]

=
1

xN
ψeN
xN

(x′ − y′)

for ψeN (y′) := −(N − 1)ϕ(y′) − ∇qϕ (y′) · y′. The change of variables z′ := x′−y′

xN
reveals that for any

f ∈ L1(RN−1) we have that
∫

RN−1

fxN (x
′ − y′) dy′ =

∫

RN−1

f(z′) dz′,

and so for every i = 1, . . . , N we have that

1

xN

∫

RN−1

ψei(z′) dz′ =
1

xN

∫

RN−1

ψei
xN

(x′ − y′) dy′ =

∫

RN−1

∂

∂xi
(ϕxN

(

x′ − y′
)

) dy′

=
∂

∂xi

∫

RN−1

ϕxN

(

x′ − y′
)

dy′ = 0. (2.7)

Consequently, (2.5) holds for |α| = 1, which completes the proof of the base case.
Next assume that the result is true for all β ∈ NN

0 with |β| = k, 1 ≤ k ≤ m− 1, and let α ∈ NN
0 with

|α| = k + 1. Write α = β + ei, where |β| = k and i ∈ {1, . . . , N}. Then

∂α

∂xα
(

ϕxN

(

x′ − y′
))

=
∂

∂xi

∂β

∂xβ
(

ϕxN

(

x′ − y′
))

=
∂

∂xi

(

1

x
|β|+N−1
N

ψβ

(

x′ − y′

xN

)

)

,

where in the last equality we have used the induction hypothesis. We now distinguish two cases. If
i ∈ {1, . . . , N − 1}, then

∂α

∂xα
(

ϕxN

(

x′ − y′
))

=
1

x
|β|+N
N

∂iψ
β

(

x′ − y′

xN

)

=
1

x
|α|+N−1
N

ψα

(

x′ − y′

xN

)

,

where ψα(y′) := ∂iψ
β(y′). Note that in this case we trivially have the identity

∫

RN−1 ψ
α(y′) dy′ = 0. On

the other hand, if i = N , then

∂α

∂xα
(

ϕxN

(

x′ − y′
))

=
1

x
|β|+N
N

[

−(|β|+N − 1)ψβ

(

x′ − y′

xN

)

−∇qψ
β

(

x′ − y′

xN

)

·
x′ − y′

xN

]

=
1

x
|α|
N

ψα
xN

(x′ − y′),

where ψα(y′) := −(|β|+N − 1)ψβ(y′)−∇qψ
β (y′) · y′. Writing

∇qψ
β
(

y′
)

· y′ = divy′(y
′ψβ)− (N − 1)ψβ
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and using the induction hypothesis then shows that
∫

RN−1

ψα(y′) dy′ =

∫

RN−1

−|β|ψβ(y′) dy′ = 0.

Thus, the result holds for α, and so by finite induction this completes the proof. �

Finally, we prove an estimate for a special type of convolution.

Proposition 2.3. Let 0 < a < b and let φ ∈ L∞(RN−1) be such that suppφ ⊆ B′(0, ab−1) and
∫

RN−1

φ(y′) dy′ = 0. (2.8)

Let 1 < p <∞ and f ∈ Lp
loc(R

N−1), and consider the function v : RN−1 × (0, b) → R defined by

v(x) :=
1

xNN

∫

RN−1

f(y′)φ

(

x′ − y′

xN

)

dy′.

Then there exists a constant c = c(a, b,N, p, ‖φ‖L∞) > 0 such that
∫

RN−1×(0,b)
|v(x)|pdx ≤ c

∫

RN−1

∫

B′(x′,a)

|f(y′)− f(x′)|p

|x′ − y′|N+p−2
dy′dx′.

Proof. In view of (2.8), we can rewrite

v(x) =
1

xNN

∫

RN−1

(f(y′)− f(x′))φ

(

x′ − y′

xN

)

dy′.

Since suppφ ⊆ B′(0, ab−1), we have

|v(x)| ≤
‖φ‖L∞

xNN

∫

B′(x′,xNab−1)
|f(y′)− f(x′)| dy′.

Raising both sides to the power p and using Hölder’s inequality, we obtain

|v(x)|p ≤
cx

(N−1)(p−1)
N

xNp
N

∫

B′(x′,xNab−1)
|f(y′)− f(x′)|pdy′

=
c

xN+p−1
N

∫

B′(x′,xNab−1)
|f(y′)− f(x′)|pdy′.

Integrating both sides over RN−1 × (0, b) and using Tonelli’s theorem shows that
∫

RN−1×(0,b)
|v(x)|pdx ≤ c

∫

RN−1

∫ b

0

c

xN+p−1
N

∫

B′(x′,xNab−1)
|f(y′)− f(x′)|pdy′dxNdx

′

= c

∫

RN−1

∫

B′(x′,a)
|f(y′)− f(x′)|p

∫ b

ba−1|x′−y′|

1

xN+p−1
N

dxNdy
′dx′

≤ c

∫

RN−1

∫

B′(x′,a)

|f(y′)− f(x′)|p

|x′ − y′|N+p−2
dy′dx′,

which is the desired bound. �

2.3. High-order integration by parts on intervals. We now record an elementary calculus result
that will play a key role in our trace analysis.

Proposition 2.4. Given a function f ∈ Cm([0, b]), for b > 0 and m ∈ N, we have that

m−1
∑

k=0

(−1)k

k!
(f (k)(b) + (−1)k+1f (k)(0))

(

b

2

)k

=
1

(m− 1)!

∫ b

0
f (m)(t)

(

b

2
− t

)m−1

dt. (2.9)
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In particular, for m = 2,

f(b)− f(0)− (f ′(b) + f ′(0))
b

2
=

∫ b

0
f ′′(t)

(

b

2
− t

)

dt. (2.10)

Proof. To prove the identity we simply apply the fundamental theorem of calculus and then integrate
by parts m-times:

f(b)− f(0) =

∫ b

0
f ′(t) dt = −

∫ b

0
f ′(t)

(

b

2
− t

)′

dt

= (f ′(b) + f ′(0))
b

2
+

∫ b

0
f ′′(t)

(

b

2
− t

)

dt

= (f ′(b) + f ′(0))
b

2
− (f ′′(b)− f ′′(0))

(

b

2

)2

+
1

2

∫ b

0
f ′′′(t)

(

b

2
− t

)2

dt = · · ·

=

m−1
∑

k=1

(−1)k−1

k!
(f (k)(b) + (−1)k+1f (k)(0))

(

b

2

)k

+
1

(m− 1)!

∫ b

0
f (m)(t)

(

b

2
− t

)m−1

dt.

�

2.4. Seminormed spaces. Here we recall a few useful facts about seminormed spaces (we refer to
Taylor’s book [35] for a more thorough discussion). Given a real vector spaceX, a seminorm is a function
q : X → [0,∞) with the properties that q(x + y) ≤ q(x) + q(y) for all x, y ∈ X and q(tx) = |t|q(x) for
every t ∈ R and x ∈ X. Note that q(0) = 0, but in general the subspace K := {x ∈ X | q(x) = 0} may
contain more than the zero vector. The family of balls {x ∈ X | q(x) < r}, for r > 0, is a local base for
a topology that turns X into a locally convex topological vector space. Note that, following [35], we do
not require locally convex spaces to be Hausdorff.

A sequence {xn}n∈N in X is a Cauchy sequence if for every ε > 0, there exists nε ∈ N such that

q(xn − xm) < ε

for all n,m ≥ nε. We say that X is sequentially complete if every Cauchy sequence converges in X, that
is, if for every Cauchy sequence {xn}n∈N there exists x ∈ X such that every ε > 0, there exists nε ∈ N
such that

q(xn − x) < ε

for all n ≥ nε. Since X is not Hausdorff in general, the limit x will not be unique. Indeed, if xn → x
and z ∈ K, then xn → x+ z as well.

One can prove (see for instance Theorem 3.8-C in [35]) that a linear functional T : X → R is
continuous if and only if there exists a constant c > 0 such that

|T (x)| ≤ cq(x) for all x ∈ X. (2.11)

We write

X ′ = {T : X → R | T is continuous}

for the linear space of continuous linear functionals. For a linear map T : X → R we define

‖T‖X′ := sup{|T (x)| | q(x) ≤ 1} ∈ [0,∞]. (2.12)

The following lemma records some essential properties of this map.

Lemma 2.5. The following hold.

(1) A linear map T : X → R is continuous if and only if ‖T‖X′ <∞. Moreover, if T ∈ X ′, then

|T (x)| ≤ q(x)‖T‖X′ for all x ∈ X. (2.13)

(2) ‖ · ‖X′ defines a norm on X ′.
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Proof. We begin with the proof of the first item. The “only if” part is obvious thanks to (2.11). Suppose,
then, that ‖T‖X′ <∞. By the positive homogeneity of q, for every x ∈ X\K we have that y = x/q(x)
satisfies q(y) = 1, and so the linearity of T implies that

|T (x)| = q(x)|T (y)| ≤ q(x)‖T‖X′ .

It remains to consider the case x ∈ K. In this case 0 = q(sx) ≤ 1 for every s > 0, and hence
s|T (x)| = |T (sx)| ≤ ‖T‖X′ for every s > 0. Sending s → ∞ then shows that T (x) = 0, and thus that
|T (x)| = 0 = q(x)‖T‖X′ . We have now shown that (2.13) holds, which in particular guarantees that T
is continuous. This completes the proof of the first item.

To prove the second item, we first note that X ′ ∋ T 7→ ‖T‖X′ clearly defines a seminorm, so it suffices
to prove that ‖T‖X′ = 0 implies that T = 0. If ‖T‖X′ = 0, then (2.13) implies that T (x) = 0 for all
x ∈ X, and so T = 0. This proves the second item. �

It is often convenient to use a seminormed space X to produce a normed space; to do so, we take the
quotient over the subspace K. More precisely, we define an equivalence relation ∼ on X by setting, for
x, y ∈ X, x ∼ y if x− y ∈ K. Then the quotient vector space X/K is defined to be the set

X/K = {[x] | x ∈ X},

where [x] := {y ∈ X | x ∼ y}, endowed with the vector space structure α[x] + β[y] := [αx + βy]. The
quotient space X/K is a normed space when endowed with the norm

‖[x]‖X/K := q(x). (2.14)

In view of (2.14), it follows that a sequence {[xn]}n∈N in X/K is a Cauchy sequence if and only if
{xn}n∈N is a Cauchy sequence in X. Thus, the completeness of X/K is equivalent to the sequential
completeness of X.

Observe that if T : X → R is continuous and if x ∼ y, then x = y + z for some z ∈ K. The estimate
(2.11) guarantees that T (z) = 0, and so T (x) = T (y). Thus, the functional T1 : X/K → R given by

T1([x]) := T (x)

is well-defined, linear and continuous, and by (2.12) and (2.14),

‖T1‖(X/K)′ = sup{|T1([x])| | ‖[x]‖X/K ≤ 1}

= sup{|T (x)| | q(x) ≤ 1} = ‖T‖X′ <∞.

Conversely, if T1 : X/K → R is linear and continuous, then

|T1([x])| ≤ ‖T1‖(X/K)′‖[x]‖X/K = ‖T1‖(X/K)′q(x)

for all x ∈ X. Thus, if we define the functional T : X → R via T (x) := T1([x]), then the previous
inequality implies that

‖T‖X′ = sup{|T1([x])| | q(x) ≤ 1} ≤ ‖T1‖(X/K)′ ,

and so Lemma 2.5 guarantees that T is continuous. This shows that

‖T1‖(X/K)′ = ‖T‖X′ ,

that is, that there is an isometric isomorphism between the topological dual X ′ of X and the topological
dual (X/K)′ of X/K.

In particular, if X/K is reflexive and {xn}n∈N is a bounded sequence in X, i.e. there exists c > 0
such that q(xn) ≤ c for all n ∈ N, then (2.14) tells us that ‖[xn]‖X/K ≤ c for all n ∈ N. It follows by
Kakutani’s theorem (see, for instance, Theorem 3.17 of [10]) that there exists a subsequence {[xnk

]}k∈N
and [x] ∈ X/K such that [xnk

]⇀ [x]. That is,

T1([xnk
]) → T1([x])

for every T1 ∈ (X/K)′. In view of the previous discussion, this is equivalent to saying that

T (xnk
) → T (x)

for every T ∈ X ′. By slight abuse of notation, we will write this as xnk
⇀ x.



14 GIOVANNI LEONI AND IAN TICE

3. Screened homogeneous fractional Sobolev spaces

In this section we introduce and study the properties of a class of screened homogeneous fractional
Sobolev spaces. These spaces play an essential role in the main trace theory results of the paper, but
they are interesting in their own right.

3.1. Homogeneous Sobolev spaces. Before introducing the screened spaces we recall the usual ho-
mogeneous Sobolev spaces, starting with the spaces of integer order. Given an open set U ⊆ RN , m ∈ N,
and 1 ≤ p ≤ ∞, the homogeneous Sobolev space Ẇm,p(U) is defined as the space of all real-valued

functions u ∈ L1
loc(U) whose distributional derivatives of order m belong to Lp(U). The space Ẇm,p(U)

is endowed with the seminorm
u 7→ ‖∇mu‖Lp(U), (3.1)

where we recall that ∇m is the vector of all partial derivatives ∂α for multi-indices α ∈ NN
0 with

|α| = m. In view of the discussion in Section 2.4, the seminorm (3.1) turns Ẇm,p(U) into a locally

convex topological vector space. Also, a linear functional T : Ẇm,p(U) → R is continuous if and only if
there exists a constant c > 0 such that

|T (u)| ≤ c‖∇mu‖Lp(U) (3.2)

for all u ∈ Ẇm,p(U). Moreover, ‖∇mu‖Lp(U) = 0 if and only if u is a polynomial of degree less than or
equal to m− 1 in each connected component of U .

Let Pm−1 denote the set of functions on U that agree on each connected component of U with a
polynomial from RN into R of degree less than or equal tom−1. Then the quotient space Ẇm,p(U)/Pm−1

is a Banach space with the norm

‖[u]‖Ẇm,p(U)/Pm−1
:= ‖∇mu‖Lp(U).

Whenm = 1, the family P0 is just the family of functions that are constant in each connected component
of U , and by slight abuse of notation we write Ẇ 1,p(U)/R in place of Ẇ 1,p(U)/P0.

The homogeneous spaces can be extended to non-integer order 0 < s < 1 by use of the seminorm

|u|Ẇ s,p(U) :=

(
∫

U

∫

U

|u(y)− u(x)|p

|y − x|sp+N
dydx

)1/p

. (3.3)

For 1 ≤ p < ∞ and 0 < s < 1 the seminormed homogeneous fractional Sobolev space Ẇ s,p(U) consists
of those functions u ∈ L1

loc(U) for which |u|Ẇ s,p(U) < ∞. As above, we can use this space to generate

a Banach space Ẇ s,p(U)/R by quotienting out by the functions that are constant in each connected
component. The inhomogeneous fractional Sobolev space W s,p(U) is given by W s,p(U) = Lp(U) ∩

Ẇ s,p(U) with norm ‖f‖W s,p(U) = ‖f‖Lp(U) + |f |W s,p(U), which makes the space Banach. We refer to
[1], [5], [6], [7], [12], [13], [21], [23], [24], [29], [30], [37] for an exhaustive survey of what is known about
these spaces.

In order to prove our trace results we will need to employ a version of the fundamental theorem of
calculus. We now record a result that will allow us to employ such a tool in the spaces Ẇm,p(U).

Theorem 3.1. Let U ⊆ RN be an open set, m ∈ N, and 1 ≤ p < ∞. If u ∈ Ẇm,p(U), then u has
a representative u that is absolutely continuous together with all its derivatives of order up to m − 1
on LN−1-a.e. line segments of U that are parallel to the coordinate axes and whose classical partial
derivatives of order m belong to Lp(U). Moreover the classical partial derivatives of order m of u agree
LN -a.e. with the weak derivatives of u.

Proof. The proof is a modification of Theorem 11.45 from the book [23], and as such we will refer
frequently to other results from the book. Throughout the proof we use the following notational con-
vention: given x′i ∈ RN−1 and xi ∈ R we write (x′i, xi) ∈ RN for the vector obtained by placing xi in the
ith component and the components of x′i in the remaining N − 1 components. Then for a set E ⊆ RN ,
we write

Ex′
i
:= {xi ∈ R : (x′i, xi) ∈ E}.
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Moreover, if v : U → R is Lebesgue integrable, with a slight abuse of notation, if Ux′
i
is empty, we set

∫

Ux′
i

v(x′i, xi) dxi := 0,

so that by Fubini’s theorem
∫

U
v(x) dx =

∫

RN−1

(

∫

Ux′
i

v(x′i, xi) dxi

)

dx′i. (3.4)

Assume now that u ∈ Ẇm,p(U). Consider a sequence of standard mollifiers {ϕε}ε>0 and for every
ε > 0 define uε := u ∗ ϕε in Uε := {x ∈ U : dist(x, ∂U) > ε}. By Lemma 11.25 in [23] we have that

lim
ε→0+

∫

Uε

‖∇muε(x)−∇mu(x)‖p dx = 0.

It follows by Fubini’s theorem and (3.4) that for all i = 1, . . . , N ,

lim
ε→0+

∫

RN−1

(

∫

(Uε)x′
i

‖∇muε(x
′
i, xi)−∇mu(x′i, xi)‖

p dxi

)

dx′i = 0,

where (Uε)x′
i
:= {xi ∈ R : (x′i, xi) ∈ Uε}, and so we may find a subsequence {εn}n∈N such that for all

i = 1, . . . , N and for LN−1 a.e. x′i ∈ RN−1,

lim
n→∞

∫

(Uεn )x′
i

‖∇muεn(x
′
i, xi)−∇mu(x′i, xi)‖

p dxi = 0. (3.5)

We set un := uεn and define the sets

E := {x ∈ U : lim
n→∞

un(x) exists in R},

Ei,l := {x ∈ U : lim
n→∞

∂liun(x) exists in R}

for i = 1, . . . , N and l = 1, . . . ,m− 1. We then define ū, vi,l : U → R via

u(x) :=

{

lim
n→∞

un(x) if x ∈ E,

0 otherwise,

vi,l(x) :=

{

lim
n→∞

∂liun(x) if x ∈ Ei,l,

0 otherwise.

By standard properties of mollifiers (see for instance Theorem C.16 in [23]) we have that {un}n∈N
converges pointwise to u at every Lebesgue point of u, so the set E contains every Lebesgue point of u.
It follows from Corollary B.119 in [23] that LN (U \E) = 0, and so u is a representative of u. Similarly,
{∂liun}n∈N converges pointwise to ∂liu at every Lebesgue point of ∂liu and LN (U \ Ei,l) = 0 for every
n = 1, . . . ,m− 1.

It remains to prove that u has the desired properties. To this end we define

F := E ∩
N
⋂

i=1

m−1
⋂

l=1

Ei,l.

By Fubini’s theorem and (3.4) for every i = 1, . . . , N we have that
∫

RN−1

(
∫

Ux′
i

‖∇mu(x′i, xi)‖
pdxi

)

dx′i <∞

and
∫

RN−1

L1({xi ∈ Ux′
i
: (x′i, xi) /∈ F}) dx′i = 0,
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and so we may find a set Ni ⊂ RN−1, with LN−1(Ni) = 0, such that for all x′i ∈ RN−1 \Ni for which
Ux′

i
is nonempty we have that

∫

Ux′
i

‖∇mu(x′i, xi)‖
pdxi <∞

and (3.5) holds for all i = 1, . . . , N and (x′i, xi) ∈ F for L1 a.e. xi ∈ Ux′
i
.

Fix any such x′i and let I ⊆ Ux′
i
be a maximal interval. Fix t0 ∈ I such that (x′i, t0) ∈ F and let t ∈ I.

For all n large, the interval of endpoints t and t0 is contained in (Uεn)x′
i
and so, since un ∈ C∞(Uεn),

by Taylor’s formula,

un(x
′
i, t) = un(x

′
i, t0) +

m−1
∑

k=1

1

k!
∂ki un(x

′
i, t0)(t− t0)

k +
1

(m− 1)!

∫ t

t0

(t− s)m−1∂mi un(x
′
i, s) ds,

and

∂ji un(x
′
i, t) = ∂ji un(x

′
i, t0) +

m−j−1
∑

k=1

1

k!
∂k+j
i un(x

′
i, t0)(t− t0)

k

+
1

(m− j − 1)!

∫ t

t0

(t− s)m−j−1∂mi un(x
′
i, s) ds,

for all j = 1, . . . ,m − 1. Since (x′i, t0) ∈ F , we have un(x
′
i, t0) → u(x′i, t0) ∈ R and ∂ki un(x

′
i, t0) →

vi,k(x
′
i, t0) ∈ R for all k = 1, . . . ,m− 1. On the other hand, by (3.5),

lim
n→∞

∫ t

t0

|(t− s)m−1(∂mi un(x
′
i, s)− ∂mi u(x

′
i, s))| ds = 0.

Hence as n→ ∞,

un(x
′
i, t) → u(x′i, t0) +

m−1
∑

k=1

1

k!
vi,k(x

′
i, t0)(t− t0)

k +
1

(m− 1)!

∫ t

t0

(t− s)m−1∂mi u(x
′
i, s) ds,

and

∂ji un(x
′
i, t) → vi,j(x

′
i, t0) +

m−j−1
∑

k=1

1

k!
vi,k+j(x

′
i, t0)(t− t0)

k +
1

(m− j − 1)!

∫ t

t0

(t− s)m−j−1∂mi u(x
′
i, s) ds

for all j = 1, . . . ,m − 1. Note that by the definition of E and u, this implies, in particular, that
(x′i, t) ∈ E ∩

⋂m−1
l=1 Ei,l and

u(x′i, t) = u(x′i, t0) +
m−1
∑

k=1

1

k!
vi,k(x

′
i, t0)(t− t0)

k +
1

(m− 1)!

∫ t

t0

(t− s)m−1∂mi u(x
′
i, s) ds,

and

vi,j(x
′
i, t) = vi,j(x

′
i, t0) +

m−j−1
∑

k=1

1

k!
vi,k+j(x

′
i, t0)(t− t0)

k +
1

(m− j − 1)!

∫ t

t0

(t− s)m−j−1∂mi u(x
′
i, s) ds

for all t ∈ I and for all j = 1, . . . ,m− 1. Hence, by Theorem 3.16 in [23], the function u(x′i, ·) is of class

Cm−1 and its derivative of order m− 1 is absolutely continuous in I with ∂ji u(x
′
i, t) = vi,j(x

′
i, t) for all

t ∈ I and ∂mi u(x
′
i, t) = ∂mi u(x

′
i, t) for L

1 a.e. t ∈ I. �
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3.2. Screened homogeneous fractional Sobolev spaces: definitions and basic properties. In
this subsection we define some new fractional Sobolev spaces and study their functional properties. We
are primarily interested in these spaces due to their role in our trace results, but they are of independent
interest due to their intriguing properties. As such, we have chosen to define them on general open sets
in RN rather than on the set appropriate for the trace theory, RN−1.

We begin by defining the spaces. Let U ⊆ RN be open. We say that a function σ : U → (0,∞] is
a screening function on U if σ is lower semi-continuous, in which case for each x ∈ U we define the
measurable set

H(x) = B(0, σ(x)) ∩ (−x+ U),

where −x + U = {z ∈ RN | z = −x + y for some y ∈ U}. Here we understand that B(x,∞) = RN .
Given a screening function σ : U → (0,∞], 1 ≤ p < ∞, and 0 < s < 1, we define the screened

homogeneous fractional Sobolev space W̃ s,p
(σ)(U) to be the space of all functions f ∈ L1

loc(U) such that

|f |W̃ s,p
(σ)

(U) :=

(

∫

U

∫

H(x)

|f(x+ h)− f(x)|p

|h|sp+N
dhdx

)1/p

<∞.

The quantity | · |W̃ s,p
(σ)

(U) is only a seminorm since any constant function will have seminorm zero. Note

that we can rewrite

|f |W̃ s,p
(σ)

(U) :=

(

∫

U

∫

B(x,σ(x))∩U

|f(y)− f(x)|p

|y − x|sp+N
dydx

)1/p

.

Comparing this to (3.3) makes evident three important features. First, it justifies our choice of the
moniker screening function: σ screens the difference quotient from values of y far away from x. Second,
it shows that we recover the standard fractional Sobolev space for any screening function satisfying
σ ≥ diam(U) on U . In particular, W̃ s,p

(∞)(U) = Ẇ s,p(U). Third, this form of the seminorm establishes

that |f |W̃ s,p
(σ)

(U) ≤ |f |Ẇ s,p(U) and hence that

Ẇ s,p(U) ⊆ W̃ s,p
(σ)(U).

We will show later in Theorem 3.11 that in general this inclusion may be strict.
We now begin our study of the screened spaces by proving that |f |W̃ s,p

(σ)
(U) = 0 if and only if f is

constant in each connected component.

Proposition 3.2. Suppose that U ⊆ RN is open. Let σ : U → (0,∞] be a screening function, 1 ≤ p <
∞, and 0 < s < 1. Given f ∈ Lp

loc(U), we have that |f |W̃ s,p
(σ)

(U) = 0 if and only if f is equivalent to a

constant in each connected component of U .

Proof. Obviously, if f equals a constant almost everywhere in U , then |f |W̃ s,p
(σ)

(U) = 0. Suppose, then,

that |f |W̃ s,p
(σ)

(U) = 0. We will prove that f is equivalent to a constant. Assume initially that U is

connected.
Since |f |W̃ s,p

(σ)
(U) = 0, there exists a Lebesgue measurable set E ⊂ U with LN (E) = 0 such that if

x ∈ U \ E, then
∫

H(x)

|f(x+ h)− f(x)|p

|h|sp+N
dh = 0.

In turn, f(x+ h)− f(x) = 0 for LN a.e. h ∈ H(x), which implies that f is equivalent to a constant in
the set B(x, σ(x)) ∩ U whenever x ∈ U \ E.

Fix x0 ∈ U \ E and let c denote the constant that f is equivalent to in the set B(x0, σ(x0)) ∩ U .
Define the set

S = {x ∈ U | there exists δ > 0 s.t. f = c a.e. in B(x, δ) ⊆ U}.
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By construction we have that x0 ∈ S. We claim that, in fact, S = U . Once this is established, it follows
that f = c a.e. in U , which completes the proof when U is connected.

Suppose that x ∈ S. Then there exists δ > 0 such that f = c a.e. in B(x, δ) ⊆ U . If y ∈ B(x, δ/2),
then B(y, δ/2) ⊆ B(x, δ), and so f = c a.e. in B(y, δ/2) ⊂ U . Thus B(x, δ/2) ⊆ S, and we conclude
that S is open.

Suppose now that {xn}n∈N is a sequence in S such that xn → x ∈ U as n → ∞. Set R ∈ (0,∞)
according to

R =

{

1 if σ(x) = ∞

σ(x)/2 if σ(x) <∞.
(3.6)

Note that x ∈ σ−1((R,∞]) by construction, but σ is lower semi-continuous, so the set σ−1((R,∞])
is open. Consequently, we may choose 0 < r < R such that B(x, r) ⊆ σ−1((R,∞]) ⊆ U . Since E
is a null set, there must exist y ∈ B(x, r)\E. Then, by construction, |x − y| < r < R < σ(y), and
hence x ∈ B(y, σ(y)) ∩ U . From the above analysis, we know that f is equivalent to a constant b in
B(y, σ(y))∩U , and hence f is equivalent to b in B(x, δ) for some δ > 0. However, for n ∈ N sufficiently
large we have that xn ∈ B(x, δ), and since xn ∈ S we conclude that b = c. Hence x ∈ S, and we deduce
that S is relatively closed in U .

We have now shown that S ⊆ U is nonempty, open, and relatively closed. Since U is connected, we
conclude that S = U , which completes the proof of the claim. Now, in the general case when U is not
connected, we let {Uα}α∈A denote the connected components of U . Since |f |W̃ s,p

(σ)
(U) = 0, we also know

that |f |W̃ s,p
(σ)

(Uα)
= 0 for each α ∈ A. The above analysis then shows that f is equivalent to a constant

in each Uα, which completes the proof in the general case.
�

We next turn our attention to proving a Poincaré-type inequality for the screened spaces. We refer
to [9] and [31] for similar inequalities in the non-screened case. We begin with a lemma.

Lemma 3.3. Let U ⊆ RN be open and let σ : U → (0,∞] be a screening function. For each x ∈ U
there exists 0 < rx < σ(x) such that B(x, 2rx) ⊆ U and 2rx < σ(y) for all y ∈ B(x, rx).

Proof. Let R ∈ (0,∞) be given by (3.6). Then x ∈ σ−1((R,∞]), and since σ is lower semi-continuous
we can pick s > 0 such that B(x, s) ⊆ σ−1((R,∞]). Set rx = 1

2 min{s,R} ∈ (0, σ(x)). Clearly

B(x, 2rx) ⊆ U . For y ∈ B(x, rx) ⊆ B(x, s) ⊆ σ−1((R,∞]) we then have that 2rx ≤ R < σ(y), as
desired. �

Next we prove a Poincaré inequality for small balls.

Proposition 3.4 (Poincaré inequality on small balls). Suppose that U ⊆ RN is open, 1 ≤ p <∞, and
0 < s < 1. Then there exists a constant c = c(N, s, p) > 0 such that if f ∈ L1

loc(U), B(x, r) ⊆ U , and

E ⊆ B(x, r) is a Lebesgue measurable set such that LN (E) > 0, then
∫

B(x,r)
|f(y)− fE |

pdy ≤ c
rsp+N

LN (E)

∫

B(x,r)

∫

E

|f(y)− f(z)|p

|y − z|sp+N
dzdy,

where

fE :=
1

LN (E)

∫

E
f(z) dz.

In particular, given a screening function σ : U → (0,∞] and x ∈ U , if 0 < r ≤ rx for rx given by
Lemma 3.3, then

∫

B(x,r)
|f(y)− fE |

pdy ≤ c
rsp+N

LN (E)

∫

B(x,r)

∫

H(y)

|f(y + h)− f(y)|p

|h|sp+N
dhdy.

Proof. For every y ∈ B(x, r) we have that

f(y)− fE =
1

LN (E)

∫

E
(f(y)− f(z)) dz =

1

LN (E)

∫

E
|y − z|(sp+N)/p f(y)− f(z)

|y − z|(sp+N)/p
) dz.
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Hence, by Hölder’s inequality,

|f(y)− fE |
p ≤

1

(LN (E))p

(
∫

E
|y − z|(sp+N)/(p−1)dz

)p−1 ∫

E

|f(y)− f(z)|p

|y − z|sp+N
dz

≤
crsp+N

LN (E)

∫

E

|f(y)− f(z)|p

|y − z|sp+N
dz.

Integrating both sides in y over B(x, r) then gives the bound
∫

B(x,r)
|f(y)− fE |

pdy ≤
crsp+N

LN (E)

∫

B(x,r)

∫

E

|f(y)− f(z)|p

|y − z|sp+N
dzdy,

which proves the first inequality.
To prove the second inequality we observe that if 0 < r ≤ rx, then Lemma 3.3 implies that 2r ≤ 2rx <

σ(y) for all y ∈ B(x, r). Then for each y ∈ B(x, r) we have the inclusions E ⊆ B(x, r) ⊆ B(y, 2r)∩U ⊆
B(y, σ(y)) ∩ U , and we may thus estimate

crsp+N

LN (E)

∫

B(x,r)

∫

E

|f(y)− f(z)|p

|y − z|sp+N
dzdy ≤

crsp+N

LN (E)

∫

B(x,r)

∫

B(y,σ(y))∩U

|f(y)− f(z)|p

|y − z|sp+N
dzdy

≤
crsp+N

LN (E)

∫

B(x,r)

∫

H(y)

|f(y)− f(y + h)|p

|h|sp+N
dhdy.

The second inequality then follows from this and the first inequality. �

With the small ball Poincaré inequality in hand, we can now prove a more general version. Although
this estimate is interesting in its own right, it will play a key role in proving completeness of W̃ s,p

(σ)(U)/R.

Theorem 3.5 (Poincaré inequality on connected unions of small balls). Suppose that U ⊆ RN is open
and connected, 1 ≤ p <∞, and 0 < s < 1. Let σ : U → (0,∞] be a screening function. Further suppose
that there exist xn ∈ U and rn > 0 for n = 1, . . . ,m such that rn = rxn > 0 is given by Lemma 3.3 and

U =

m
⋃

n=1

B(xn, rn).

Then for every Lebesgue measurable set E ⊆ U such that LN (E) > 0 there exists a constant c =
c(U,E, p, s) > 0 such that

‖f − fE‖Lp(U) ≤ c|f |W̃ s,p
(σ)

(U) (3.7)

for all f ∈ L1
loc(U), where

fE =
1

LN (E)

∫

U
f(x)dx.

Proof. First note that the triangle and Hölder inequalities provide the estimates

‖f − fE‖Lp(U) ≤ ‖f − fU‖Lp(U) + |fU − fE |(L
N (U))1/p

≤ ‖f − fU‖Lp(U) +
(LN (U))1/p

LN (E)
‖f − fU‖L1(E)

≤ ‖f − fU‖Lp(U) +
(LN (U))1/p

(LN (E))1/p
‖f − fU‖Lp(E)

≤

(

1 +
(LN (U))1/p

(LN (E))1/p

)

‖f − fU‖Lp(U).

Thus, in order to prove the estimate (3.7), it suffices to prove that

‖f − fU‖Lp(U) ≤ c|f |W̃ s,p
(σ)

(U). (3.8)
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For n = 1, . . . ,m set Bn = B(xn, rn/2) ⊂ B(xn, rn) ⊆ U . The triangle and Hölder inequalities again
allow us to estimate

‖f − fU‖Lp(U) ≤ ‖f − fB1‖Lp(U) + |fU − fB1 |(L
N (U))1/p

≤ 2‖f − fB1‖Lp(U) ≤ 2
m
∑

n=1

‖f − fB1‖Lp(B(xn,rn)).

From this we readily deduce that in order to prove (3.8) it suffices to prove that for n = 1, . . . ,m there
exists a constant kn = kn(U, p, s) > 0 such that

‖f − fB1‖Lp(B(xn,rn)) ≤ kn|f |W̃ s,p
(σ)

(U). (3.9)

Note that if n = 1 then this inequality is true by virtue of Proposition 3.4, so we may further reduce to
proving (3.9) when n 6= 1.

Fix 2 ≤ n ≤ m. Since U is open and connected, it is polygonally connected, and so we can choose
a polygonal path in U starting at the center of B1 and ending at the center of Bn. Since the path
is connected and compact, we can choose open balls B∗

k = B(zk, sk) ⊆ U for k = 1, . . . , ℓn such that
B∗

1 = B1, B
∗
ℓn

= Bn, sk = rzk/2 for rzk > 0 given by Lemma 3.3, and Vk := B∗
k ∩ B∗

k+1 6= ∅ for each
1 ≤ k ≤ ℓn − 1. We then use the triangle inequality to estimate

‖f − fB1‖Lp(B(xn,rn)) ≤ ‖f − fBn‖Lp(B(xn,rn)) +

ℓn−1
∑

k=1

|fB∗
k
− fB∗

k+1
|(LN (B(xn, rn)))

1/p. (3.10)

For the first term on the right we can use Proposition 3.4 to bound

‖f − fBn‖Lp(B(xn,rn)) ≤ crspn |f |W̃ s,p
(σ)

(U). (3.11)

The remaining terms require more work.
Fix 1 ≤ k ≤ ℓn− 1 and note that, by construction, the set Vk = B∗

k ∩B
∗
k+1 is nonempty and thus has

positive measure. Then the triangle and Hölder inequalities once again allow us to estimate

|fB∗
k
− fB∗

k+1
|(LN (B(xn, rn)))

1/p ≤ |fB∗
k
− fVk

|(LN (B(xn, rn)))
1/p + |fVk

− fB∗
k+1

|(LN (B(xn, rn)))
1/p

≤ ‖f − fVk
‖Lp(B∗

k)
(LN (B(xn, rn)))

1/p

(LN (B∗
k))

1/p
+ ‖f − fVk

‖Lp(B∗
k+1)

(LN (B(xn, rn)))
1/p

(LN (B∗
k+1))

1/p
.

The radii of the balls {B∗
k} are such that we can apply Proposition 3.4. Doing so and chaining the

estimate together with the last inequality then provides us with the bound

ℓn−1
∑

k=1

|fB∗
k
− fB∗

k+1
|(LN (B(xn, rn)))

1/p ≤ cn|f |W̃ s,p
(σ)

(U) (3.12)

for a constant cn = cn(U, p, s) > 0. Combining (3.10), (3.11), and (3.12) then proves that (3.9) holds
for all 2 ≤ n ≤ m, which in turn completes the proof of (3.8).

�

Our next result is a technical lemma that will allow us to effectively use Theorem 3.5.

Lemma 3.6. Let U ⊆ RN be open and connected and σ : U → (0,∞] be a screening function. Then
there exists {Vn}

∞
n=1 with the following properties.

(1) For each n ∈ N we have that Vn ⊂ U is nonempty, open, and connected.
(2) For each n ∈ N there exists ℓn ∈ N, x1,n, . . . xℓn,n ∈ U , and r1,n, . . . , rℓn,n > 0 such that

rk,n = rxk,n
is given by Lemma 3.3 and

Vn =

ℓn
⋃

k=1

B(xk,n, rk,n).

(3) For each n ∈ N we have that V̄n ⊂ Vn+1.
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(4) We have that

U =

∞
⋃

n=1

Vn.

Proof. For each x ∈ U let rx > 0 be as given by Lemma 3.3, which in particular means that B[x, rx] ⊂
B(x, 2rx) ⊆ U . Then {B(x, rx)}x∈U is an open cover of U , and so by Lindelöf’s theorem we can choose
a countably infinite subcover {Bk}

∞
k=1, where Bk = B(xk, rk).

We now claim that if ∅ 6= I ⊂ N is a finite set and V =
⋃

k∈I Bk, then there exists a finite set J ⊂ N
such that I ⊂ J and the set W =

⋃

k∈J Bk is connected and satisfies V̄ ⊂ W . To prove the claim first

note that V̄ ⊂ U is compact, so we can choose a finite set I ⊂ K ⊂ N such that V̄ ⊂
⋃

k∈K Bk. Note
in particular that K must contain at least two elements since I is nonempty, and we may then write
K = {k1, . . . , km} for m ≥ 2. Since U is open and connected, for j = 2, . . . ,m there exists a polygonal
path between the centers of Bk1 and Bkj . This path is connected and compact, so we can choose a
finite set Jj ⊂ N such that k1, kj ∈ Jj and the set

Wj =
⋃

k∈Jj

Bk

is connected. Set J =
⋃m

j=2 Jj ⊂ N and note that I ⊂ K ⊆ J . We have that Bk1 ⊆Wj for j = 2, . . . ,m,
so the set

W =
m
⋃

j=2

Wj =
⋃

k∈J

Bk

is connected. By construction we have that V̄ ⊂W , so the claim is proved.
Now we define the sequence {Vn}

∞
n=1 inductively, starting with V1 = B1. Suppose now that Vn =

⋃

k∈Jn
Bk is given for some ∅ 6= Jn ⊂ N, and that Vn is connected. We set In+1 = {1, . . . ,max(Jn)} ⊂ N

and use the above claim to produce Jn+1 ⊂ N from In+1. Set Vn+1 =
⋃

k∈Jn+1
Bk. The claim guarantees

that In+1 ⊂ Jn+1, that

Vn =
⋃

k∈Jn

Bk ⊆
⋃

k∈In+1

Bk ⊂
⋃

k∈In+1

Bk ⊂
⋃

k∈Jn+1

Bk = Vn+1, (3.13)

and that Vn+1 is connected. This inductively defines the sequence {Vn}
∞
n=1, and it is clear that the

sequence satisfies all of the stated properties by construction.
�

In view of Proposition 3.2, to turn W̃ s,p
(σ)(U) into a normed space we consider the following equivalence

relation: given f, g ∈ L1
loc(U), we say that f ∼ g if f − g is equivalent to a constant in each connected

component of U . In the next proposition we show that the resulting quotient space W̃ s,p
(σ)(U)/R is a

Banach space.

Theorem 3.7. Suppose that U ⊆ RN is open, 1 ≤ p < ∞, and 0 < s < 1. Let σ : U → (0,∞] be a

screening function. Then the space W̃ s,p
(σ)(U)/R is a Banach space with the norm

‖[f ]‖W̃ s,p
(σ)

(U)/R := |f |W̃ s,p
(σ)

(U).

Moreover, if 1 < p <∞, then W̃ s,p
(σ)(U)/R is reflexive.

Proof. In view of Proposition 3.2, the homogeneity of |·|W̃ s,p
(σ)

(U), and Minkowski’s inequality we have that

‖ · ‖W̃ s,p
(σ)

(U)/R is a norm. According to the discussion in Section 2.4, in order to prove that W̃ s,p
(σ)(U)/R is

a Banach space, it is enough to show that W̃ s,p
(σ)(U) is sequentially complete. Suppose then that {fn}

∞
n=1

is a Cauchy sequence in W̃ s,p
(σ)(U).
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Throughout the rest of the proof, which we divide into several steps, we will employ the notation

(f)E =
1

LN (E)

∫

E
f(x)dx

whenever E ⊆ U is a measurable set of positive measure.
Step 1 – Consequences of Poincaré’s inequality: Let {Uα}α∈A denote the connected compo-

nents of U and note that A is countable. For each α ∈ A let {V α
k }∞k=1 be the sequence of open subsets of

Uα given by Lemma 3.6. The lemma allows us to apply Theorem 3.5 on each set V α
k with E = V α

1 ⊆ V α
k

in order to see that

‖(fn − (fn)V α
1
)− (fm − (fm)V α

1
)‖Lp(V α

k ) ≤ ck,α|fn − fm|W̃ s,p
(σ)

(V α
k ) ≤ ck,α|fn − fm|W̃ s,p

(σ)
(U).

Consequently, {fn − (fn)V α
1
}∞n=1 is Cauchy in Lp(V α

k ) and hence convergent to some gαk ∈ Lp(V α
k ). We

now aim to determine how gαj and gαk are related when j 6= k.
Let α ∈ A and 1 ≤ j < k < ∞. Lemma 3.6 shows that V α

j ⊂ V α
k and so both gαj and gαk are defined

on V α
j . On V α

j we have that

0 = (fn − (fn)V α
1
)− (fn − (fn)V α

1
) → gαj − gαk in Lp(V α

j ) as n→ ∞,

and hence

gαj = gαk almost everywhere in V α
j . (3.14)

Lemma 3.6 guarantees that Uα =
⋃∞

k=1 V
α
k , and so once we have the functions {gαk }

∞
k=1 in hand, we

may define the function f : U → R via

f(x) = gαk (x) whenever x ∈ V α
k for some α ∈ A and k ∈ N. (3.15)

This is well-defined by virtue of (3.14). It’s clear that f is measurable, and since any compact subset
of U is contained in

⋃

α∈B V
α
k for k large enough and B ⊆ A some finite set, we actually have that

f ∈ Lp
loc(U).

Step 2 – Passing to the limit: We define the set

Γ = {(x, h) ∈ U × RN | h ∈ H(x)} ⊆ R2N .

The function Φ : U × RN → R × RN given by Φ(x, h) = (σ(x) − |h|, x + h) is clearly measurable, and
Γ = Φ−1((0,∞)× U), so Γ is L2N -measurable.

Then we define the measure µ : B(Γ) → [0,∞] via

µ(E) :=

∫

U

∫

H(x)
χE(x, h)

dh

|h|sp+N
dx (3.16)

and consider the space Lp(Γ;µ). Given F ∈ W̃ s,p
(σ)(U), we define vF ∈ Lp(Γ;µ) via vF (x, h) = f(x+h)−

f(x) and note that

|F |W̃ s,p
(σ)

(U) = ‖vF ‖Lp(Γ;µ). (3.17)

Consequently, for n,m ∈ N we have the identity

|fn − fm|W̃ s,p
(σ)

(U) = ‖vfn − vfm‖Lp(Γ;µ),

and so {vfn} is a Cauchy sequence in Lp(Γ;µ). Hence, vfn → v in Lp(Γ;µ) as n→ ∞.
Step 3 – Identifying the limit: We will now show that v = vf for the function f : U → R defined

by (3.15). Once this is established we may use the equalities

|f − fn|W̃ s,p
(σ)

(U) = ‖vf − vfn‖Lp(Γ;µ) = ‖v − vfn‖Lp(Γ;µ)

to conclude that fn → f in W̃ s,p
(σ)(U) as n→ ∞, thereby proving the sequential completeness of W̃ s,p

(σ)(U).

We know from Step 1 that for each k ∈ N and α ∈ A we have that fn − (fn)V α
1

→ gαk in Lp(V α
k ) as

n → ∞. As such, we may iteratively extract subsequences and then choose a diagonal subsequence to
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produce a single subsequence {fnm}
∞
m=1 and a Lebesgue measurable set D ⊂ U with LN (D) = 0 such

that for all k ∈ N and α ∈ A we have that

fnm − (fnm)V α
1
→ gαk pointwise on V α

k \D as m→ ∞. (3.18)

Next we use Fubini’s theorem to find a Lebesgue measurable set E ⊂ U with LN (E) = 0 and a further
subsequence, which up to relabeling we can still refer to as {fnm}

∞
m=1, such that if x ∈ U \ E, then

lim
m→∞

∫

H(x)

|fnm(x+ h)− fnk
(x)− v(x, h)|p

|h|sp+N
dh = 0. (3.19)

Fix x ∈ U\(D ∪E). According to (3.19), we can pick a measurable set Gx ⊂ H(x) with LN (Gx) = 0
and a further subsequence {fnmℓ

}∞ℓ=1 (both the set and the subsequence depend on the point x) such

that if h ∈ H(x)\Gx, then

fnmℓ
(x+ h)− fnmℓ

(x)− v(x, h) → 0 as ℓ→ ∞. (3.20)

Now letDx = −x+D and note that for h ∈ H(x)\Dx we have that x+h ∈ [B(x, σ(x))∩U ]\D ⊆ U\D.
By the translation invariance of Lebesgue measure we have that LN (Dx) = LN (D) = 0. In particular,
this means that LN (Dx ∪Gx) = 0 as well.

Fix h ∈ H(x)\(Dx ∪ Gx) and pick j, k ∈ N and α ∈ A such that x ∈ V α
k and x + h ∈ V α

j . We may
then write

fnmℓ
(x+ h)− fnmℓ

(x) = [fnmℓ
(x+ h)− (fnmℓ

)V α
1
]− [fnmℓ

(x)− (fnmℓ
)V α

1
].

According to (3.18) and (3.20) we may then send ℓ→ ∞ and use the definition of f from (3.15) in order
to deduce that

v(x, h) = gαj (x+ h)− gαk (x) = f(x+ h)− f(x).

Thus v = vf for L2N a.e. (x, h) ∈ Γ, which completes the proof of sequential completeness.
Step 4 – Reflexivity: Now assume that 1 < p < ∞. Since the space Lp(Γ;µ) is reflexive, and the

mapping W̃ s,p
(σ)(U)/R ∋ [f ] 7→ vf ∈ Lp(Γ;µ) is an isometric isomorphism by (2.14) and (3.17), we can

identify W̃ s,p
(σ)(U)/R with a closed subspace of Lp(Γ;µ). It then suffices to observe that closed subspaces

of reflexive spaces are reflexive. �

Now we show that the screened spaces possess the same interpolation properties as the usual Sobolev
spaces.

Proposition 3.8. Suppose that U ⊆ RN is open, 1 ≤ p < ∞, 0 < s1 < s2 < 1, and σ : U → (0,∞]

is a screening function. If f ∈ W̃ s1,p
(σ) (U) ∩ W̃ s2,p

(σ) (U) and s = θs1 + (1 − θ)s2 for some θ ∈ (0, 1), then

f ∈ W̃ s,p
(σ)(U) and

|f |W̃ s,p
(σ)

(U) ≤

(

|f |W̃ s1,p

(σ)
(U)

)θ (

|f |W̃ s1,p

(σ)
(U)

)1−θ

. (3.21)

Proof. For each x ∈ U we use Hölder’s inequality to bound
∫

H(x)

|f(x+ h)− f(x)|p

|h|sp+N
dh =

∫

H(x)

(

|f(x+ h)− f(x)|p

|h|N+s1p

)θ ( |f(x+ h)− f(x)|p

|h|N+s2p

)1−θ

dh

≤

(

∫

H(x)

|f(x+ h)− f(x)|p

|h|N+s1pdh

)θ(
∫

H(x)

|f(x+ h)− f(x)|p

|h|N+s2p
dh

)1−θ

.

Then (3.21) follows by integrating over x ∈ U and applying Hölder’s inequality again. �

Next, we show that spaces defined by different screening functions nest when the screening functions
are ordered.
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Proposition 3.9. Suppose that U ⊆ RN is open, 1 ≤ p < ∞, and 0 < s < 1. Suppose that σ1, σ2 :
U → (0,∞] are two screening functions such that σ1 ≤ σ2 on U . Then for each f ∈ L1

loc(U) we have
that

|f |W̃ s,p
(σ1)

(U) ≤ |f |W̃ s,p
(σ2)

(U). (3.22)

In particular, we have the subspace inclusion W̃ s,p
(σ2)

(U) ⊆ W̃ s,p
(σ1)

(U).

Proof. If σ1 ≤ σ2 on U , then we have the obvious inequality
∫

U

∫

Hσ1 (x)

|f(x+ h)− f(x)|p

|h|sp+N
dhdx ≤

∫

U

∫

Hσ2 (x)

|f(x+ h)− f(x)|p

|h|sp+N
dhdx

for all f ∈ L1
loc(U), where Hσi(x) = (−x+U)∩B(0, σi(x)). The result follows immediately from this. �

Inclusion in Lp(U) is not a requirement for inclusion in W̃ s,p
(σ)(U). Our next result examines what

happens when we require both inclusions in the case when the screening function is bounded below.

Proposition 3.10. Suppose that U ⊆ RN is open, 1 ≤ p < ∞, and 0 < s < 1. Suppose that
σ : U → (0,∞] is a screening function such that 0 < σ− = infU σ. Then there exists a constant
c = c(N, s, p, σ−) > 0 such that for each f ∈ L1

loc(U) we have that

‖f‖Lp(U) + |f |W̃ s,p
(σ)

(U) ≤ ‖f‖Lp(U) + |f |Ẇ s,p(U) ≤ c

(

‖f‖Lp(U) + |f |W̃ s,p
(σ)

(U)

)

. (3.23)

In particular, we have the algebraic and topological equalities

W s,p(U) = Ẇ s,p(U) ∩ Lp(U) = W̃ s,p
(σ)(U) ∩ Lp(U).

Proof. The first bound in (3.23) follows immediately from Proposition 3.9, so it suffices to only prove
the second. To this end we first write

|f |p
Ẇ s,p(U)

=

∫

U

∫

B(x,σ(x))∩U

|f(y)− f(x)|p

|y − x|sp+N
dydx+

∫

U

∫

U\B(x,σ(x))

|f(y)− f(x)|p

|y − x|sp+N
dydx

= |f |p
W̃ s,p

(σ)
(U)

+

∫

U

∫

U\B(x,σ(x))

|f(y)− f(x)|p

|y − x|sp+N
dydx.

Next we estimate
∫

U

∫

U\B(x,σ(x))

|f(y)− f(x)|p

|y − x|sp+N
dydx

≤ 2p−1

∫

U

∫

U\B(x,σ(x))

|f(y)|p

|y − x|sp+N
dydx+ 2p−1

∫

U

∫

U\B(x,σ(x))

|f(x)|p

|y − x|sp+N
dydx =: 2p−1(I + II).

We handle the first term with Tonelli’s theorem, a change of variables, and spherical coordinates:

I =

∫

U

∫

U
χ{|y−x|≥σ(x)}(x)

|f(y)|p

|y − x|sp+N
dxdy ≤

∫

U

∫

U
χ{|y−x|≥σ−}(x)

|f(y)|p

|y − x|sp+N
dxdy

≤

∫

U

∫

B(0,σ−)c

|f(y)|p

|h|sp+N
dhdy = ‖f‖pLp(U)βN

∫ ∞

σ−

dr

r1+sp
=

βN
spσsp−

‖f‖pLp(U).

We may similarly bound the second term:

II ≤

∫

U

∫

B(0,σ−)c

|f(x)|p

|h|sp+N
dhdx =

βN
spσsp−

‖f‖pLp(U).

The second bound in (3.23) then follows directly from these estimates.
�

Our next result establishes that the screened homogeneous spaces are strictly bigger than the standard
homogeneous spaces when the screening function is unity and the set U contains a ray in a set of
directions of positive HN−1 measure.
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Theorem 3.11. Let 1 ≤ p < ∞. Let Γ ⊆ SN−1 be such that HN−1(Γ) > 0, ρ ≥ 0, and define the
infinite cone-like set

KΓ,ρ = {x ∈ RN | ρ < |x| and x/|x| ∈ Γ}.

Suppose that U ⊆ RN is open and that KΓ,ρ ⊆ U . Then there exists a function

u ∈
⋂

0<s<1

W̃ s,p
(1) (U)\

⋃

0<s<1

Ẇ s,p(U).

In particular, if 0 < s < 1, then
Ẇ s,p(U) $ W̃ s,p

(1) (U).

Proof. Define f ∈ C∞([0,∞)) via

f(r) =

∫ r

0

dt

(2 + t)N/p(log(2 + t))2/p
,

and note that f is Lipschitz and satisfies

|f |0,1 =
1

2N/p(log 2)2/p
.

We then let u ∈ C0,1(RN ) be given by u(x) = f(|x|). Let 0 < s < 1. We will prove that the restriction

of u to U (which we continue to denote by u) is such that u ∈ W̃ s,p
(1) (U)\Ẇ s,p(U), from which the

conclusions readily follows.
We begin by proving that u ∈ W̃ s,p

(1) (U). Since u is actually defined on all of RN we may begin by

estimating

|u|p
W̃ s,p

(1)
(U)

=

∫

B(0,1)∩U

∫

B(0,1)∩(U−x)

|u(x+ h)− u(x)|p

|h|sp+N
dhdx+

∫

B(0,1)c∩U

∫

B(0,1)∩(U−x)

|u(x+ h)− u(x)|p

|h|sp+N
dhdx

≤

∫

B(0,1)∩U

∫

B(0,1)

|f(|x+ h|)− f(|x|)|p

|h|sp+N
dhdx+

∫

B(0,1)c∩U

∫

B(0,1)

|f(|x+ h|)− f(|x|)|p

|h|sp+N
dhdx =: I + II.

To estimate the term I we use the fact that f is Lipschitz together with Tonelli’s theorem and a
change to spherical coordinates:

I ≤

∫

B(0,1)

∫

B(0,1)

|f |p0,1|h|
p

|h|sp+N
dhdx = αNβN |f |p0,1

∫ 1

0

rN−1

rN−(1−s)p
dr <∞.

To handle the term II we observe that f ′ is positive and decreasing on [0,∞), so for a, b ∈ [0,∞) we
have that

|f(a)− f(b)| ≤ f ′(min{a, b})|a− b|.

On the other hand, for |x| ≥ 1 and |h| < 1 we have that

|x| − 1 = min{|x|, |x| − 1} ≤ min{|x|, |x+ h|},

so

f ′(min{|x|, |x+ h|}) ≤ f ′(|x| − 1) =
1

(1 + |x|)N/p(log(1 + |x|))2/p
.

Combining these and using Tonelli’s theorem and spherical coordinates then shows that

II ≤

(

∫

B(0,1)c

dx

(1 + |x|)N (log(1 + |x|))2

)(

∫

B(0,1)

|h|p

|h|sp+N
dh

)

= β2N

(
∫ ∞

1

rN−1

(1 + r)N (log(1 + r))2
dr

)(
∫ 1

0

rN−1

rN−(1−s)p
dr

)

≤ β2N

(
∫ ∞

2

1

r(log(r))2
dr

)(
∫ 1

0

1

r1−(1−s)p
dr

)

<∞.
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Assembling the above estimates, we see that

|u|p
W̃ s,p

(1)
(U)

= I + II <∞,

and thus u ∈ W̃ s,p
(1) (U).

We now turn to the proof that u /∈ Ẇ s,p(U). Let 0 < ε < 1− s be such that N/p+ ε 6= 1 and choose

Rε > max{2, ρ} such that if t ≥ Rε then (log(2 + t))2/p ≤ (2 + t)ε. Then for |x| ≥ Rε and |h| ≥ 3|x| we
may estimate

|f(|x+ h|)− f(|x|)|p =

(

∫ |x+h|

|x|

dt

(2 + t)N/p(log(2 + t))2/p

)p

≥

(

∫ 2|x|

|x|

dt

(2 + t)N/p+ε

)p

≥

(

∫ 2|x|

|x|

dt

(2t)N/p+ε

)p

=
1

2N+pε
|x|p−N−pε

(

21−N/p−ε − 1

1−N/p− ε

)p

=: c(N, p, ε)|x|p−N−pε,

where c(N, p, ε) > 0. Hence

|u|p
Ẇ s,p(U)

≥

∫

B(0,Rε)c∩KΓ,ρ

∫

B(0,3|x|)c∩KΓ,ρ

|f(|x+ h|)− f(|x|)|p

|h|sp+N
dhdx

≥ c(N, p, ε)

∫

B(0,Rε)c∩KΓ,ρ

∫

B(0,3|x|)c∩KΓ,ρ

|x|p−N−pε

|h|sp+N
dhdx

= c(N, p, ε)(HN−1(Γ))2
∫ ∞

Rε

rN−1rp−N−pε

∫ ∞

3r

tN−1

tsp+N
dtdr

=
c(N, p, ε)

sp3sp
(HN−1(Γ))2

∫ ∞

Rε

rp(1−s−ε)−1dr = ∞

since p(1− s− ε) > 0, and we conclude that u /∈ Ẇ s,p(U).
�

Remark 3.12. The function u constructed in Theorem 3.11 clearly satisfies lim
|x|→∞

u(x) = ∞ when

p < N and when 2 ≤ N = p. In these cases we deduce that for U ⊆ RN as in the theorem,

u ∈ W̃ s,p
(1) (U)\

⋃

1≤q≤∞

Lq(U).

In particular, this means that the classical Sobolev embeddings do not hold for the screened spaces.
However, it is possible that embeddings into other types of spaces may hold (for instance, weighted Lp

spaces). We have not attempted an investigation of this interesting question in the present paper for the
sake of brevity.

3.3. Screened homogeneous fractional Sobolev spaces: further properties in RN . In this
subsection we restrict our attention to the special case U = RN and prove a number of interesting results
about the screened spaces. One particular advantage of this case is that we have H(x) = B(0, σ(x)) for
all x ∈ RN whenever σ : RN → (0,∞] is a screening function.

Our first result shows that any two screening functions that are bounded above and below give rise
to the same screened spaces. This should be compared to Proposition 3.9.

Theorem 3.13. Suppose that σ1, σ2 : RN → (0,∞] are two screening functions such that

0 < inf
RN

σi ≤ sup
RN

σi <∞ for i = 1, 2. (3.24)
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Then for 0 < s < 1 and 1 ≤ p < ∞ there exists a pair of constants c0(s, p,N, supσ1/ inf σ2) > 0 and
c1(s, p,N, supσ2/ inf σ1) > 0 such that

c0|f |W̃ s,p
(σ2)

(RN ) ≤ |f |W̃ s,p
(σ1)

(RN ) ≤ c1|f |W̃ s,p
(σ2)

(RN ) (3.25)

for all f ∈ L1
loc(R

N ), and consequently we have the algebraic and topological equality

W̃ s,p
(σ1)

(RN ) = W̃ s,p
(σ2)

(RN ).

Proof. We divide the proof into steps.
Step 1 – Doubled constants: We now prove the result when σ1 = r and σ2 = 2r for some constant

r ∈ (0,∞). Let f ∈ L1
loc(R

N ). Then we may estimate
∫

RN

∫

B(0,2r)\B(0,r)

|f(x+ h)− f(x)|p

|h|sp+N
dhdx =

1

2sp

∫

RN

∫

B(0,r)\B(0,r/2)

|f(x+ 2h)− f(x)|p

|h|sp+N
dhdx

≤
2p−1

2sp

∫

RN

∫

B(0,r)\B(0,r/2)

|f(x+ 2h)− f(x+ h)|p

|h|sp+N
dhdx

+
2p−1

2sp

∫

RN

∫

B(0,r)\B(0,r/2)

|f(x+ h)− f(x)|p

|h|sp+N
dhdx

≤ 2p(1−s)

∫

RN

∫

B(0,r)

|f(x+ h)− f(x)|p

|h|sp+N
dhdx,

where in the first equality we have made the change of variables h 7→ 2h and in the last inequality we have
changed x 7→ x+h in the first integral. Thus we may decompose B(0, 2r) = B(0, r)∪ [B(0, 2r)\B(0, r)]
in order to see that

|f |p
W̃ s,p

(2r)
(RN )

≤ (1 + 2p(1−s))

∫

RN

∫

B(0,r)

|f(x+ h)− f(x)|p

|h|sp+N
dhdx = (1 + 2p(1−s))|f |p

W̃ s,p
(r)

(RN )
.

This and (3.22) then prove (3.25) in this special case.
Step 2 – Pairs of constants: We now prove the result when σ1 = r1 and σ2 = r2 for some

constants 0 < r1 < r2 < ∞. Choose k ∈ N such that r2 < 2kr1. The analysis from Step 1 provides us
with a constant c = c(s, p) > 0 such that |f |W̃ s,p

(2r)
(RN ) ≤ c|f |W̃ s,p

(r)
(RN ) whenever f ∈ L1

loc(R
n) and r > 0.

Applying this iteratively then shows that

|f |W̃ s,p

(2kr)
(RN ) ≤ ck|f |W̃ s,p

(r)
(RN ).

From this and (3.22) we then deduce that

|f |W̃ s,p
(r1)

(RN ) ≤ |f |W̃ s,p
(r2)

(RN ) ≤ |f |W̃ s,p

(2kr1)
(RN ) ≤ ck|f |W̃ s,p

(r1)
(RN ),

which is (3.25) in this special case.
Step 3 – The general case: Now consider general σ1, σ2 satisfying (3.24). Write

0 < σi,− := inf
RN

σi ≤ sup
RN

σi =: σi,+ <∞ for i = 1, 2.

Then from Step 2 we can find constants c2, c3 > 0 such that

|f |W̃ s,p
(σ1,+)

(RN ) ≤ c2|f |W̃ s,p
(σ2,−)

(RN ) and |f |W̃ s,p
(σ2,+)

(RN ) ≤ c3|f |W̃ s,p
(σ1,−)

(RN )

for all f ∈ L1
loc(R

N ). Using this and (3.22) then shows that

|f |W̃ s,p
(σ1)

(RN ) ≤ |f |W̃ s,p
(σ1,+)

(RN ) ≤ c2|f |W̃ s,p
(σ2,−)

(RN ) ≤ c2|f |W̃ s,p
(σ2)

(RN ) ≤ c2|f |W̃ s,p
(σ2,+)

(RN )

≤ c2c3|f |W̃ s,p
(σ1,−)

(RN ) ≤ c2c3|f |W̃ s,p
(σ1)

(RN ),

which proves (3.25).
�
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We can combine Theorems 3.11 and 3.13 to deduce the following interesting corollary.

Corollary 3.14. Let 1 ≤ p <∞, 0 < s < 1, and suppose that σ : RN → (0,∞) is a screening function
that is bounded above. Then

Ẇ s,p(RN ) $ W̃ s,p
(σ)(R

N ).

Proof. Write σ+ = supRN σ ∈ (0,∞). Then Theorems 3.11 and 3.13 may be combined with Proposition
3.9 to see that

Ẇ s,p(RN ) $ W̃ s,p
(1) (R

N ) = W̃ s,p
(σ+)(R

N ) ⊆ W̃ s,p
(σ)(R

N ).

�

We now turn our attention to the issue of the density of smooth functions in the screened spaces.

Theorem 3.15. Let 1 ≤ p < ∞ and 0 < s < 1. Suppose that σ : RN → (0,∞) is a screening

function such that 0 < infRN σ ≤ supRN σ <∞. Then C∞(RN ) ∩ W̃ s,p
(σ)(R

N ) is dense in W̃ s,p
(σ)(R

N ) and

C∞(RN ) ∩ W̃ s,p
(σ)(R

N )/R is dense in W̃ s,p
(σ)(R

N )/R.

Proof. In light of Theorem 3.13, it suffices to prove the result under the assumption that σ = 1. For
h ∈ B(0, 1) write ∆hg = g(·+h)− g whenever g ∈ L1

loc(R
N ). Since σ = 1 we may use Tonelli’s theorem

to write

|g|W̃ s,p
(1)

(RN ) =

(

∫

B(0,1)

1

|h|sp+N
‖∆hg‖

p
Lp(RN )

dh

)1/p

.

Let ϕ ∈ C∞
c (RN ) be such that 0 ≤ ϕ and

∫

RN ϕdx = 1. For ε > 0 write ϕε(x) = ε−Nϕ(x/ε).

Fix f ∈ W̃ s,p
(σ)(R

N ). For ε > 0 let fε = f ∗ ϕε ∈ C∞(RN ) be the usual mollification of f . Clearly

(∆hf) ∗ ϕε = ∆h(f ∗ ϕε) = ∆hfε. Thus the usual properties of mollifiers show that

‖∆hfε‖Lp(RN ) ≤ ‖∆hf‖Lp(RN ) and lim
ε→0

‖∆hfε −∆hf‖Lp(RN ) = 0. (3.26)

For 0 < ε set qε, q : B(0, 1)\{0} → [0,∞) via

qε(h) =
1

|h|sp+N
‖∆hfε −∆hf‖

p
Lp(RN )

and q(h) =
1

|h|sp+N
‖∆hf‖

p
Lp(RN )

.

Then (3.26) shows that if h ∈ B(0, 1)\{0} then qε(h) ≤ 2pq(h) and qε(h) → 0 as ε→ 0. Since
∫

B(0,1)
q(h)dh = |f |p

W̃ s,p
(1)

(RN )
<∞

we can then apply the dominated convergence theorem to see that

0 = lim
ε→0

∫

B(0,1)
qε(h)dx = lim

ε→0
|fε − f |p

W̃ s,p
(1)

(RN )
.

The stated density results then follow directly from this.
�

When the screening function is constant and p = 2 we can use Fourier analysis techniques to arrive
at another characterization of the seminorm on W̃ s,2

(σ)(R
N ). The proof is essentially the same of the one

given by Strichartz (see Theorem 2.2 in [34]) in the case N = 2 and s = 1/2. We present it here for the
convenience of the reader.

Proposition 3.16. Let 0 < s < 1 and σ : RN → (0,∞) be a screening function such that 0 < infRN σ ≤
supRN σ <∞. Then there exists a constant c = c(N, s, σ) > 0 such that if f : RN → R is in the Schwartz
class, then

c−1

∫

RN

min{|ξ|2s, |ξ|2}|f̂(ξ)|2dξ ≤ |f |2
W̃ s,2

(σ)
(RN )

≤ c

∫

RN

min{|ξ|2s, |ξ|2}|f̂(ξ)|2dξ,

where f̂ is the Fourier transform of f .
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Proof. In light of Theorem 3.13, it suffices to prove the result under the assumption that σ = 1. By
Tonelli’s theorem, Plancherel’s theorem, and standard properties of the Fourier transform, we may
compute

|f |2
W̃ s,2

(σ)
(RN )

=

∫

B(0,1)

1

|h|N+2s

∫

RN

|f(x+ h)− f(x)|2dxdh

=

∫

B(0,1)

1

|h|N+2s

∫

RN

|f̂(ξ)|2|e2πih·ξ − 1|2dξdh

=

∫

RN

|f̂(ξ)|2
∫

B(0,1)

|e2πih·ξ − 1|2

|h|N+2s
dhdξ.

Define m : RN → [0,∞) via

m(ξ) =

∫

B(0,1)

|e2πih·ξ − 1|2

|h|N+2s
dh.

Note that if λ > 0 and |ξ| = 1, then by the change of variables ζ = λh we get dζ = λNdh and

m(λξ) = λ2s
∫

B(0,λ)

|e2πiζ·ξ − 1|2

|ζ|N+2s
dζ = λ2s

∫

B(0,λ)

|e2πiζ1 − 1|2

|ζ|N+2s
dζ,

where the second equality follows by invariance under rotation. It follows that for all λ ≥ 1/2,

c1 :=

∫

B(0,1/2)

|e2πiζ1 − 1|2

|ζ|N+2s
dζ ≤

m(λξ)

λ2s
≤

∫

RN

|e2πiζ1 − 1|2

|ζ|N+2s
dζ =: c2 <∞,

which shows that

c1|ξ|
2s ≤ m(ξ) ≤ c2|ξ|

2s (3.27)

for all ξ ∈ RN with |ξ| ≥ 1/2.
On the other hand, standard properties of the complex exponential show that

π|t| ≤ |e2πit − 1| ≤ 2π|t|

for all |t| ≤ 1/2, and so

c3 ≤
m(ξ)

|ξ|2
≤ 4c3 (3.28)

for all ξ ∈ RN \ {0} with |ξ| ≤ 1/2, where, again by invariance under rotation,

c3 :=
π2

|ξ|2

∫

B(0,1)

(h · ξ)2

|h|N+2s
dh = π2

∫

B(0,1)

h21
|h|N+2s

dh <∞.

Since m(ξ) > 0 for all ξ ∈ RN \ {0} and m is continuous, it follows from (3.27) and (3.28) that there is
a constant c = c(N, s) > 0 such that

c−1min{|ξ|2s, |ξ|2} ≤ m(ξ) ≤ cmin{|ξ|2s, |ξ|2}

for all ξ ∈ RN . The stated estimate follows directly from this. �

Remark 3.17. For 0 < s < 1 the Fourier version of the seminorm on Ẇ s,2(RN ) is
∫

RN

|ξ|2s|f̂(ξ)|2dξ ≍ |f |2
Ẇ s,2(RN )

.

Comparing this with Proposition 3.16 shows that in the screened spaces control is lost for low frequencies.
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3.4. Trace spaces. We have seen in Theorems 1.2 and 1.4 that when Ω has the form (1.3) the trace

space of Ẇ 1,p(Ω) is given by pairs of functions in W̃ s,p
(σ)(R

N−1) whose difference is in Lp(RN−1), where

σ ≡ a for some 0 < a ≤ b. A similar result holds when Ω is of the form 1.1 (see Theorems 5.1 and 5.4)
Thus, we need to study these types of spaces.

Definition 3.18. Given a screening function σ : RN−1 → (0,∞), 1 ≤ p <∞, 0 < s < 1, we define the

space Ẋs,p
(σ)(R

N−1) as the space of all pairs of functions (f−, f+) such that f± ∈ W̃ s,p
(σ)(R

N−1) and
∫

RN−1

|f+(x′)− f−(x′)|p

(σ(x′))p−1
dx′ <∞.

We set

|(f−, f+)|Ẋs,p
(σ)

(RN−1) :=

(
∫

RN−1

|f+(x′)− f−(x′)|p

(σ(x′))p−1
dx′
)1/p

+ |f−|W̃ s,p
(σ)

(RN−1) + |f+|W̃ s,p
(σ)

(RN−1).

Note that we do not allow the screening function to take the value +∞ in this definition in order to
force 1/σp−1 > 0.

Thanks to Proposition 3.2 we know that if |(f−, f+)|Ẋs,p
(σ)

(RN−1) = 0, then there exist c± ∈ R such that

f±(x′) = c± for LN−1 a.e. x′ ∈ RN−1, but in view of the first term in | · |Ẋs,p
(σ)

(RN−1), it must then hold

that c+ = c−. Thus, (f−, f+) ∼ (g−, g+) if and only if there exists c ∈ R such that f±(x′)− g±(x′) = c

for LN−1 a.e. x′ ∈ RN−1. With a slight abuse of notation we write the quotient space Ẋs,p
(σ)(R

N−1)/K

(see Section 2.4) as Ẋs,p
(σ)(R

N−1)/R. Our next result establishes that Ẋs,p
(σ)(R

N−1)/R is complete.

Theorem 3.19. Let σ : RN−1 → (0,∞) be a screening function, let 1 ≤ p < ∞, and let 0 < s < 1.

Then the space Ẋs,p
(σ)(R

N−1)/R is a Banach space with the norm

‖[(f−, f+)]‖Ẋs,p
(σ)

(RN−1)/R := |(f−, f+)|Ẋs,p
(σ)

(RN−1).

Moreover, if 1 < p <∞, then Ẋs,p
(σ)(R

N−1)/R is reflexive.

Proof. We divide the proof into steps.
Step 1 – Limits of Cauchy sequences: According to the discussion in Section 2.4, in order to

prove that Ẋs,p
(σ)(R

N−1)/R is a Banach space, it is enough to show that Ẋs,p
(σ)(R

N−1) is sequentially

complete. Let {(f−n , f
+
n )}∞n=1 be a Cauchy sequence in Ẋs,p

(σ)(R
N−1). We then know that {f−n }∞n=1 and

{f+n }∞n=1 are Cauchy sequences in W̃ s,p
(σ)(R

N−1). In addition, we know that {f+n − f−n }∞n=1 is a Cauchy

sequence in L1(RN−1; ν), where ν : B(RN−1) → [0,∞] is the measure given by

ν(E) :=

∫

E

1

(σ(x′))p−1
dx′.

Using Theorem 3.7 and the completeness of Lp(RN−1; ν), we deduce that there exist a pair f± ∈

W̃ s,p
(σ)(R

N−1) and a function g ∈ L1(RN−1; ν) such that f±n → f± in W̃ s,p
(σ)(R

N−1) and f+n − f−n → g in

L1(RN−1; ν) as n→ ∞.
Step 2 – Identifying the limits: We will use the same notation for averages as in the proof of

Theorem 3.7. Let {Vk}
∞
k=1 be the sequence of open sets given by Lemma 3.6 for Ω = RN−1. The Lemma

allows us to apply Theorem 3.5 on each set Vk in order to see that

‖(f±n − (f±n )V1)− (f± − (f±)V1)‖Lp(Vk) ≤ ck|f
±
n − f±|W̃ s,p

(σ)
(Vk)

≤ ck|f
±
n − f±|W̃ s,p

(σ)
(RN−1).

Consequently, for each k ∈ N we have that f±n − (f±n )V1 → f± − (f±)V1 in Lp(Vk) as n→ ∞.
Up to the extraction of a subsequence, which we continue to denote by {f±n }∞n=1 for the sake of

brevity, we may assume that there exists a measurable set D ⊆ RN−1 with LN−1(D) = 0 such that

f±n − (f±n )V1 → f± − (f±)V1 and f+n − f−n → g pointwise on RN−1\D as n→ ∞.
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Choosing any x ∈ RN−1\D, we may then compute

(f−n )V1 − (f+n )V1 = [f+n (x)− (f+n )V1 ]− [f−n (x)− (f−n )V1 ]− [f+n (x)− f−n (x)]

→ [f+(x)− (f+)V1 ]− [f−(x)− (f−)V1 ]− g(x) as n→ ∞.

From this we deduce that there exists a constant C ∈ R such that

f+ − f− − g = C almost everywhere in RN−1.

Now, the fact that f−n → f− in W̃ s,p
(σ)(R

N−1) also implies that f−n → f−+C in W̃ s,p
(σ)(R

N−1). This allows

us to make the replacement f− 7→ f− + C in order to see that

g = lim
n→∞

f+n − lim
n→∞

f−n ∈ L1(RN−1; ν),

from which we then deduce that (f−, f+) ∈ Ẋs,p
(σ)(R

N−1) and Ẋs,p
(σ)(R

N−1) is sequentially complete.

Step 3 – Reflexivity: Assume that 1 < p <∞. Write

Γ = {(x, h) ∈ RN−1 × RN−1 | |h| < σ(x)} ⊆ R2(N−1).

Consider the mapping

Ẋs,p
(σ)(R

N−1)/R ∋ [(f−, f+)] 7→ (vf− , vf+ , f+ − f−) ∈ Lp(Γ;µ)× Lp(Γ;µ)× Lp(RN−1; ν),

where µ is the measure defined in (3.16) and vf±(x′, h′) = f±(x′ + h′) − f±(x′). This map is an

isometric embedding (see (3.17)), and by the previous two steps we can identify Ẋs,p
(σ)(R

N−1)/R with

its image, which is a closed subspace of the Cartesian product of three reflexive spaces. Since the
product of reflexive spaces is reflexive and closed subspaces of reflexive spaces are reflexive, it follows
that Ẋs,p

(σ)(R
N−1)/R is reflexive. �

In view of the previous proposition and of the discussion in Section 2.4, when 1 < p <∞ a bounded
sequence in Ẋs,p

(σ)(R
N−1) admits a subsequence that converges weakly in Ẋs,p

(σ)(R
N−1). In the next

theorem we study the relationship between this weak limit and the weak limit with respect to Lp
loc(R

N−1)
convergence.

Theorem 3.20. Let σ : RN−1 → (0,∞) be a screening function, 1 < p < ∞, and 0 < s < 1. Let

(f−n , f
+
n ) ∈ Ẋs,p

(σ)(R
N−1) for n ∈ N, and let (f−, f+) ∈ Ẋs,p

(σ)(R
N−1) be such that (f−n , f

+
n )⇀ (f−, f+) in

Ẋs,p
(σ)(R

N−1) and f±n ⇀ g± in Lp
loc(R

N−1) as n→ ∞. Then there exist c± ∈ R such that f±(x′)−g±(x′) =

c± for LN−1 a.e. x′ ∈ RN−1. Moreover, if
∫

RN−1

1

(σ(x′))p−1
dx′ = ∞, (3.29)

then (f−, f+) ∼ (g−, g+).

Proof. Let {Vk}
∞
k=1 be the sequence of open subsets of RN−1 given by Lemma 3.6. Fix k ∈ N and

suppose that ϕ± ∈ C∞
c (RN−1) are such that suppϕ± ⊂ Vk and

∫

RN−1 ϕ
±(x′) dx′ = 0. Using these, we

define the linear functional T : Ẋs,p
(σ)(R

N−1) → R via

T (h−, h+) :=

∫

RN−1

h−(x′)ϕ−(x′) dx′ +

∫

RN−1

h+(x′)ϕ+(x′) dx′. (3.30)

By Hölder’s inequality, the Poincaré inequality of Theorem 3.5 (which is applicable due to Lemma 3.6),
and the fact that

∫

RN−1 ϕ
±(x′) dx′ = 0, we have the estimate

|T (h−, h+)| ≤

∫

RN−1

|h−(x′)− h−V1
||ϕ−(x′)| dx′ +

∫

RN−1

|h+(x′)− h+V1
||ϕ+(x′)| dx′

≤ ‖ϕ−‖Lp′ (RN−1)‖h
− − h−V1

‖Lp(Vk
+ ‖ϕ+‖Lp′ (RN−1)‖h

+ − h+V1
‖Lp(Vk)

≤ c|h−|W̃ s,p
(σ)

(RN−1) + c|h+|W̃ s,p
(σ)

(RN−1) ≤ c|(h−, h+)|Ẋs,p
(σ)

(RN−1).
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This shows that T ∈ (Ẋs,p
(η)(R

N−1))′, and it follows immediately that

T (f−n , f
+
n ) → T (f−, f+) as n→ ∞. (3.31)

On the other hand, the functionals T± : Lp(Vk) → R defined by

T±(h±) :=

∫

Vk

h±(x′)ϕ±(x′) dx′

are continuous. Hence, by hypothesis T±(f±n ) → T±(g±) as n→ ∞. Comparing with (3.31), we arrive
at the identity

∫

Vk

(f− − g−)(x′)ϕ−(x′) dx′ +

∫

Vk

(f+ − g+)(x′)ϕ+(x′) dx′ = 0.

Given the arbitrariness of ϕ±, we deduce that there exist c±k ∈ R such that f±(x′)−g±(x′) = c±k for LN−1

a.e. x′ ∈ Vk. However, Lemma 3.6 guarantees that Vk ⊂ Vk+1 for k ∈ N and that RN−1 =
⋃∞

k=1 VK ,
so we deduce the existence of a single pair of constant c± ∈ R such that c±k = c± for all k ∈ N. Hence,
f±(x′)− g±(x′) = c± for LN−1 a.e. x′ ∈ RN−1. This proves the first assertion.

Now assume that (3.29) holds. Then since f±n ⇀ g± in Lp
loc(R

N−1) as n → ∞, standard lower
semicontinuity results imply that for each k ∈ N

∫

Vk

|g+(x′)− g−(x′)|p

(σ(x′))p−1
dx′ ≤ lim inf

n→∞

∫

Vk

|f+n (x′)− f−n (x′)|p

(σ(x′))p−1
dx′ <∞

≤ lim inf
n→∞

∫

RN−1

|f+n (x′)− f−n (x′)|p

(σ(x′))p−1
dx′ :=Mp <∞.

Thus

|c+ − c−|‖σ−(p−1)/p‖Lp(Vk) ≤ ‖((f+ − g+)− (f− − g−))σ−(p−1)/p‖Lp(Vk)

≤ ‖(f+ − f−)σ−(p−1)/p‖Lp(Vk) + ‖(g+ − g−)σ−(p−1)/p‖Lp(Vk)

≤ ‖(f+ − f−)σ−(p−1)/p‖Lp(RN−1) +M <∞,

which implies, upon sending k → ∞, that c+ = c−. �

4. Traces in the strip case

In this section we consider the special case in which Ω is a horizontal strip of the form (1.3).

4.1. The case m = 1, p > 1. In this subsection we prove Theorems 1.2 and 1.4 and then derive some
extra information about homogeneous Sobolev spaces.

Proof of Theorem 1.2. For the sake of simplicity, we take b− = 0 and we set b := b+.
Due to the absolute continuity results of Theorem 3.1, we may apply the fundamental theorem of

calculus to see that

u(x′, b)− u(x′, 0) =

∫ b

0
∂Nu(x

′, xN ) dxN

for LN−1 a.e. x′ ∈ RN−1. It then follows by Hölder’s inequality that

|u(x′, b)− u(x′, 0)|p ≤ bp−1

∫ b

0
|∂Nu(x

′, xN )|pdxN .

We then integrate in x′ over RN−1 and using Tonelli’s theorem to obtain the estimate
∫

RN−1

|u(x′, b)− u(x′, 0)|pdx′ ≤ bp−1

∫

Ω
|∂Nu(x)|

pdx.

This proves (1.6).
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We will prove (1.7) only for Γ−, as a similar argument establishes the corresponding bound on Γ+.
We again use the fundamental theorem of calculus (due to Theorem 3.1) to see that for LN−1 a.e.
x′ ∈ RN−1, h′ ∈ RN−1 with |h′| < b, and 0 < xN < b we have that

u(x′ + h′, 0)− u(x′, 0) = u(x′ + h′, xN )− u(x′, xN )−

∫ xN

0
∂Nu(x

′ + h′, s) ds

−

∫ xN

0
∂Nu(x

′, s) ds =

∫ 1

0
∇qu(x

′ + sh′, xN ) · h′ds

−

∫ xN

0
∂Nu(x

′ + h′, s) ds−

∫ xN

0
∂Nu(x

′, s) ds.

From this we may estimate

|u(x′ + h′, 0)− u(x′, 0)| ≤ |h′|

∫ 1

0
|∇qu(x

′ + sh′, xN )|ds

+

∫ xN

0
|∂Nu(x

′ + h′, s)| ds+

∫ xN

0
|∂Nu(x

′, s)| ds.

We now take the Lp norm in x′ over RN−1 on both sides of this inequality and apply Minkowksi’s
inequality for integrals (see, for instance, Corollary B.83 in [23]); using the change of variables y′ =
x′ + sh′ and y′ = x′ + h′ in the first integral and second integral on the resulting right-hand-side, we
then obtain the bound

‖u(·+ h′, 0)− u(·, 0)‖Lp(RN−1) ≤ |h′|‖∇qu(·, xN )‖Lp(RN−1) + 2

∫ xN

0
‖∂Nu(·, s)‖Lp(RN−1)ds.

Next, we average in xN over the interval [0, |h′|] to see that

‖u(·+ h′, 0)− u(·, 0)‖Lp(RN−1) ≤ 3

∫ |h′|

0
‖∇u(·, xN )‖Lp(RN−1)dxN . (4.1)

In turn, this implies that

‖u(·+ h′, 0)− u(·, 0)‖p
Lp(RN−1)

|h′|p+N−2
≤

3p

|h′|p+N−2

(

∫ |h′|

0
‖∇u(·, xN )‖Lp(RN−1)dxN

)p

.

We then integrate in h′ over B′(0, b) and use spherical coordinates to estimate
∫

B′(0,b)

‖u(·+ h′, 0)− u(·, 0)‖p
Lp(RN−1)

|h′|p+N−2
dh′

≤

∫

B′(0,b)

3p

|h′|p+N−2

(

∫ |h′|

0
‖∇u(·, xN )‖Lp(RN−1)dxN

)p

dh′

= 3pβN−1

∫ b

0

1

rp

(
∫ r

0
‖∇u(·, xN )‖Lp(RN−1)dxN

)p

dr.

Applying Hardy’s inequality to the right-hand side (see, for instance, Theorem C.41 in [23]) and using
Tonelli’s theorem then yields the bound

∫

B′(0,b)

‖u(·+ h′, 0)− u(·, 0)‖p
Lp(RN−1)

|h′|p+N−2
dh′ ≤

3pβN−1p
p

(p− 1)p

∫

Ω
|∇u(x)|pdx,

which completes the proof of (1.7) and thus of the first two items of the theorem.
It remains to prove the integration-by-parts formula of the third item. For this it suffices to note that

if u ∈ Ẇ 1,p(Ω) and ψ ∈ C1
c (R

N ), then u ∈ W 1,p(U) for any open set U ⊆ Ω with Lipschitz boundary
such that supp(ψ) ∩ Ω ⊂ U . Thus the third item follows immediately from the usual trace theory in
W 1,p(U). �

Next we prove Theorem 1.4.
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Proof of Theorem 1.4. For the sake of simplicity, we again take b− = 0 and we set b := b+. Thanks to
Theorem 3.13 we may assume without loss of generality that 0 < a < b, at the expense of having all
constants depend on b. Let ϕ ∈ C∞

c (RN−1) be a nonnegative function such that
∫

RN−1 ϕ(y
′) dy′ = 1

and suppϕ ⊆ B′(0, ab−1). Define u− : Ω → R via

u−(x) = (ϕxN ∗ f−)(x′) =

∫

RN−1

f−(y′)ϕxN

(

x′ − y′
)

dy′,

where ϕxN is given in (2.3). Then for i = 1, . . . , N we have that

∂iu
−(x) =

∫

RN−1

f−(y′)
∂

∂xi
(ϕxN

(

x′ − y′
)

) dy′.

In view of Proposition 2.2, we are in a position to apply Proposition 2.3 to conclude that
∫

Ω
|∂iu

−(x)|pdx ≤ c

∫

RN−1

∫

B′(x′,a)

|f−(y′)− f−(x′)|p

|x′ − y′|N+p−2
dy′dx′.

This shows that u− ∈ Ẇ 1,p(Ω). Moreover, since by standard properties of mollifiers ϕxN ∗ f− → f− in
Lp
loc(R

N−1) as xN → 0+, we have that Tr(u−) = f− on Γ−. Similarly, if we define u+ : Ω → R via

u+(x) = (ϕb−xN
∗ f+)(x′),

then a similar argument shows that u+ ∈ Ẇ 1,p(Ω) with Tr(u+) = f+ on Γ+.
Now let θ ∈ C∞([0, b]) be such that θ = 1 in a neighborhood of 0 and θ = 0 in a neighborhood of b,

and define u : Ω → R via

u(x) = θ(xN )u−(x) + (1− θ(xN ))u+(x).

It is clear by construction that Tr(u) = f+ on Γ+ and Tr(u) = f− on Γ− and that the map (f+, f−) 7→ u
is linear. For i = 1, . . . , N − 1 we compute

∂iu(x) = θ(xN )∂iu
−(x) + (1− θ(xN ))∂iu

+(x),

∂Nu(x) = θ′(xN )(u−(x)− u+(x)) + θ(xN )∂Nu
−(x) + (1− θ(xN ))∂Nu

+(x).

Since ∇u± ∈ Lp(Ω) and θ is bounded, in order to prove that ∇u ∈ Lp(Ω) it remains only to show that
θ′(u− − u+) ∈ Lp(Ω).

By the fundamental theorem of calculus (which can be applied since u− and u+ are absolutely
continuous on LN−1 a.e. line parallel to eN ),

u−(x) = f−(x′) +

∫ xN

0
∂Nu

−(x′, s) ds,

u+(x) = f+(x′)−

∫ b

xN

∂Nu
+(x′, s) ds.

Hence,

|u+(x)− u−(x)| ≤ |f+(x′)− f−(x′)|+

∫ b

0
|∂Nu

−(x′, s)| ds+

∫ b

0
|∂Nu

+(x′, s)| ds.

We may then apply Hölder’s inequality to see that

|u+(x)− u−(x)|p ≤ 2p−1|f+(x′)− f−(x′)|p + 2p−1bp−1

∫ b

0
(|∂Nu

−(x′, s)|p + |∂Nu
+(x′, s)|p) ds.

Since |θ′(xN )| ≤ cb−1, it follows that

|θ′(xN )(u+(x)− u−(x))|p ≤ cb−p|f+(x′)− f−(x′)|p + cb−1

∫ b

0
(|∂Nu

−(x′, s)|p + |∂Nu
+(x′, s)|p) ds.
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Integrating both sides over Ω and using Tonelli’s theorem then shows that
∫

Ω
|θ′(xN )(u+(x)− u−(x))|pdx ≤ cb−p+1

∫

RN−1

|f+(x′)− f−(x′)|pdx′

+ c

∫

Ω
(|∂Nu

−(x)|p + |∂Nu
+(x)|p) dx,

which completes the proof. �

Our next result establishes the existence of functions in Ẇ 1,p(Ω) that cannot be extended to Ẇ 1,p(RN ).

Proposition 4.1. Let Ω be as in (1.3). Then there exists a function u ∈ Ẇ 1,p(Ω) such that u cannot

be extended to a function in Ẇ 1,p(RN ). In particular, there does not exist a bounded extension operator

E : Ẇ 1,p(Ω) → Ẇ 1,p(RN )

Proof. Write f ∈ W̃
1−1/p,p
(1) (RN−1)\Ẇ 1−1/p,p(RN−1) for the function constructed in Theorem 3.11. Ac-

cording to Theorem 1.4 we can choose u ∈ Ẇ 1,p(Ω) such that Tr(u) = f on Γ+ and on Γ− (i.e. we use
f+ = f− = f in the theorem).

Suppose now, by way of contradiction, that there exists v ∈ Ẇ 1,p(RN ) such that v = u a.e. on Ω. We
may then use the trace theory for homogeneous Sobolev spaces on RN (see Theorem 18.57 and Remark

18.60 in [23]) to deduce that the trace of v onto Γ− belongs to Ẇ 1−1/p,p(RN−1). However, this trace
must agree with f , and so we arrive at a contradiction. Thus, there is no such v.

�

4.2. The case m = 1, p = 1. In this subsection we turn our attention to the proofs of Theorems 1.7
and 1.8.

Proof of Theorem 1.7. As in the proof of Theorem 1.2, we set b− = 0 and b := b+. The inequality (1.11)
follows as in the proof of Theorem 1.2. On the other hand, from (4.1) we get

∫

RN−1

|u(x′ + h′, 0)− u(x′, 0)| dx′ ≤ 3

∫ |h′|

0

∫

RN−1

|∇u(x)| dx′dxN

≤ 3

∫ ε

0

∫

RN−1

|∇u(x)| dx′dxN .

Hence,

sup
|h′|≤ε

∫

RN−1

|u(x′ + h′, 0)− u(x′, 0)| dx′ ≤ 3

∫ ε

0

∫

RN−1

|∇u(x)| dx′dxN → 0

as ε → 0+ by the Lebesgue dominated convergence theorem, which can be applied since by Fubini’s
theorem,

∫ b

0

(
∫

RN−1

|∇u(x′, xN )| dx′
)

dxN =

∫

Ω
|∇u(x)| dx <∞.

Similar holds on the upper surface {xN = b}. This proves the first two items of the theorem, and the
third follows as in the proof of Theorem 1.2. �

We next prove the corresponding lifting result.

Proof of Theorem 1.8. Once again we set b− = 0 and b := b+ for simplicity. Let ε0 > 0 be such that

‖f±‖1 := sup
|h′|≤ε0

∫

RN−1

|f±(x′ + h′)− f±(x′)| dx′ <∞.

We construct a decreasing sequence εn → 0+ such that

sup
|h′|≤εn

∫

RN−1

|f−(x′ + h′)− f−(x′)| dx′ ≤
1

2n
‖f−‖1 (4.2)

and define f−n := ϕεn ∗ f−, where ϕ ∈ C∞
c (RN−1) is a standard mollifier.



36 GIOVANNI LEONI AND IAN TICE

We claim that ∂if
−
n ∈ L1(RN−1). Indeed, since

∫

RN−1 ∂iϕ (z′) dz′ = 0, we may compute

∂if
−
n (x′) =

1

εNn

∫

RN−1

f−(y′)∂iϕ

(

x′ − y′

ε

)

dy′

=
1

εn

∫

RN−1

f−(x′ − εnz
′)∂iϕ

(

z′
)

dz′

=
1

εn

∫

RN−1

[f−(x′ − εnz
′)− f−(x′)]∂iϕ

(

z′
)

dz′,

and so Tonelli’s theorem allows us to estimate
∫

RN−1

∣

∣∂if
−
n (x′)

∣

∣ dx′ ≤
1

εn

∫

B′(0,1)

∣

∣∂iϕ
(

z′
)∣

∣

∫

RN−1

|f−(x′ − εnz
′)− f−(x′)| dx′dz′

≤
c

εn
sup

|h′|≤εn

∫

RN−1

|f−(x′ + h′)− f−(x′)| dx′ <∞.

Next we construct a strictly decreasing sequence {tn}n in (0, 1) such that tn → 0 and

|tn+1 − tn| ≤
1

2n
‖f−‖1

∥

∥∇qf
−
n+1

∥

∥

L1 +
∥

∥∇qf
−
n

∥

∥

L1 + 1
, (4.3)

and we then note that

t1 =
∞
∑

n=1

tn − tn+1.

Using this sequence, we define the function v− : RN−1 × (0, t1) → R via

v− (x) =
tn − xN
tn − tn+1

f−n+1

(

x′
)

+
xN − tn+1

tn − tn+1
f−n
(

x′
)

if tn+1 ≤ xN ≤ tn.

Then for tn+1 < xN < tn we can bound
∣

∣∂iv
− (x)

∣

∣ ≤
∣

∣∂if
−
n+1

(

x′
)∣

∣+
∣

∣∂if
−
n

(

x′
)∣

∣ for all i = 1, . . . , N − 1,

∣

∣∂Nv
− (x)

∣

∣ ≤

∣

∣

∣

∣

∣

f−n+1 (x
′)− f−n (x′)

tn − tn+1

∣

∣

∣

∣

∣

.
(4.4)

Hence, for i = 1, . . . , N − 1, we may use (4.3) and (4.4) to estimate

∫

RN−1×(0,t1)

∣

∣∂iv
−
∣

∣ dx =

∞
∑

n=1

∫ tn

tn+1

∫

RN−1

∣

∣∂iv
−
∣

∣ dx′ dxN

≤
∞
∑

n=1

|tn+1 − tn|

∫

RN−1

(
∣

∣∂if
−
n+1

(

x′
)
∣

∣+
∣

∣∂if
−
n

(

x′
)
∣

∣

)

dx′ ≤ ‖f−‖1

∞
∑

n=1

1

2n
.

On the other hand, from (4.4) we know that

∫

RN−1×(0,t1)

∣

∣∂Nv
−
∣

∣ dx =

∞
∑

n=1

∫ tn

tn+1

∫

RN−1

∣

∣∂Nv
−
∣

∣ dx′ dxN

≤

∞
∑

n=1

∫

RN−1

∣

∣f−n+1

(

x′
)

− f−n
(

x′
)∣

∣ dx′.

To estimate this final term, we use the identity

f−n+1

(

x′
)

− f−n
(

x′
)

=

∫

RN−1

[f−(x′ − εn+1z
′)− f−(x′ − εnz

′)]ϕ
(

z′
)

dz′
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in conjunction with Tonelli’s theorem and (4.2) to see that
∫

RN−1

∣

∣f−n+1

(

x′
)

− f−n
(

x′
)∣

∣ dx′ ≤

∫

B′(0,1)
ϕ
(

z′
)

∫

RN−1

|f−(x′ − εn+1z
′)− f−(x′ − εnz

′)| dx′dz′

≤

∫

B′(0,1)
ϕ
(

z′
)

∫

RN−1

|f−(x′ − εn+1z
′)− f(x′)| dx′dz′

+

∫

B′(0,1)
ϕ
(

z′
)

∫

RN−1

|f−(x′ − εnz
′)− f(x′)| dx′dz′ ≤

2

2n
‖f−‖1.

Combining these, we deduce that
∫

RN−1×(0,t1)

∣

∣∂Nv
−
∣

∣ dx ≤ 2‖f−‖1

∞
∑

n=1

1

2n
.

Hence v− ∈ Ẇ 1,1(RN−1 × (0, t1)).
The function v− is not defined in all of Ω, but by scaling we can arrive at a function u− : Ω → R.

Indeed, we set u−(x) = v−(x′, xN t1/b) for x ∈ Ω. Clearly u− ∈ Ẇ 1,1 (Ω) and the trace of u− on Γ− is

f−. Similarly, we can construct a function u+ ∈ Ẇ 1,1 (Ω) the trace of which is f+ on Γ+. With u−

and u+ in hand, we can now proceed as in the second part of the proof of Theorem 1.4 to construct the
desired function u. �

4.3. The case m = 2, p > 1. In this subsection we study the traces of functions Ẇ 2,p (Ω) when p > 1.

Proof of Theorem 1.9. As in the proof of Theorem 1.2, we take b− = 0, set b := b+. Applying Theorem
3.1 and Proposition 2.4 (see in particular (2.10)) to u(x′, ·) for LN−1 a.e. x′ ∈ RN−1, we find that

u(x′, b)− u(x′, 0)− (∂Nu(x
′, b) + ∂Nu(x

′, 0))
b

2
=

∫ b

0
∂2Nu(x

′, xN )
(

b−
xN
2

)

dxN .

Hence, by Hölder’s inequality,
∣

∣

∣

∣

u(x′, b)− u(x′, 0)− (∂Nu(x
′, b) + ∂Nu(x

′, 0))
b

2

∣

∣

∣

∣

p

≤ b2p−1

∫ b

0
|∂2Nu(x

′, xN )|pdxN .

Integrating both sides with respect to x′ ∈ RN−1 and using Tonelli’s theorem then shows that
∫

RN−1

∣

∣

∣

∣

u(x′, b)− u(x′, 0)− (∂Nu(x
′, b) + ∂Nu(x

′, 0))
b

2

∣

∣

∣

∣

p

dx′ ≤ b2p−1

∫

Ω
|∂2Nu(x)|

pdx,

which proves (1.16).
On the other hand, for i = 1, . . . , N ,

∂iu(x
′, b)− ∂iu(x

′, 0) =

∫ b

0
∂2i,Nu(x

′, xN ) dxN ,

and so we may apply Hölder’s inequality to see that

|∂iu(x
′, b)− ∂iu(x

′, 0)|p ≤ bp−1

∫ b

0
|∂2i,Nu(x

′, xN )|pdxN ,

which upon integration in x′ ∈ RN−1 yields the bound
∫

RN−1

|∂iu(x
′, b)− ∂iu(x

′, 0)|pdx ≤ bp−1

∫

Ω
|∂2i,Nu(x)|

pdx.

This is (1.15).

Finally, since ∂iu ∈ Ẇ 1,p (Ω), the inequality (1.17) follows by applying Theorem 1.2 to ∂iu. �

Next we prove the corresponding lifting result.
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Proof of Theorem 1.10. For simplicity we again take b− = 0 and set b := b+. Without loss of generality
we may assume that 0 < a < b. Let ϕ ∈ C∞

c (RN−1) be a nonnegative even function such that
∫

RN−1 ϕ(y
′) dy′ = 1 and suppϕ ⊆ B′(0, ab−1). Define u− : Ω → R via

u−(x) =

∫

RN−1

[f−0 (y′) + f−1 (y′)xN ]ϕxN

(

x′ − y′
)

dy′

=

∫

RN−1

[f−0 (x′ − xNz
′) + f−1 (x′ − xNz

′)xN ]ϕ
(

z′
)

dz′,

where the second equality follows by the change of variables z′ = x′−y′

xN
. Standard properties of mollifiers

guarantee that for i = 0, 1 we have that ϕxN ∗ f−i → f−i in Lp
loc(R

N−1) as xN → 0+, so we deduce that

Tr(u−) = f−0 on Γ−.
For i = 1, . . . , N − 1 we compute

∂iu
−(x) =

∫

RN−1

∂if
−
0 (x′ − xNz

′)ϕ
(

z′
)

dz′ +

∫

RN−1

f−1 (y′)xN
∂

∂xi
(ϕxN

(

x′ − y′
)

) dy′

=

∫

RN−1

∂if
−
0 (y′)ϕxN

(

x′ − y′
)

dy′ +

∫

RN−1

f−1 (y′)xN
∂

∂xi
(ϕxN

(

x′ − y′
)

) dy′,

(4.5)

while for i = N

∂Nu
−(x) =

∫

RN−1

−(∇qf
−
0 (x′ − xNz

′) · z′)ϕ
(

z′
)

dz′ +

∫

RN−1

f−1 (y′)
∂

∂xN
(xNϕxN

(

x′ − y′
)

) dy′

=

∫

RN−1

−∇qf
−
0 (y′) ·

x′ − y′

xN
ϕxN

(

x′ − y′
)

dy′

+

∫

RN−1

f−1 (y′)

[

ϕxN

(

x′ − y′
)

+ xN
∂

∂xN
(ϕxN

(

x′ − y′
)

)

]

dy′

(4.6)

In turn, for j = 1, . . . , N − 1 we may compute

∂2i,ju
−(x) =

∫

RN−1

∂if
−
0 (y′)

∂

∂xj
(ϕxN

(

x′ − y′
)

) dy′ +

∫

RN−1

f−1 (y′)xN
∂2

∂xj∂xi
(ϕxN

(

x′ − y′
)

) dy′, (4.7)

while for j = N

∂2i,Nu
−(x) =

∫

RN−1

∂if
−
0 (y′)

∂

∂xN
(ϕxN

(

x′ − y′
)

) dy′

+

∫

RN−1

f−1 (y′)

[

∂

∂xi
(ϕxN

(

x′ − y′
)

) + xN
∂2

∂xi∂xN
(ϕxN

(

x′ − y′
)

)

]

dy′.

(4.8)

Finally, when i = j = N we have that

∂2Nu
−(x) =

∫

RN−1

−∇qf
−
0 (y′) ·

∂

∂xN

(

x′ − y′

xN
ϕxN

(

x′ − y′
)

)

dy′

+

∫

RN−1

f−1 (y′)

[

2
∂

∂xN
(ϕxN

(

x′ − y′
)

) + xN
∂2

∂x2N
(xNϕxN

(

x′ − y′
)

)

]

dy′.

(4.9)

Owing to Proposition 2.2, we are in a position to apply Proposition 2.3 to conclude that for i =
1, . . . , N − 1 and j = 1, . . . , N we have the bounds

∫

Ω
|∂2i,ju

−(x)|pdx ≤ c

∫

RN−1

∫

B′(x′,a)

|∂if
−
0 (y′)− ∂if

−
0 (x′)|p

|x′ − y′|N+p−2
dy′dx′

+ c

∫

RN−1

∫

B′(x′,a)

|f−1 (y′)− f−1 (x′)|p

|x′ − y′|N+p−2
dy′dx′
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while for two N derivatives we have that
∫

Ω
|∂2Nu

−(x)|pdx ≤ c

∫

RN−1

∫

B′(x′,a)

|∇qf
−
0 (y′)−∇qf

−
0 (x′)|p

|x′ − y′|N+p−2
dy′dx′

+ c

∫

RN−1

∫

B′(x′,a)

|f−1 (y′)− f−1 (x′)|p

|x′ − y′|N+p−2
dy′dx′,

which shows that u− ∈ Ẇ 2,p(Ω).
Next we write

∂Nu
−(x) =

∫

RN−1

−∇qf
−
0 (y′) ·

x′ − y′

xN
ϕxN

(

x′ − y′
)

dy′

+

∫

RN−1

f−1 (y′)

[

ϕxN

(

x′ − y′
)

+
1

xN−1
N

ψN

(

x′ − y′

xN

)

]

dy′,

where ψN is given in (2.6). Standard properties of mollifiers imply that as xN → 0+ we have that

∂Nu
−(x) → −∇qf

−
0 (x′) ·

∫

RN−1

z′ϕ
(

z′
)

dz′ + f−1 (x′)

[

1 +

∫

RN−1

ψN (z′) dz′
]

= f−1 (x′),

where in the second equality we used the fact that ϕ is even to see that
∫

RN−1 z
′ϕ (z′) dz′ = 0 and

Proposition 2.2 to see that
∫

RN−1 ψN (z′) dz′ = 0. Hence, Tr(∂Nu
−) = f−1 on Γ−.

Similarly, if we define u+ : Ω → R via

u+(x) =

∫

RN−1

[f+0 (y′) + f+1 (y′)(b− xN )]ϕb−xN

(

x′ − y′
)

dy′,

then we find that u+ ∈ Ẇ 2,p(Ω) with estimates of the same form as above (with f+i replacing f−i ).

Moreover, Tr(u+) = f+0 and Tr(∂Nu
+) = f+1 on Γ+.

Let θ ∈ C∞([0, b]) be such that θ = 1 in a neighborhood of 0 and θ = 0 in a neighborhood of b and
define u : Ω → R via

u(x) = θ(xN )u−(x) + (1− θ(xN ))u+(x).

Then for i, j = 1, . . . , N − 1,

∂2i,ju(x) = θ(xN )∂2i,ju
−(x) + (1− θ(xN ))∂2i,ju

+(x),

∂2i,Nu(x) = θ′(xN )(∂iu
−(x)− ∂iu

+(x)) + θ(xN )∂2i,Nu
−(x) + (1− θ(xN ))∂2i,Nu

+(x),

∂2Nu(x) = θ′′(xN )(u−(x)− u+(x)) + 2θ′(xN )(∂Nu
−(x)− ∂Nu

+(x))

+ θ(xN )∂2Nu
−(x) + (1− θ(xN ))∂2Nu

+(x).

From these calculations and the above bounds for u± ∈ Ẇ 2,p(Ω), we see that in order to prove the
desired estimate for u it suffices to estimate θ′(∇u− −∇u+) and θ′′(u− − u+).

By Taylor’s formula applied to u−(x′, ·) and u+(x′, ·), respectively, we have that

u−(x) = f−0 (x′) + f−1 (x′)xN +
1

2

∫ xN

0
∂2Nu

−(x′, s)(xN − s) ds,

u+(x) = f+0 (x′)− f+1 (x′)(b− xN )−
1

2

∫ b

xN

∂2Nu
+(x′, s)(xN − s) ds,

where we used the fact that Tr(u±) = f±0 and Tr(∂Nu
±) = f±1 on Γ±. Hence,

u+(x)− u−(x) = f+0 (x′)− f−0 (x′)− (f+1 (x′) + f−1 (x′))
b

2
− (f+1 (x′)− f−1 (x′))(

b

2
− xN )

−
1

2

∫ b

xN

∂2Nu
+(x′, s)(xN − s) ds−

1

2

∫ xN

0
∂2Nu

−(x′, s)(xN − s) ds.
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From Hölder’s inequality and the fact that |θ′′(xN )| ≤ cb−2 we see that

|θ′′(xN )(u+(x)− u−(x))|p ≤ cb−2p

∣

∣

∣

∣

f+0 (x′)− f−0 (x′)− (f+1 (x′) + f−1 (x′))
b

2

∣

∣

∣

∣

p

+ cb−p|f+1 (x′)− f−1 (x′)|p

+ cb−1

∫ b

xN

|∂2Nu
+(x′, s)|pds+ cb−1

∫ xN

0
|∂2Nu

−(x′, s)|pds.

Integrating over x ∈ Ω and using Tonelli’s theorem then shows that
∫

Ω
|θ′′(xN )(u+(x)− u−(x))|pdx ≤ cb−2p+1

∫

RN−1

∣

∣

∣

∣

f+0 (x′)− f−0 (x′)− (f+1 (x′) + f−1 (x′))
b

2

∣

∣

∣

∣

p

dx′

+ cb−p+1

∫

RN−1

|f+1 (x′)− f−1 (x′)|pdx′

+ c

∫

Ω
|∂2Nu

+(x)|pdx+ c

∫

Ω
|∂2Nu

−(x)|pdx.

This is the desired estimate for θ′′(u− − u+).
Finally, we derive the estimate for θ′(∇u−−∇u+). By the fundamental theorem of calculus for every

i = 1, . . . , N − 1 we have that

∂iu
−(x) = ∂if

−
0 (x′) +

∫ xN

0
∂2N,iu

−(x′, s) ds,

∂iu
+(x) = ∂if

+
0 (x′)−

∫ b

xN

∂2N,iu
+(x′, s) ds.

Reasoning as above then shows that
∫

Ω
|θ′(xN )(∂iu

+(x)− ∂iu
−(x))|pdx ≤ cb−p+1

∫

RN−1

|∂if
+
0 (x′)− ∂if

−
0 (x′)|pdx′

+ c

∫

Ω
(|∂2N,iu

−(x)|p + |∂2N,iu
+(x)|p) dx.

The term 2θ′(∂Nu
− − ∂Nu

+) can be estimated in a similar way, which completes the proof. �

4.4. The case m ≥ 2, p > 1. Finally, in this subsection we treat the case in which m ≥ 2 and
p > 1. Given a function u ∈ Ẇm,p (Ω), we have that ∇ku ∈ Ẇm−k,p (Ω) for every k = 1, . . . ,m −
1 and thus by Theorem 1.2 there exists Tr(∇ku). By a density argument, it can be shown that

Tr(∇ku)(·, b±) ∈ Wm−k−1,p
loc (RN−1) for every k = 1, . . . ,m− 2 and that for every j = 1, . . . ,m− k − 1,

(∇q)
j Tr(∇ku)(·, b±) = Tr((∇q)

j(∇ku))(·, b±), where we recall that (∇q)
j denotes the vector of all multi-

indices α = (α′, 0) ∈ NN−1
0 × N0 with |α| = j. Thus, to characterize the trace space of Ẇm,p (Ω), it

suffices to study Tr(u) and the trace of the normal derivatives Tr(∂kNu) for k = 1, . . . ,m− 1.
In what follows we use the notation established in (2.1) and (2.2).

Theorem 4.2. Let Ω be as in (1.3), m ∈ N with m ≥ 2, and 1 < p < ∞. There exists a constant

c = c(m,N, p) > 0 such that for every u ∈ Ẇm,p (Ω) the following estimates hold: for every i, l ∈ N0

with 0 ≤ i+ l ≤ m− 1,
∫

RN−1

∣

∣

∣

∣

∣

m−l−i−1
∑

k=0

(−1)k

k!
(∇i

qTr(∂
k+l
N u)(x′, b+) + (−1)k+1∇i

qTr(∂
k+l
N u)(x′, b−))

(

b+ − b−

2

)k
∣

∣

∣

∣

∣

p

dx′

≤ (b+ − b−)(m−i−l)p−1

∫

Ω
|∇mu(x)|pdx,

(4.10)

and
∫

RN−1

∫

B′(0,b+−b−)

|Tr(∇m−1u)(x′ + h′, b±)− Tr(∇m−1u)(x′, b±)|p

|h′|p+N−2
dh′dx′ ≤ c

∫

Ω
|∇mu(x)|pdx. (4.11)
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Proof. As in the proof of Theorem 1.2 we take b− = 0, set b := b+. Let l, i ∈ N0 with 0 ≤ l+i ≤ m−1. By
Theorem 3.1 and Proposition 2.4 (in particular (2.10)) applied to ∇i

q∂
l
Nu(x

′, ·) for LN−1 a.e. x′ ∈ RN−1,
it follows that

m−l−i−1
∑

k=0

(−1)k

k!
(∇i

q∂
k+l
N u(x′, b) + (−1)k+1∇i

q∂
k+l
N u(x′, 0))

(

b

2

)k

=
1

(m− l − i− 1)!

∫ b

0
∇i

q∂
m−i
N u(x′, t)

(

b−
t

2

)m−l−i−1

dt,

and so Hölder’s inequality implies that

∣

∣

∣

∣

∣

m−l−i−1
∑

k=0

(−1)k

k!
(∇i

q∂
k+l
N u(x′, b) + (−1)k+1∇i

q∂
k+l
N u(x′, 0))

(

b

2

)k
∣

∣

∣

∣

∣

p

≤ b(m−l−i)p−1

∫ b

0
|∇mu(x′, xN )|pdxN .

Integrating both sides with respect to x′ ∈ RN−1 and using Tonelli’s theorem then shows that

∫

RN−1

∣

∣

∣

∣

∣

m−l−i−1
∑

k=0

(−1)k

k!
(∇i

q∂
k+l
N u(x′, b) + (−1)k+1∇i

q∂
k+l
N u(x′, 0))

(

b

2

)k
∣

∣

∣

∣

∣

p

dx′

≤ b(m−l−i)p−1

∫

Ω
|∇mu(x)|pdx,

which is (4.10). On the other hand, since ∇mu ∈ Ẇ 1,p
(

Ω;RMm
)

, where Mm is the number of multi-
indices of length m, inequality (4.11) follows by applying Theorem 1.2 to each component of ∇mu. �

Next we prove the corresponding lifting result. The proof is significantly more involved than the one
for inhomogeneous Sobolev spaces (see, for example, [12], [25], or [29]) because we only have control of
the screened homogeneous fractional seminorm of the traces of the derivatives of order m − 1 and we
have no control of the seminorm of the traces of the derivatives of order less than m− 1. Thus, we are
forced to employ several integrations by parts, which makes the proof quite technical.

Before stating the result, we establish some notation. Given f±k ∈Wm−1−k,p
loc (RN−1) for k = 0, . . . ,m−

2, and f±m−1 ∈ Lp
loc(R

N−1) we define

Qi,m,n(x
′) :=

m−i−n−1
∑

k=0

(−1)k

k!
(∇i

qf
±
k+n(x

′) + (−1)k+1∇i
qf

±
k+n(x

′))

(

b+ − b−

2

)k

.

Theorem 4.3. Let a > 0, m ∈ N with m ≥ 2, and 1 < p < ∞. Suppose that f±k ∈ Wm−1−k,p
loc (RN−1)

for k = 0, . . . ,m− 2 and f±m−1 ∈ L,p
loc(R

N−1) satisfy

∫

RN−1

∣

∣Qi,m,n(x
′)
∣

∣

p
dx′ <∞ (4.12)

for all n, i ∈ N0 with 0 ≤ n+ i ≤ m− 1 and

∫

RN−1

∫

B′(0,a)

|∇m−k−1
q f±k (x′ + h′)−∇m−k−1

q f±k (x′)|p

|h′|p+N−2
dh′dx′ <∞
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for all k = 0, . . . ,m − 1. Then there exists u ∈ Ẇm,p(Ω) such that Tr(u) = f±0 and Tr(∂kNu) = f±k on
Γ± for k = 1, . . . ,m− 1, and

∫

Ω
|∇mu(x)|pdx ≤ c

m−1
∑

n=0

m−1−n
∑

i=0

(b+ − b−)(n+i−m)p+1

∫

RN−1

∣

∣Qi,m,n(x
′)
∣

∣

p
dx′

+ c

m−1
∑

k=0

∫

RN−1

∫

B′(0,a)

|∇m−k−1
q f−k (x′ + h′)−∇m−k−1

q f−k (x′)|p

|h′|p+N−2
dh′dx′

+ c

m−1
∑

k=0

∫

RN−1

∫

B′(0,a)

|∇m−k−1
q f+k (x′ + h′)−∇m−k−1

q f+k (x′)|p

|h′|p+N−2
dh′dx′

for some constant c = c(a,m,N, p) > 0. Moreover, the map (f−0 , . . . , f
−
m−1, f

+
0 , . . . , f

+
m−1) 7→ u is linear.

Proof. For simplicity we again take b− = 0 and set b := b+. Without loss of generality, we may assume
that 0 < a < b. Proposition 2.1 provides us with a function ϕ ∈ Cm

c (RN−1) such that suppϕ ⊆
B′(0, ab−1) and

∫

RN−1

ϕ(y′) dy′ = 1 and

∫

RN−1

(y′)αϕ(y′) dy′ = 0

for all multi-indices α ∈ NN−1
0 with 1 ≤ |α| ≤ m. We define u− : Ω → R via

u−(x) : =

m−1
∑

k=0

xkN
k!

∫

RN−1

f−k (y′)ϕxN

(

x′ − y′
)

dy′

=
m−1
∑

k=0

xkN
k!

∫

RN−1

f−k (x′xNz
′)ϕ
(

z′
)

dz′.

We divide the remainder of the proof into several steps.
Step 1 – Computing traces: We claim that Tr(u−) = f−0 on Γ− and that Tr(∂lNu

−) = f−l on Γ−

for 1 ≤ l ≤ m− 1. By standard properties of mollifiers we have that ϕxN ∗ f−i → f−i in Lp
loc(R

N−1) as

xN → 0+ for all i = 0, . . . ,m− 1. Hence, Tr(u−) = f−0 on Γ−. Next we compute ∂lNu
− for 1 ≤ l ≤ m.

We have

∂lNu
−(x) =

m−1
∑

k=0

1

k!

l
∑

i=0

(

l

i

)

∂l−i
N

(

xkN

)

∂iN

(
∫

RN−1

f−k (x′ − xNz
′)ϕ
(

z′
)

dz′
)

=
m−1
∑

k=0

l
∑

i=max{0,l−k}

ci,k,lx
k−l+i
N ∂iN

(
∫

RN−1

f−k (x′ − xNz
′)ϕ
(

z′
)

dz′
)

,

(4.13)

where ci,k,l :=
1
k!

(

l
i

)

k!
(k−l+i)! . Note that

c0,l,l = 1. (4.14)

To compute ∂iN
(∫

RN−1 f
−
k (x′ − xNz

′)ϕ (z′) dz′
)

we distinguish two cases.

Case 1: If 1 ≤ i ≤ m− 1− k, then we use the fact that f−k ∈Wm−1−k,p
loc (RN−1) to see that

∂iN

∫

RN−1

f−k (x′ − xNz
′)ϕ
(

z′
)

dz′ =

∫

RN−1

∂i

∂xiN

(

f−k (x′ − xNz
′)
)

ϕ
(

z′
)

dz′

=
∑

|α|=i

cα

∫

RN−1

∂αfk(x
′ − xNz

′)(z′)αϕ
(

z′
)

dz′ =
∑

|α|=i

∫

RN−1

∂αfk(y
′)ψα

xN
(x′ − y′) dy′,

(4.15)

where ψα(y′) := cα(y
′)αϕ (y′) satisfies

∫

RN−1

ψα(y′) dy′ = 0. (4.16)
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Observe that since l − k ≤ i ≤ m− 1− k, this first case only happens if l ≤ m− 1.
Case 2: If i > m− 1− k, then we write

∂iN

∫

RN−1

f−k (x′ − xNz
′)ϕ
(

z′
)

dz′ = ∂
i−(m−1−k)
N

∫

RN−1

∂m−1−k

∂xm−1−k
N

(

f−k (x′ − xNz
′)
)

ϕ
(

z′
)

dz′

= ∂
i−(m−1−k)
N

∑

|β|=m−1−k

cβ

∫

RN−1

∂βfk(x
′ − xNz

′)(z′)βϕ
(

z′
)

dz′

= ∂
i−(m−1−k)
N

∑

|β|=m−1−k

cβ

∫

RN−1

∂βfk(y
′)

(

x′ − y′

xN

)β

ϕxN

(

x′ − y′
)

dy′

=
∑

|β|=m−1−k

cβ

∫

RN−1

∂βfk(y
′)
∂i−(m−1−k)

∂x
i−(m−1−k)
N

[

(

x′ − y′

xN

)β

ϕxN

(

x′ − y′
)

]

dy′

=
∑

|β|=m−1−k

1

x
i−(m−1−k)
N

∫

RN−1

∂βfk(y
′)ψβ,i

xN
(x′ − y′) dy′,

where the last equality follows from Proposition 2.2, and where

∫

RN−1

ψβ,i(y′) dy′ = 0. (4.17)

By combining the two cases we can write

∂lNu
−(x) =

m−1
∑

k=0

m−1−k
∑

i=max{0,l−k}

ci,k,lx
k−l+i
N

∑

|α|=i

∫

RN−1

∂αfk(y
′)ψα

xN
(x′ − y′) dy′

+ xm−l−1
N

m−1
∑

k=0

∑

|β|=m−1−k

∫

RN−1

∂βfk(y
′)ψβ,k,l

xN
(x′ − y′) dy′,

where ψ0 := ϕ and

ψβ,k,l(y′) :=

l
∑

i=max{0,m−k}

ci,k,lψ
β,i(y′).

Assume now that 1 ≤ l ≤ m−1. Then by (4.16) and (4.17), ψα
xN

∗∂αfk → 0 if α 6= 0 and ψβ,k,l
xN ∗∂βfk → 0

in Lp
loc(R

N−1) as xN → 0+. On the other hand, if α = 0, then xk−l
N → 0 if k > l as xN → 0+. Hence,

the only term in the first term that does not converge to zero is k = l and i = 0. In view of (4.14) and
of the fact that ψ0 := ϕ, we have that Tr(∂lNu

−) = f−l on Γ−.

Step 2 – Derivative estimates: We claim that u− ∈ Ẇm,p(Ω). We begin by estimating ∂mN u
−.

Since Case 1 in Step 1 does not happen when l = m, we can write

∂mN u
−(x) =

m−1
∑

k=0

∑

|β|=m−1−k

∫

RN−1

∂βfk(y
′)

1

xNN
ψβ,k,l

(

x′ − y′

xN

)

dy′.

Due to (4.17), we are in a position to apply Proposition 2.3 to conclude that ∂mN u
− ∈ Lp(Ω), with

∫

Ω
|∂mN u

−(x)|pdx ≤ c

∫

RN−1

∫

B′(0,a)

|∇m−k−1
q f−k (x′ + h′)−∇m−k−1

q f−k (x′)|p

|h′|p+N−2
dh′dx′.
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On the other hand, if 0 ≤ l < m in Step 1, then for every multi-index γ = (γ′, 0) with |γ′| = m− l we
have

∂γ∂lNu
−(x) =

m−1
∑

k=0

m−1−k
∑

i=max{0,l−k}

ci,k,lx
k−l+i
N

∑

|α|=i

∫

RN−1

∂αfk(y
′)
∂γ

∂xγ
(

ψα
xN

(x′ − y′)
)

dy′

+ xm−l−1
N

m−1
∑

k=0

∑

|β|=m−1−k

∫

RN−1

∂βfk(y
′)
∂γ

∂xγ

(

ψβ,k,l
xN

(x′ − y′)
)

dy′.

In the first term for every i < m−k−1 we write γ = si+ti, where |si| = m−k−1−i and |ti| = k−l+i+1,
and integrate by parts m− k − 1− i times to see that

∂γ∂lNu
−(x) =

m−1
∑

k=0

m−1−k
∑

i=max{0,l−k}

ci,k,lx
k−l+i
N

∑

|α|=i

∫

RN−1

∂α+sifk(y
′)
∂ti

∂xti

(

ψα
xN

(x′ − y′)
)

dy′

+ xm−l−1
N

m−1
∑

k=0

∑

|β|=m−1−k

∫

RN−1

∂βfk(y
′)
∂γ

∂xγ

(

ψβ,k,l
xN

(x′ − y′)
)

dy′.

According to Proposition 2.2, we may write

∂γ∂lNu
−(x) =

m−1
∑

k=0

m−1−k
∑

i=max{0,l−k}

ci,k,l
∑

|α|=i

∫

RN−1

∂α+sifk(y
′)

1

xNN
ψα,ti

(

x′ − y′

xN

)

dy′

+
m−1
∑

k=0

∑

|β|=m−1−k

∫

RN−1

∂αfk(y
′)

1

xNN
ψβ,γ

(

x′ − y′

xN

)

dy′,

where
∫

RN−1 ψ
α,ti(y′) dy′ =

∫

RN−1 ψ
β,γ(y′) dy′ = 0. Hence, Proposition 2.3 tells us that ∂γ∂lNu

− ∈ Lp(Ω)
with

∫

Ω
|∂γ∂lNu

−(x)|pdx ≤ c

∫

RN−1

∫

B′(0,a)

|∇m−k−1
q f−k (x′ + h′)−∇m−k−1

q f−k (x′)|p

|h′|p+N−2
dh′dx′.

Thus u− ∈ Ẇm,p(Ω), as claimed.
Step 3 – Defining u+ and u: Reasoning as in Steps 1 and 2, we can show that the function

u+ : Ω → R defined by

u+(x) :=
m−1
∑

k=0

(b− xN )k

k!

∫

RN−1

f+k (y′)ϕb−xN

(

x′ − y′
)

dy′

belongs to Ẇm,p(Ω), obeys the estimate

∫

Ω
|∇mu+(x)|pdx ≤ c

m−1
∑

k=0

∫

RN−1

∫

B′(0,a)

|∇m−k−1
q f+k (x′ + h′)−∇m−k−1

q f+k (x′)|p

|h′|p+N−2
dh′dx′,

and satisfies Tr(u+) = f+0 on Γ+ and Tr(∂lNu
+) = f+l on Γ+ for 1 ≤ l ≤ m− 1.

Now let θ ∈ C∞([0, b]) be such that θ = 1 in a neighborhood of 0 and θ = 0 in a neighborhood of b.
We then define u : Ω → R via

u(x) := θ(xN )u−(x) + (1− θ(xN ))u+(x).

For every 1 ≤ l ≤ m we have that

∂lNu(x) = θ(xN )∂lNu
−(x) + (1− θ(xN ))∂lNu

+(x)

+
l
∑

i=0

(

l

i

)

θ(l−i)(xN )(∂iNu
−(x)− ∂iNu

+(x)).
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If 0 ≤ l < m, then for every multi-index γ = (γ′, 0) with |γ′| = m− l we have

∂γ∂lNu(x) = θ(xN )∂γ∂lNu
−(x) + (1− θ(xN ))∂γ∂lNu

+(x)

+
l
∑

i=0

(

l

i

)

θ(l−i)(xN )(∂γ∂iNu
−(x)− ∂γ∂iNu

+(x))

if l ≥ 1, and

∂γu(x) = θ(xN )∂γu−(x) + (1− θ(xN ))∂γu+(x)

if l = 0. Since u± ∈ Ẇm,p(Ω), to prove that u ∈ Ẇm,p(Ω) it suffices to estimate the lower order terms

θ(l−i)∂γ∂iN (u− − u+).
By Taylor’s formula applied to ∂iNu

−(x′, ·) and ∂iNu
+(x′, ·), respectively, we may write

∂iNu
−(x) =

l−1
∑

k=i

1

(k − i)!
f−k (x′)xk−i

N +
1

(l − i+ 1)!

∫ xN

0
∂lNu

−(x′, s) (xN − s)l−i+1 ds

and

∂iNu
+(x) =

l−1
∑

k=i

(−1)k−i

(k − i)!
f+k (x′)(b− xN )k−i −

1

(l − i+ 1)!

∫ b

xN

∂lNu
+(x′, s) (xN − s)l−i+1 ds,

where we have used the fact that Tr(u±) = f±0 and Tr(∂kNu
±) = f±k on Γ±. Since f±k ∈Wm−1−k,p

loc (RN−1)
and γ = (γ′, 0) with |γ′| = m− l ≤ m−1−k for k ≤ l−1, we can apply ∂γ to both sides of the previous
two identities to see that

∂γ∂iNu
−(x) =

l−1
∑

k=i

1

(k − i)!
∂γf−k (x′)xk−i

N +
1

(l − i+ 1)!

∫ xN

0
∂γ∂lNu

−(x′, s) (xN − s)l−i+1 ds

and

∂γ∂iNu
+(x) =

l−1
∑

k=i

(−1)k−i

(k − i)!
∂γf+k (x′)(b− xN )k−i −

1

(l − i+ 1)!

∫ b

xN

∂γ∂lNu
+(x′, s) (xN − s)l−i+1 ds.

Hence,

∂γ∂iN (u+(x)− u−(x)) =
l−1
∑

k=i

1

(k − i)!
[(−1)k−i∂γf+k (x′)(b− xN )k−i − ∂γf−k (x′)xk−i

N ]

−
1

(l − i+ 1)!

∫ b

xN

∂γ∂lNu
+(x′, s) (xN − s)l−i+1 ds

−
1

(l − i+ 1)!

∫ xN

0
∂γ∂lNu

−(x′, s) (xN − s)l−i+1 ds.

Now define

Pi,l,γ(x) :=

l−1
∑

k=i

1

(k − i)!
[(−1)k−i∂γf+k (x′)(b− xN )k−i − ∂γf−k (x′)xk−i

N ]

and

Qj,l,γ(x
′) :=

l−1−j
∑

k=0

(−1)k

k!
(∂γf±k+j(x

′) + (−1)k+1∂γf±k+j(x
′))

(

b

2

)k

and note that (4.12) guarantees that Qj,l,γ ∈ Lp(RN−1). Using the facts that for j = 1, . . . , l − 1, with
j ≤ k − i,

∂jN ((b− xN )k−i) = (−1)j
(k − i)!

(k − i− j)!
(b− xN )k−i−j , ∂jN (xN

k−i) =
(k − i)!

(k − i− j)!
xk−i−j
N ,
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we have that

∂jNPi,l,γ

(

x′,
b

2

)

=

l−1
∑

k=j+i

1

(k − i− j)!
[(−1)k−i−j∂γf+k (x′)− ∂γf−k (x′)]

(

b

2

)k−i−j

=

l−1−j−i
∑

n=0

1

n!
[(−1)n∂γf+n+j+i(x

′)− ∂γf−n+j+i(x
′)]

(

b

2

)n

= Qj+i,l,γ(x
′).

Also Pi,l,γ

(

x′, b2
)

= Qi,l,γ(x
′). Hence, if we fix x′ ∈ RN−1 and apply Taylor’s formula centered at b

2 to
the function Pi,l,γ(x

′, ·), we get

Pi,l,γ(x) =

k−1
∑

j=0

∂jNPi,l,γ

(

x′,
b

2

)(

xN −
b

2

)j

=
k−1
∑

j=0

Qj+i,l,γ(x
′)

(

xN −
b

2

)j

.

In turn, Hölder’s inequality and the fact that |θ(l−i)(xN )| ≤ cb−(l−i) imply that

|θ(l−1)(xN )∂γ∂iN (u+(x)− u−(x))|p ≤ c

k−1
∑

j=0

b(j−l+i)p|Qj+i,l,γ(x
′)|p

+ cb−1

∫ b

xN

|∂γ∂lNu
+(x′, s)|pds+ cb−1

∫ xN

0
|∂γ∂lNu

−(x′, s)|pds.

Integrating over Ω and using Tonelli’s theorem then shows that

∫

Ω
|θ(l−1)(xN )∂γ∂iN (u+(x)− u−(x))|pdx ≤ c

k−1
∑

j=0

b(j−l+i)p+1

∫

RN−1

|Qj+i,l,γ(x
′)|pdx′

+ c

∫

Ω
|∇mu+(x)|pdx+ c

∫

Ω
|∇mu−(x)|pdx.

This completes the proof.
�

5. Traces in general strip-like domains

In this section we consider the case in which Ω is as in (1.1). We define

Γ± :=
{

x ∈ RN |xN = η±(x′)
}

.

5.1. The case m = 1, p > 1. We begin with the case m = 1 and p > 1. First we prove the trace
estimate, the analog of Theorem 1.2.

Theorem 5.1. Let Ω be as in (1.1), where η± : RN−1 → R are Lipschitz continuous functions such
that η− < η+. Set L := |η−|0,1 + |η+|0,1, and let 1 < p <∞. There exists a unique linear operator

Tr : Ẇ 1,p(Ω) → Lp
loc(∂Ω)

such that the following hold.

(1) Tr(u) = u on ∂Ω for all u ∈ Ẇ 1,p(Ω) ∩ C0(Ω)
(2) There exists a constant c = c(N, p) > 0 such that

∫

RN−1

|Tr(u)(x′, η+(x′))− Tr(u)(x′, η−(x′))|p

(η+(x′)− η−(x′))p−1
dx′ ≤ c

∫

Ω
|∂Nu(x)|

pdx, (5.1)

|Tr(u)(·, η±(·))|
W̃

1−1/p,p

((η+−η−)/(2L))
(RN−1)

≤ (1 + L)pc

∫

Ω
|∇u(x)|pdx (5.2)

for all u ∈ Ẇ 1,p(Ω).
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(3) The integration by parts formula
∫

Ω
u∂iψ dx = −

∫

Ω
ψ∂iu dx+

∫

∂Ω
ψTr(u)νi dH

N−1

holds for all u ∈ Ẇ 1,p(Ω), all ψ ∈ C1
c (R

N ), and all i = 1, . . . , N .

Proof. We will only prove the second item. The proof of the first and third follow as in the proof of
Theorem 1.2. We divide the proof into steps.

Step 1 – Special case of (5.1): Suppose for now that η− = 0 and η := η+ and consider u ∈ Ẇ 1,p(Ω).
By Theorem 3.1 and the fundamental theorem of calculus, for LN−1 a.e. x′ ∈ RN−1 we have that

u(x′, η(x′))− u(x′, 0) =

∫ η(x′)

0
∂Nu(x

′, xN ) dxN .

It then follows from Hölder’s inequality that

|u(x′, η(x′))− u(x′, 0)|p ≤ (η(x′))p−1

∫ η(x′)

0
|∂Nu(x

′, xN )|pdxN .

By integrating in x′ over RN−1 and using Tonelli’s theorem, we then see that
∫

RN−1

|u(x′, η(x′))− u(x′, 0)|p

(η(x′))p−1
dx′ ≤

∫

UR

|∂Nu(x)|
pdx.

Hence,
∫

RN−1

|Tr(u)(x′, η(x′))− Tr(u)(x′, 0)|p

(η(x′))p−1
dx′ ≤

∫

Ω
|∂Nu(x)|

pdx,

which proves (5.1) in the special case in which η− = 0.

Step 2 – Special case of (5.2) : Again suppose η− = 0 and η = η+. Let u ∈ Ẇ 1,p(Ω). We may
suppose, without loss of generality, that L := |η|0,1 ≥ 1. Let R > 0 and MR ≥ 2R+max

B′(0,R)
η.

For x′ ∈ B′(0, R) we make two observations, both of which use the fact that L ≥ 1. First,
B′(x′, η(x′)/2L) ⊂ B′(0,MR/2). Second, if h′ ∈ B′(0, η(x′)/2L) and 0 < xN < η(x′)/(2L), then by
the Lipschitz continuity of η,

η(x′ + h′) ≥ η(x′)− L|h′| > 1
2η(x

′) > xN .

With these observations in hand, we may use Theorem 3.1 and the fundamental theorem of calculus for
LN−1 a.e. x′ ∈ B′(0, R), h′ ∈ B′(0, η(x′)/2L) and 0 < xN < |h′| < η(x′)/(2L) to see that

u(x′ + h′, 0)− u(x′, 0) = u(x′ + h′, xN )− u(x′, xN )−

∫ xN

0
∂Nu(x

′ + h′, s) ds−

∫ xN

0
∂Nu(x

′, s) ds

=

∫ 1

0
∇qu(x

′ + sh′, xN ) · h′ds−

∫ xN

0
∂Nu(x

′ + h′, s) ds−

∫ xN

0
∂Nu(x

′, s) ds.

In turn, we may estimate

|u(x′ + h′, 0)− u(x′, 0)| ≤ |h′|

∫ 1

0
|∇u(x′ + sh′, xN )|ds+

∫ |h′|

0
|∇u(x′ + h′, s)| ds+

∫ |h′|

0
|∇u(x′, s)| ds.

By averaging both sides in xN over the interval (0, |h′|) and raising to the power p we then find that

|u(x′ + h′, 0)− u(x′, 0)|p ≤ 3p−1

(

∫ |h′|

0

∫ 1

0
|∇u(x′ + sh′, xN )| dsdxN

)p

+ 3p−1

(

∫ |h′|

0
|∇u(x′ + h′, s)| ds

)p

+ 3p−1

(

∫ |h′|

0
|∇u(x′, s)| ds

)p

.
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We now divide both sides by |h′|p+N−2, integrate in h′ over B′(0, η(x′)/2L) and in x′ over B′(0, R), and
use Tonelli’s theorem to arrive at the estimate

∫

B′(0,R)

∫

B′(0,η(x′)/2L)

|u(x′ + h′, 0)− u(x′, 0)|p

|h′|p+N−2
dh′dx′

≤ 3p−1

∫

B′(0,R)

∫

B′(0,η(x′)/2L)

1

|h′|p+N−2

(

∫ 1

0

∫ |h′|

0
|∇u(x′ + sh′, xN )| dxNds

)p

dh′dx′

+ 3p−1

∫

B′(0,R)

∫

B′(0,η(x′)/2L)

1

|h′|p+N−2

(

∫ |h′|

0
|∇u(x′ + h′, s)| ds

)p

dh′dx′

+ 3p−1

∫

B′(0,R)

∫

B′(0,η(x′)/2L)

1

|h′|p+N−2

(

∫ |h′|

0
|∇u(x′, s)| ds

)p

dh′dx′

=: 3p−1I + 3p−1II + 3p−1III.

By Hölder’s inequality,

∫ 1

0

∫ |h′|

0
|∇u(x′ + sh′, xN )| dxNds ≤

(

∫ 1

0

(

∫ |h′|

0
|∇u(x′ + sh′, xN )| dxN

)p

ds

)1/p

.

In turn, by Tonelli’s theorem and using spherical coordinates h′ = rσ′, where r > 0 and σ′ ∈ SN−2, and
the change of variables y′ = x′ + srσ′, we may estimate the first term by

I ≤

∫ 1

0

∫

SN−2

∫

B′(0,R)

∫ η(x′)/2L

0

1

rp

(
∫ r

0
|∇u(x′ + srσ′, xN )| dxN

)p

drdx′dHN−2(σ′)ds

=

∫ 1

0

∫

SN−2

∫ ∞

0

∫

B′(0,R)
χ(0,η(x′)/2L)(r)

1

rp

(
∫ r

0
|∇u(x′ + srσ′, xN )| dxN

)p

dx′drdHN−2(σ′)ds

≤ βN−1

∫ ∞

0

∫

B′(0,MR)
χ(0,η(y′))(r)

1

rp

(
∫ r

0
|∇u(y′, xN )| dxN

)p

dy′dr

= βN−1

∫

B′(0,MR)

∫ η(y′)

0

1

rp

(
∫ r

0
|∇u(y′, xN )| dxN

)p

drdy′,

where here we used the facts that η(x′)/2L < η(x′ + sh′) for x′ ∈ B′(0, R) and |h′| ≤ η(x′)/2L and that
|x′ + srσ′| < R + r ≤ R + η(x′)/2L ≤ MR. Applying Hardy’s inequality (see, for instance, Theorem
C.41 in [23]) to the right-hand side and using Tonelli’s theorem yields the bound

I ≤
βN−1p

p

(p− 1)p

∫

B′(0,MR)

∫ η(y′)

0
|∇u(y′, xN )|pdxNdy

′ ≤
βN−1p

p

(p− 1)p

∫

Ω
|∇u(y)|pdy.

Similarly,

II =

∫

SN−2

∫

B′(0,R)

∫ η(x′)/2L

0

1

rp

(
∫ r

0
|∇u(x′ + rσ′, s)| ds

)p

drdx′dHN−2(σ′)

=

∫

SN−2

∫ ∞

0

∫

B′(0,R)
χ(0,η(x′)/2L)(r)

1

rp

(
∫ r

0
|∇u(x′ + rσ′, s)| ds

)p

dx′drdHN−2(σ′)

≤ βN−1

∫ ∞

0

∫

B′(0,MR)
χ(0,η(y′))(r)

1

rp

(
∫ r

0
|∇u(y′, s)| ds

)p

dx′dr

= βN−1

∫

B′(0,MR)

∫ η(y′)

0

1

rp

(
∫ r

0
|∇u(y′, s)| ds

)p

drdx′.
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Again by Hardy’s inequality and Tonelli’s theorem, we get

II ≤
βN−1p

p

(p− 1)p

∫

Ω
|∇u(y)|pdy.

The term III is even simpler and can be bounded from above by the same expression. Hence, we arrive
at the bound

∫

B′(0,R)

∫

B′(0,η(x′)/2L)

|u(x′ + h′, 0)− u(x′, 0)|p

|h′|p+N−2
dh′dx′ ≤ 3p

βN−1p
p

(p− 1)p

∫

Ω
|∇u(y)|pdy.

Letting R→ ∞ and using the Lebesgue monotone convergence theorem gives (5.2) in this special case.
Step 3 – General case: Assume now that Ω is as in (1.1) and let

U =
{

y ∈ RN | 0 < yN < η+(y′)− η−(y′)
}

.

Consider the Lipschitz transformation Φ : Ω → U given by

Φ(x) = (x′, xN − η−(x′)).

The function Φ is invertible with Lipschitz inverse Φ−1 : U → Ω given by

Φ−1(y) = (y′, yN + η−(y′)).

Moreover, det JΦ−1(y) = 1 at each point y ∈ U where Φ−1 is differentiable. Given u ∈ Ẇ 1,p(Ω), we
define w : U → R via

w(y) = u(Φ−1(y)) = u(y′, yN + η−(y′)).

Then we compute

∂w

∂yi
(y) =

∂u

∂xi
(y′, yN + η−(y′)) +

∂u

∂xN
(y′, yN + η−(y′))

∂η−

∂yi
(y′) for i = 1, . . . , N − 1 and

∂w

∂yN
(y) =

∂u

∂xN
(y′, yN + η−(y′)),

which shows that w ∈ Ẇ 1,p(U). Hence, by Step 1,
∫

RN−1

|Tr(u)(x′, η+(x′))− Tr(u)(x′, η−(x′))|p

(η+(x′)− η−(x′))p−1
dx′

=

∫

RN−1

|Tr(w)(x′, η+(x′)− η−(x′))− Tr(w)(x′, 0)|p

(η+(x′)− η−(x′))p−1
dx′

≤

∫

U
|∂Nw(y)|

pdy =

∫

U
|∂Nu(Φ

−1(y))|pdy =

∫

Ω
|∂Nu(x)|

pdx,

where we used the fact that det JΦ−1(y) = 1. This proves (5.1) in the general case.
Similarly, Step 2 shows that

∫

RN−1

∫

B′(0,(η+(x′)−η−(x′))/(2L))

|Tr(u)(x′ + h′, η−(x′ + h))− Tr(u)(x′, η−(x′))|p

|h′|p+N−2
dh′dx′

=

∫

RN−1

∫

B′(0,(η+(x′)−η−(x′))/(2L))

|Tr(w)(x′ + h′, 0)− Tr(w)(x′, 0)|p

|h′|p+N−2
dh′dx′

≤ 3p
βN−1p

p

(p− 1)p

∫

U
|∇w(y)|pdy ≤ (1 + L)p(2N)1/2

βN−1(3p)
p

(p− 1)p

∫

Ω
|∇u(x)|pdx.

This proves (5.2) in the general case for the lower trace. The analogous estimate for Tr(u)(·, η+(·)) can
be obtained by flattening the top and arguing similarly. We omit the details for the sake of brevity. �

Remark 5.2. When η+−η− is either unbounded or vanishes at infinity, we do not know if the identity
(1.8) holds.
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Remark 5.3. In Step 1 we could have written instead

v(x′ + h′, 0)− v(x′, 0) = v(x′ + h′, 0)− v(x′, |h′|) + v(x′, |h′|)− v(x′, 0)

=

∫ 1

0
∇v((x′, |h′|) + s(h′,−|h′|)) · (h′,−|h′|) ds+

∫ |h′|

0
∂Nv(x

′ + h′, s) ds.

This would have lead to the better estimate
∫

RN−1

∫

B′(0,η(x′)/L)

|Tr(u)(x′ + h′, 0)− Tr(u)(x′, 0)|p

|h′|p+N−2
dh′dx′ ≤ c(N, p)

∫

Ω
|∇u(x)|pdx.

However, the proof in Step 1 is simpler to extend to higher order Sobolev spaces.

Next we prove the corresponding lifting result, which is the analog of Theorem 1.4.

Theorem 5.4. Let Ω be as in (1.1), where η± : RN−1 → R are Lipschitz continuous functions, with
η− < η+ and L := |η−|0,1 + |η+|0,1. Let 0 < a < 1 and 1 < p < ∞. Suppose that f± ∈ Lp

loc(R
N−1)

satisfy
∫

RN−1

|f+(x′)− f−(x′)|p

(η+(x′)− η−(x′))p−1
dx′ <∞ (5.3)

and

|f−|
W̃

1−1/p,p

(a(η+−η−))
(RN−1)

<∞, |f+|
W̃

1−1/p,p

(a(η+−η−))
(RN−1)

<∞. (5.4)

Then there exists u ∈ Ẇ 1,p(Ω) such that Tr(u)(x′, η±(x′)) = f±(x′) for x′ ∈ RN−1, and
∫

Ω
|∇u(x)|pdx ≤ c(1 + L)p

∫

RN−1

|f+(x′)− f−(x′)|p

(η+(x′)− η−(x′))p−1
dx′

+ c(1 + L)p|f−|p
W̃

1−1/p,p

(a(η+−η−))
(RN−1)

+ c(1 + L)p|f+|p
W̃

1−1/p,p

(a(η+−η−))
(RN−1)

for some constant c = c(a,N, p) > 0. Moreover, the map (f−, f+) 7→ u is linear.

Proof. We divide the proof into steps.
Step 1 – The case η− = 0: Assume first that η− = 0 and η := η+ > 0. Given 0 < b ≤ a, let

ϕ ∈ C∞
c (RN−1) be a nonnegative function such that

∫

RN−1 ϕ(y
′) dy′ = 1 and suppϕ ⊆ B′(0, b). Define

u− : Ω → R via

u−(x) := (ϕxN ∗ f−)(x′) =
1

xN−1
N

∫

RN−1

f−(y′)ϕ

(

x′ − y′

xN

)

dy′.

As in the proof of Theorem 1.4, for every i = 1, . . . , N , we have that

|∂iu
−(x)|p ≤

c

xN+p−1
N

∫

B′(x′,xN b)
|f−(y′)− f−(x′)|pdy′.

Integrating both sides over Ω and using Tonelli’s theorem shows that
∫

Ω
|∂iu

−(x)|pdx ≤ c

∫

RN−1

∫ η(x′)

0

1

xN+p−1
N

∫

B′(x′,xN b)
|f−(y′)− f−(x′)|pdy′dxNdx

′

= c

∫

RN−1

∫

B′(x′,bη(x′))
|f−(y′)− f−(x′)|p

∫ η(x′)

b−1|x′−y′|

1

xN+p−1
N

dxNdy
′dx′

≤ c

∫

RN−1

∫

B′(x′,bη(x′))

|f−(y′)− f−(x′)|p

|x′ − y′|N+p−2
dy′dx′.

This shows that u− ∈ Ẇ 1,p(Ω). Moreover, since by standard properties of mollifiers ϕxN ∗ f− → f− in
Lp
loc(R

N−1) as xN → 0+, we have that Tr(u−)(x′, 0) = f−(x′) for x′ ∈ RN−1.
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Step 2 – The general case Assume now that Ω is as in (1.1) and let U and Φ be as in Step 2
of the proof of Theorem 5.1. Let v− ∈ W 1,p(U) be the function constructed in the previous step with
Tr(v−)(y′, 0) = f−(y′) for y′ ∈ RN−1. Set u− : Ω → R via

u−(x) := v−(Φ(x)) = v−(x′, xN − η−(x′)).

Then Tr(u−)(x′, η−(x′)) = Tr(v−)(x′, 0) = f−(x′) for x′ ∈ RN−1, and

∂u−

∂xi
(x) =

∂v−

∂yi
(x′, xN − η−(x′))−

∂v−

∂yN
(x′, xN − η−(x′))

∂η−

∂xi
(x′) for i = 1, . . . , N − 1, and

∂u−

∂xN
(x) =

∂v−

∂yN
(x′, xN − η−(x′)).

Then Step 1 allows us to bound
∫

Ω
|∂iu

−(x)|pdx ≤ c(1 + L)p
∫

Ω
|∇yv

−(Φ(x))|pdx = c(1 + L)p
∫

U
|∇yv

−(y)|pdy

≤ c(1 + L)p
∫

RN−1

∫

B′(x′,(η+(x′)−η−(x′))b)

|f−(y′)− f−(x′)|p

|x′ − y′|N+p−2
dy′dx′,

and
∫

Ω
|∂Nu

−(x)|pdx =

∫

Ω
|∂Nv

−(Φ(x))|pdx =

∫

U
|∂Nv

−(y)|pdy

≤ c

∫

RN−1

∫

B′(x′,(η+(x′)−η−(x′))b)

|f−(y′)− f−(x′)|p

|x′ − y′|N+p−2
dy′dx′,

which in particular means that u− ∈ Ẇ 1,p(Ω).

Arguing similarly, we can construct a function u+ ∈ Ẇ 1,p(Ω) such that Tru+(x′, η+(x′)) = f+(x′)
for x′ ∈ RN−1 and which obeys the estimates

∫

Ω
|∂iu

+(x)|pdx ≤ c(1 + L)p
∫

RN−1

∫

B′(x′,(η+(x′)−η−(x′))b)

|f+(y′)− f+(x′)|p

|x′ − y′|N+p−2
dy′dx′

and
∫

Ω
|∂Nu

+(x)|pdx ≤ c

∫

RN−1

∫

B′(x′,(η+(x′)−η−(x′))b)

|f+(y′)− f+(x′)|p

|x′ − y′|N+p−2
dy′dx′.

Consider now a function ϑ ∈ C∞([0, 1]) such that ϑ = 1 in [0, δ] and ϑ = 0 in [1 − δ, 1], and define
θ : Ω → R via

θ(x) = ϑ

(

xN − η−(x′)

η+(x′)− η−(x′)

)

.

We then define the function u : Ω → R via

u(x) = θ(x)u−(x) + (1− θ(x))u+(x).

Then for i = 1, . . . , N ,

∂iu(x) = ∂iθ(x)(u
−(x)− u+(x)) + θ(x)∂iu

−(x) + (1− θ(x))∂iu
+(x).

From this and the fact that u± ∈ Ẇ 1,p(Ω) we see that in order to prove that u ∈ Ẇ 1,p(Ω) we must only
prove that ∂iθ(u

− − u+) ∈ Lp(Ω).
For i = 1, . . . , N − 1, we compute

∂iθ(x) = ϑ′
(

xN − η−(x′)

η+(x′)− η−(x′)

)[

−∂iη
−(x′)

η+(x′)− η−(x′)
−

(xN − η−(x′))(∂iη
+(x′)− ∂iη

−(x′))

(η+(x′)− η−(x′))2

]

,

while for i = N we compute

∂Nθ(x) = ϑ′
(

xN − η−(x′)

η+(x′)− η−(x′)

)

1

η+(x′)− η−(x′)
.
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Hence, for x ∈ Ω,

|∇θ(x)| ≤
c(1 + L)

η+(x′)− η−(x′)

for some constant c = c(N, δ) > 0. By the fundamental theorem of calculus, which can be applied
thanks to Theorem 3.1, we have that

u−(x) = f−(x′) +

∫ xN

η−(x′)
∂Nu

−(x′, s) ds

and

u+(x) = f+(x′)−

∫ η+(x′)

xN

∂Nu
+(x′, s) ds.

Hence,

|u+(x)− u−(x)| ≤ |f+(x′)− f−(x′)|+

∫ η+(x′)

η−(x′)
|∂Nu

−(x′, s)| ds+

∫ η+(x′)

η−(x′)
|∂Nu

+(x′, s)| ds.

In turn, we may use Hölder’s inequality to bound

|u+(x)− u−(x)|p ≤ c|f+(x′)− f−(x′)|p

+ c(η+(x′)− η−(x′))p−1

∫ η+(x′)

η−(x′)
(|∂Nu

−(x′, s)|p + |∂Nu
+(x′, s)|p) ds,

and it follows that

|∂iθ(x)(u
+(x)− u−(x))|p ≤ c(1 + L)p

|(u+(x)− u−(x))|p

(η+(x′)− η−(x′))p

≤ c(1 + L)p
|f+(x′)− f−(x′)|p

(η+(x′)− η−(x′))p
+

c(1 + L)p

η+(x′)− η−(x′)

∫ η+(x′)

η−(x′)
(|∂Nu

−(x′, s)|p + |∂Nu
+(x′, s)|p) ds.

Integrating both sides over Ω and using Tonelli’s theorem gives
∫

Ω
|∂iθ(x)(u

+(x)− u−(x))|pdx ≤ c(1 + L)p
∫

RN−1

|f+(x′)− f−(x′)|p

(η+(x′)− η−(x′))p−1
dx′

+ c(1 + L)p
∫

Ω
(|∂Nu

−(x)|p + |∂Nu
+(x)|p) dx.

Thus u ∈ Ẇ 1,p(Ω), and the desired estimate follows readily from this and the above analysis.
�

5.2. The case m ≥ 2, p > 1. Finally, in this subsection we consider the case m ≥ 2 and p > 1. For
1 ≤ n ≤ m− 1, we define

Tr
(∂nu

∂νn

)

:=
∑

|α|=n

1

α!
Tr(∂αu)να.

We will study the linear mapping

u ∈Wm,p(Ω) 7→ Trm(u) :=
(

Tr(u),Tr
(∂u

∂ν

)

, · · · ,Tr
(∂m−1u

∂νm−1

))

. (5.5)

We begin with the case m = 2.

Theorem 5.5. Let Ω be as in (1.1), where η± : RN−1 → R are Lipschitz continuous functions, with
η− < η+ and L := |η−|0,1 + |η+|0,1. Let 1 < p < ∞. Then there exists a constant c = c(N, p) > 0 such

that for every u ∈ Ẇ 2,p (Ω) we have the estimates

N
∑

i=1

∫

RN−1

|Tr(∂iu)(x
′, η+(x′))− Tr(∂iu)(x

′, η−(x′))|p

(η+(x′)− η−(x′))p−1
dx ≤ c

∫

Ω
|∇2u(x)|pdx,
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∫

RN−1

∣

∣

∣

∣

1
∑

k=0

(

Tr(∂kNu)(x
′, η+(x′)) + (−1)k+1Tr(∂kNu)(x

′, η−(x′))
)

(

η+(x′)−η−(x′)
2

)k
∣

∣

∣

∣

p

(η+(x′)− η−(x′))2p−1
dx′

≤ c

∫

Ω
|∇2u(x)|pdx,

and

N
∑

i=1

∫

RN−1

∫

B′(0,(η+(x′)−η−(x′))/(2L))

|Tr(∂iu)(x
′ + h′, η±(x′ + h))− Tr(∂iu)(x

′, η±(x′))|p

|h′|p+N−2
dh′dx′

≤ (1 + L)pc

∫

Ω
|∇2u(x)|pdx.

Proof. Since ∂iu ∈ Ẇ 1,p (Ω), the first and third inequalities follow by applying Theorem 5.1 to ∂iu. It
remains to prove the second inequality.

For LN−1 a.e. x′ ∈ RN−1 Theorem 3.1 allows us to use the identity (2.10) applied to the function
u(x′, ·+ η−(x′)) with b = η+(x′)− η−(x′) in order to compute

u(x′, η+(x′))− u(x′, η−(x′))− (∂Nu(x
′, η+(x′)) + ∂Nu(x

′, η−(x′)))
η+(x′)− η−(x′)

2

=

∫ η+(x′)−η−(x′)

0
∂2Nu(x

′, t+ η−(x′))

(

η+(x′)− η−(x′)

2
− t

)

dt.

From this we estimate
∣

∣

∣

∣

u(x′, η+(x′))− u(x′, η−(x′))− (∂Nu(x
′, η+(x′)) + ∂Nu(x

′, η−(x′)))
η+(x′)− η−(x′)

2

∣

∣

∣

∣

≤
η+(x′)− η−(x′)

2

∫ η+(x′)−η−(x′)

0
|∂2Nu(x

′, t+ η−(x′))| dt =
η+(x′)− η−(x′)

2

∫ η+(x′)

η−(x′)
|∂2Nu(x

′, s)| ds.

where in the second equality we have made the change of variables s = t + η−(x′). We then apply
Hölder’s inequality to see that

∣

∣

∣

∣

u(x′, η+(x′))− u(x′, η−(x′))− (∂Nu(x
′, η+(x′)) + ∂Nu(x

′, η−(x′)))
η+(x′)− η−(x′)

2

∣

∣

∣

∣

p

≤
(η+(x′)− η−(x′))2p−1

2

∫ η+(x′)

η−(x′)
|∂2Nu(x

′, s)|pds.

We then divide by (η+(x′)− η−(x′))2p−1, integrate over x′ ∈ RN−1, and use Tonelli’s theorem to arrive
at the bound

∫

RN−1

∣

∣

∣
u(x′, η+(x′))− u(x′, η−(x′))− (∂Nu(x

′, η+(x′)) + ∂Nu(x
′, η−(x′)))η

+(x′)−η−(x′)
2

∣

∣

∣

p

(η+(x′)− η−(x′))2p−1
dx′

≤

∫

UR

|∂2Nu(x)|
pdx,

which is the desired second estimate. �

Remark 5.6. We have not been able to prove the extension of Theorem 1.10 for domains of the form
(1.1), even assuming that η± are more regular. If we follow the strategy of our proof of Theorem 5.4
and consider first the case in which η− = 0 and η = η+, then the desired function v− has the form (see
the proof of Theorem 1.10)

v−(x) :=

∫

RN−1

[f−0 (y′) + f−1 (y′)xN ]ϕxN

(

x′ − y′
)

dy′.
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However, to return to the general case (1.1) one should define u− : Ω → R via

u−(x) := v−(x′, xN − η−(x′)).

Then for i, j = 1, . . . , N − 1,

∂2u−

∂xj∂xi
(x) =

∂2v−

∂yj∂yi
(x′, xN − η−(x′))−

∂2v−

∂yN∂yi
(x′, xN − η−(x′))

∂η−

∂xj
(x′)

−
∂2v−

∂yj∂yN
(x′, xN + η−(x′))

∂η−

∂xi
(x′) +

∂2v−

∂y2N
(x′, xN − η−(x′))

∂η−

∂xi
(x′)

∂η−

∂xj
(x′)

−
∂v−

∂yN
(x′, xN − η−(x′))

∂2η−

∂xj∂xi
(x′),

while

∂2u−

∂xj∂xN
(x) =

∂2v−

∂yj∂yN
(x′, xN − η−(x′))−

∂2v−

∂y2N
(x′, xN − η−(x′))

∂η−

∂xj
(x′),

∂2u−

∂x2N
(x) =

∂2v−

∂y2N
(x′, xN − η−(x′)).

These computations show that all the second derivatives of v− are in Lp, but unfortunately ∂v−

∂yN
is not in

general, so it is unclear if u− ∈ Ẇ 2,p(Ω). Other types of lifting arguments (see, for instance, Proposition
7.3 in [25]) seem to present the same pathology.

Next we present the trace estimate in the general case m ≥ 2.

Theorem 5.7. Let Ω be as in (1.1), where η± : RN−1 → R are Lipschitz continuous functions, with
η− < η+ and L := |η+|0,1+ |η−|0,1. Let m ∈ N with m ≥ 2 and 1 < p <∞. Then there exists a constant

c = c(m,N, p) > 0 such that for every u ∈ Ẇm,p (Ω) and for every i, l ∈ N0 with 0 ≤ i+ l ≤ m− 1,

∫

RN−1

∣

∣

∣

∣

m−l−i−1
∑

k=0

(−1)k

k! (∇i
qTr(∂

k+l
N u)(x′, η+(x′)) + (−1)k+1∇i

qTr(∂
k+l
N u)(x′, η−(x′)))

(

η+(x′)−η−(x′)
2

)k
∣

∣

∣

∣

p

(η+(x′)− η−(x′))(m−i−l)p−1
dx′

≤ c

∫

Ω
|∇mu(x)|pdx,

∫

RN−1

∫

B′(0,(η+(x′)−η−(x′))/(2L))

|Tr(∇m−1u)(x′ + h′, η±(x′ + h′))− Tr(∇m−1u)(x′, η±(x′))|p

|h′|p+N−2
dh′dx′

≤ (1 + L)pc

∫

Ω
|∇mu(x)|pdx.

Proof. The proof is very similar to the that of Theorem 5.5, using (2.9) instead of (2.10). We omit the
details for the sake of brevity. �

6. Applications

In this section we present some applications of the previous results to quasilinear elliptic PDEs in
domains Ω of the form (1.1) or (1.3).

6.1. Lagrangians. We record here some properties of Lagrangians that will be used to define our
quasilinear PDEs. We begin with a notion of admissibility.

Definition 6.1. Let Ω ⊆ RN be open and 1 < p < ∞. We say that a function G : Ω × RN → R is a
p−admissible Lagrangian if the following conditions are satisfied.

(1) For each ξ ∈ RN the function G(·, ξ) is measurable on Ω, and for almost every x ∈ Ω the
function G(x, ·) is continuously differentiable on RN .

(2) For almost every x ∈ Ω the function G(x, ·) is convex on RN .



HOMOGENEOUS TRACES 55

(3) There exists a constant A− ∈ (0,∞) and a function ψ− ∈ L1(Ω) such that

A−|ξ|
p − ψ−(x) ≤ G(x, ξ) for almost every x ∈ Ω and every ξ ∈ RN .

(4) There exists a constant A+ ∈ (0,∞) and a function ψ+ ∈ Lp′(Ω) such that

|∇ξG(x, ξ)| ≤ ψ+(x) +A+|ξ|
p−1 for almost every x ∈ Ω and every ξ ∈ RN .

(5) G(·, 0) ∈ L1(Ω).

The next lemma records an upper bound that follows from the assumptions in Definition 6.1.

Lemma 6.2. Let Ω ⊆ RN be open and 1 < p < ∞. If G : Ω× RN → R is a p−admissible Lagrangian
in the sense of Definition 6.1, then

|G(x, ξ)| ≤ |G(x, 0)|+
|ψ+(x)|

p′

p′
+

(1 +A+)

p
|ξ|p

for almost every x ∈ Ω and each ξ ∈ RN .

Proof. The fundamental theorem of calculus and the fourth admissibility condition for G allow us to
estimate

|G(x, ξ)| ≤ |G(x, 0)|+

∫ 1

0
|ξ||∇ξG(x, tξ)|dt ≤ |G(x, 0)|+

∫ 1

0
[|ξ||ψ+(x)|+A+t

p−1|ξ|p]dt

The stated estimate follows easily from this and Young’s inequality.
�

6.2. The Dirichlet problem. We now turn our attention to the Dirichlet problem associated to
p−admissible Lagrangians. Our main result, which is more general than Theorem 1.11 stated in the
introduction, establishes necessary and sufficient conditions for the solvability of the associated Dirichlet
problem.

Theorem 6.3. Let Ω ⊂ RN be as in (1.3), a > 0, 1 < p < ∞, and f± ∈ L1
loc(R

N−1). Suppose that

G : Ω × RN → R is a p−admissible Lagrangian in the sense of Definition 6.1. Then the quasilinear
Dirichlet problem

{

− div(∇ξG(·,∇u)) = 0 in Ω,
u = f± on Γ± (6.1)

admits a solution in Ẇ 1,p(Ω) if and only if f± satisfy (1.9) and (1.10). In either case, there exists a
constant c = c(a,N, p,A−, A+) > 0 such that

∫

Ω
|∇u(x)|pdx ≤ c

∫

Ω
[|G(x, 0)|+ |ψ−(x)|+ |ψ+(x)|

p′ ]dx+ c

∫

RN−1

|f+(x′)− f−(x′)|p dx′

+ c|f−|p
W̃

1−1/p,p
(a)

(RN−1)
+ c|f+|p

W̃
1−1/p,p
(a)

(RN−1)
,

(6.2)

where ψ± are as in Definition 6.1, and u minimizes the energy functional F : {v ∈ Ẇ 1,p(Ω) | Tr(v) =
f± on Γ±} → R given by

F (v) =

∫

Ω
G(x,∇v(x))dx. (6.3)

Proof. The proof is a standard application of the direct method of the calculus of variations. We present
it for the convenience of the reader.

Assume that f± satisfy (1.9) and (1.10). Let X := {v ∈ Ẇ 1,p(Ω) | Tr(v) = f± on Γ±} and note that
X is nonempty thanks to Theorem 1.4. Consider the functional F : X → R given by (6.3), which is
well-defined in light of Lemma 6.2. Since G is p−admissible, we can bound

F (v) ≥

∫

Ω
A−|∇v(x)|

pdx−

∫

Ω
ψ−(x)dx.
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It follows that

ℓ := inf
v∈X

F (v) > −∞

and that if {un}n∈N is a minimizing sequence in X, i.e.

lim
n→∞

F (un) = ℓ,

then {∇un}n∈N is bounded in Lp(Ω;RN ). By applying Poincaré’s inequality on an increasing sequence
of bounded Lipschitz domains and employing a diagonalization argument, we can find a subsequence,
not relabeled, and u ∈ Ẇ 1,p(Ω) such that ∇un ⇀ ∇u in Lp(Ω;RN ). The p−admissibility conditions
guarantee that F is sequentially weakly lower semicontinuous (see, for instance, Theorem 6.54 of [17]),
so

F (u) ≤ lim
n→∞

F (un) = ℓ.

On the other hand, by applying the Rellich–Kondrachov theorem on the increasing sequence of bounded
Lipschitz domains Ωk = (−k, k)N−1 × (b−, b+), we can assume that un → u in Lp(Ωk) as n → ∞ for
every k. Hence, un ⇀ u in W 1,p(Ωk), which implies that Tr(u) = f± on Γ± ∩ ∂Ωk. Since this is true
for every k, we have that u ∈ X and so F (u) = ℓ.

Since u is a minimizer of F we may take variations to see that u satisfies
∫

Ω
∇ξG(x,∇u) · ∇v dx = 0

for every v ∈ Ẇ 1,p(Ω) with Tr(v) = 0 on Γ±. This shows that u is a weak solution of (6.1).

Conversely, if u ∈ Ẇ 1,p(Ω) is a weak solution of (6.1), then since Tr(u) = f± on Γ±, it follows from
Theorem 1.2 that f± satisfies conditions (1.9) and (1.10).

It remains to prove (6.2) when either (and hence both) of the equivalent conditions is satisfied. By

Theorem 1.4 there exists w ∈ Ẇ 1,p(Ω) with Tr(w) = f± on Γ± and

‖∇w‖Lp(Ω) ≤ c|(f−, f+)|
Ẋ

1−1/p,p
(a)

(RN−1)
,

where we recall that Ẋ
1−1/p,p
(a) (RN−1) is the space given in Definition 3.18, with σ = a. Then w ∈ X,

and so by minimality, p−admissibility, and Lemma 6.2 we have that
∫

Ω
[A−|∇u(x)|

p − ψ−(x)]dx ≤ F (u) ≤ F (w) ≤

∫

Ω
[|G(x, 0)|+ |ψ+(x)|

p + (1 +A+)|∇w(x)|
p]dx

Then (6.2) follows immediately by combining these bounds. �

Remark 6.4. Theorem 6.3 continues to hold for domains of the type (1.1), provided we replace (1.9)
and (1.10) with (5.3) and (5.4). The proof remains unchanged.

We can now present the proof of Theorem 1.11.

Proof of Theorem 1.11. We simply observe that the map G : Ω× RN → R given by G(x, ξ) = |ξ|p/p+
g(x) · ξ satisfies the conditions of Definition 6.1, and so we may apply Theorem 6.3. �

6.3. The Neumann problem. We now turn our attention to the Neumann problem associated to an
admissible Lagrangian G, i.e. the problem

{

− div(∇ξG(·,∇u)) = ψ in Ω,
∇ξG(·,∇u) · ν = h on ∂Ω.

Assuming for the moment that u, ψ, and h are sufficiently smooth and have the right decaying properties,
by multiplying the equation by v ∈ C∞

c (RN ) and integrating by parts we get
∫

Ω
∇ξG(x,∇u(x)) · ∇v(x) dx =

∫

Ω
v(x)ψ(x) dx+

∫

∂Ω
v(x)h(x) dHN−1(x).
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More generally, we may replace the linear functionals

v 7→

∫

Ω
vψ dx and v 7→

∫

∂Ω
vh dHN−1

with generic linear functionals

Ψ : Ẇ 1,p(Ω) → R and Λ : Ẋ
1−1/p,p
(1) (RN−1) = Tr(Ẇ 1,p(Ω)) → R. (6.4)

Thus a weak solution u ∈ Ẇ 1,p(Ω) of this generalized problem must satisfy
∫

Ω
∇ξG(x,∇u(x)) · ∇v(x) dx = Ψ(v) + Λ(Tr(v)) (6.5)

for all v ∈ Ẇ 1,p(Ω). Note that since a constant function v ≡ c belongs to Ẇ 1,p(Ω), from (6.5) we get
the compatibility condition

Ψ(c) + Λ(c) = 0 (6.6)

for every c ∈ R. This is the natural generalization to our unbounded domain of the compatibility
conditions for the solvability of the Neumann problem on bounded domains. Thus, if we define Λ1 :
Ẇ 1,p(Ω) → R via

Λ1(v) := Λ(Tr(v)), (6.7)

then

Ψ(v + c) + Λ1(v + c) = Ψ(v) + Λ1(v)

for every v ∈ Ẇ 1,p(Ω) and every c ∈ R, and so we can define Ψ+Λ1 on the quotient space Ẇ 1,p(Ω)/R.
Given v ∈ Ẇ 1,p(Ω), we set

Tr±(v) := Tr(v)|Γ± .

In view of Theorem 1.2, the pair (Tr−(v),Tr+(v)) belongs to Ẋ
1−1/p,p
(a) (RN−1), where Ẋ

1−1/p,p
(a) (RN−1)

is the space given in Definition 3.18 with σ = a for 0 < a ≤ b. In what follows, with a slight abuse

of notation, we identify Tr(v) with (Tr−(v),Tr+(v)). Conversely, given (f−, f+) ∈ Ẋ
1−1/p,p
(a) (RN−1) by

Theorem 1.4 we have that there is v ∈ Ẇ 1,p(Ω) such that Tr±(f) = f±. If we set

f(x′, xN ) :=

{

f−(x′) if x′ ∈ RN−1, xN = b−,
f+(x′) if x′ ∈ RN−1, xN = b+,

(6.8)

then f = Tr(v).
We can now state our main result on the Neumann problem.

Theorem 6.5. Let Ω ⊂ Rn be as in (1.3), 1 < p < ∞, and assume that Ψ : Ẇ 1,p(Ω) → R and

Λ : Ẋ
1−1/p,p
(1) (RN−1) → R are linear functionals satisfying (6.6). Suppose that G : Ω × RN → R is a

p−admissible Lagrangian in the sense of Definition 6.1. Then the quasilinear Neumann problem
{

− div(∇ξG(·,∇u)) = Ψ in Ω,
∇ξG(·,∇u) · ν = Λ on ∂Ω

(6.9)

admits a weak solution in Ẇ 1,p(Ω) if and only if there exists c > 0 such that

|Ψ(v) + Λ1(v)| ≤ c‖∇v‖Lp(Ω) (6.10)

for every v ∈ Ẇ 1,p(Ω), where Λ1 is given in (6.7). In either case, there exists a constant c =
c(a,N, p,A−) such that

∫

Ω
|∇u(x)|pdx ≤ c

∫

Ω
[|G(x, 0)|+ |ψ−(x)|]dx+ c‖Ψ+ Λ1‖

p′

(Ẇ 1,p(Ω))′
, (6.11)

and u minimizes of the energy functional F : Ẇ 1,p(Ω) → R given by

F (v) =

∫

Ω
G(x,∇v(x))dx−Ψ(v)− Λ1(v). (6.12)
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Proof. Assume that Ψ and Λ satisfy (6.10). Consider the functional (6.12) defined for v ∈ Ẇ 1,p(Ω). By
(6.10) and the p-admissibility conditions,

F (v) ≥

∫

Ω
A−|∇v(x)|

pdx−

∫

Ω
ψ−(x)dx− c‖∇v‖Lp(Ω).

We can now proceed as in the proof of Theorem 6.3 to show that there exists a minimizer u ∈ Ẇ 1,p(Ω)
of F . Using the continuity and linearity of Λ1, taking variations we get that (6.5) holds for every

v ∈ Ẇ 1,p(Ω), which shows that u is a weak solution of (6.9).

Conversely, assume that u ∈ Ẇ 1,p(Ω) satisfies (6.5). Since (p − 1)p′ = p, it follows from the
p−admissibility conditions and Hölder’s inequality that

|Ψ(v) + Λ1(v)| ≤

∫

Ω
(|ψ+(x)|+A+|∇u(x)|

p−1)|∇v(x)|dx ≤ c(ψ+, u, A+)‖∇v‖Lp(Ω)

for every v ∈ Ẇ 1,p(Ω).
To conclude the proof it remains to show (6.11). Using the p−admissibility conditions, we may bound

∫

Ω
[A−|∇u(x)|

p − ψ−(x)]dx− (Ψ(u) + Λ1(u)) ≤ F (u) ≤ F (0) ≤

∫

Ω
|G(x, 0)|dx.

Then (6.11) follows directly from this and (6.10). �

We next record a corollary about the Neumann problem with Ψ = 0.

Corollary 6.6. Let Ω ⊂ Rn be as in (1.3), 0 < a ≤ b+ − b−, 1 < p < ∞, and assume that Λ :

Tr(Ẇ 1,p(Ω)) → R is a linear functionals satisfying Λ(1) = 0. Suppose that G : Ω × RN → R is a
p−admissible Lagrangian in the sense of Definition 6.1. Then the quasilinear Neumann problem

{

− div(∇ξG(·,∇u)) = 0 in Ω,
∇ξG(·,∇u) · ν = Λ on ∂Ω

(6.13)

admits a weak solution in Ẇ 1,p(Ω) if and only if there exists c > 0 such that

|Λ(f)| ≤ c|(f−, f+)|
Ẋ

1−1/p,p
(a)

(RN−1)
(6.14)

for every (f−, f+) ∈ Ẋ
1−1/p,p
(a) (RN−1), where f is given in (6.8). In either case, there exists a constant

c = c(a,N, p,A−) such that

‖∇u‖pLp(Ω) ≤ c

∫

Ω
[|G(x, 0)|+ |ψ−(x)|]dx+ c|Λ|p

′

(Ẋ
1−1/p,p
(a)

(RN−1))′
, (6.15)

where |Λ|
(Ẋ

1−1/p,p
(a)

(RN−1))′
is defined in (2.12).

Proof. Since Ψ = 0 Theorem 6.5 tells us that (6.13) admits a weak solution u ∈ Ẇ 1,p(Ω) if and only if

|Λ1(v)| ≤ c‖∇v‖Lp(Ω) (6.16)

for every v ∈ Ẇ 1,p(Ω). Assume that (6.14) holds. By Theorem 1.2, given v ∈ Ẇ 1,p(Ω), we have

that (Tr−(v),Tr+(v)) ∈ Ẋ
1−1/p,p
(a) (RN−1) with |(Tr−(v),Tr+(v))|

Ẋ
1−1/p,p
(a)

(RN−1)
≤ c‖∇v‖Lp(Ω), and so by

(6.14),
|Λ1(v)| = |Λ(Tr(v))| ≤ c|(Tr−(v),Tr+(v))|

Ẋ
1−1/p,p
(a)

(RN−1)
≤ c‖∇v‖Lp(Ω).

This shows that the functional Λ1 satisfies (6.16). Conversely, assume that (6.16) holds. Given

(f−, f+) ∈ Ẋ
1−1/p,p
(a) (RN−1) by Theorem 1.4 we can find v ∈ Ẇ 1,p(Ω) such that Tr(v) = f and

‖∇v‖Lp(Ω) ≤ c|(f−, f+)|
Ẋ

1−1/p,p
(a)

(RN−1)
.

It follows from (6.16) that

|Λ(f)| = |Λ1(v)| ≤ c‖∇w‖Lp(Ω) ≤ c|(f−, f+)|
Ẋ

1−1/p,p
(a)

(RN−1)
,
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which shows (6.14).
To conclude the proof it remains to show (6.15). This follows from (6.11) once we observe that

|Λ(Tr(u))| ≤ |Λ|
(Ẋ

1−1/p,p
(a)

(RN−1))′
|(Tr−(u),Tr+(u))|

Ẋ
1−1/p,p
(a)

(RN−1)

≤ c|Λ|
(Ẋ

1−1/p,p
(a)

(RN−1))′
‖∇u‖Lp(Ω),

where the last inequality follows from Theorem 1.2. �

Remark 6.7. In view of Theorems 5.1 and 5.4, the previous corollary continues to hold for domains

of the type 1.1, provided we replace Ẋ
1−1/p,p
(a) (RN−1) with Ẋ

1−1/p,p
(η) (RN−1), where η := (η+ − η−)/(2L).

The proof remains unchanged.
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[5] J. Bergh and J. Löfström. Interpolation Spaces. An Introduction. Springer-Verlag, Berlin-New York, 1976. Grundlehren
der Mathematischen Wissenschaften, No. 223.
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