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1 INTRODUCTION

Ex the past decade, solid state disks IS50s} have reshaped modern
memory hicrarchy by replacing conventinnal spinning disks and/
or blurring the boundary between main memory and storage sys-
tems. Thanks to their high performance and low power consump-
tion characteristics, %505 have already beconw the dominant
storage type in diverse computing domains, ranging from embed-
ded to general-purpose and high-perfarmance computing syslems,
This in hum has led to a wide spectrum of research, including the
comprehensive exploration of the full design space. slorage stack
optimization, and architeclure renavation at various layers of
memary and storage subsyatems.

While simulations are indispensable tor system designers and
computer architects, very few S5D simulators have been released
to the public domain |51 [71. [8) [10L Further, these sinutlators
have constraints that prevent them trom filling the needs of design
spac explaoration tor emerging memory and starage subsystems,
First, all existing S50 simulators fack systemelevel simulation capa-
bility, and integrating these sinwlatars wilk publichy-available full-
systems simulators is a non-trivial task. While the execution of a
CPU instrecton only takes a tew cydes in a simulation, a storage
access requires lens of millions feven billions} of ayeles for its ser-
vice. Similarly, a file access in an accurate S50 simulation model
can exhibit a long execution time because it needs to go through
the S8IFs inbricale soltware stack and hardware archilechure,
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Traditional S50 simulators cannot fully account for the important
funclisnalities of Lhe underlying firmware and maodel the underly-
ing hardware in detail. Thus, they are far from caphering the criti-
<al teatures of contempaorary high-performance SSDarchiteclures.
In this work, we propose $implesso, a high-fidelity simulator
that models all af the detailed characteristics of hardware and soft-
ware white simplifying the nendescripl features of storage internals
such as multi-gyele operations to address a target page on a flash
intertace. The proposed hardware and software simplitications allow
s5impl eSS0 to accommedale a complete starage stack. Thus, system
designers and computer architerts can evaleate the $80s perfar-
mance along with diverse memary lechnalagies and can explare the
full design space of an S50 architecture. Moreover, Simples2b can
casily be integrated with publicly-available full-system sinvulators
and can capture relevant CPU performance characteristics impacted
by different storage types employed by the system. As a casestudy,
we integrakxl SimpleSsD with the popular fullsystem simutator,
gemB o], and evaluated ils system-level performance from various
aspects. Note that Lraditional S50 simulators [3), {71 [10] capture
anly storagerdaled melrics such as bandwidth and latency by
replaying block-level i O traces; this ignares systeme-level interaction
between the hmst-side LI‘U and slorage subsystems. In contrast, the
proposed Simplessn’ can report detajled information from low-
level memory to each firmwvare module in order to determine the
host-side CI'U performance while executing entire applications.

2 SSD-ENABLED SYSTEM SIMULATION OVERVIEW

Fig. T shows an overview of a holistic system simulation with the
proposed Simplessp. Applicationis) simulated on the hast can
place an YO request through a virlual file system (VFS and nalive
file system. The VFS buffers smallsized requests through a page
cache, whereasthe native file system manages the data aecessesand
system memory. The request then arrives at a Block layer that rear-
ders and combines multiple requests into aspecilie order. This CI'U
processing part can communicate with the layered frmware of
SimplessD via a disk contraller. Then, the layered firmware simu-
lates the S50 process part by interacting withan abstraction madel,
which sinudates the given S50 hardware architecture including
wultiple flash dies. module interfaces, and channels. Although
Finplessn leveraged gemd running in full-system mnde to simu-
late such CPU processing in this study, it can easily be integrated
into other full system simud ators such as MARSSE6 13,

Layered Fumrrnse, One of the main challenges of simulating an
5503 is supporting diverse Hash frovware versions, which greatly
influences the target storage performance. We model a fexible floshk
frimslatior foyer (FTL) whase address translation mechanism can
simply be recomligured based on different associativity granular-
ities defined by system architects, We also decouple /0 schedul-
ing and page allecation mechanisms from the FIL so thal new
scheduling propasals that are aware of SS0-internal parallelism
can be embedded without changing the FTL. Althaugh we do not
cover all types of potential FTLs, the implemented reconfigurable
mapping algorithm can apture/ suppart diverse operational char-
acteristica of a block-level mapping FIL, a fully-assodative FIL,
and various hybrid mapping schemes that employ different levels
of block and page mapping tables in their address translations. in
addilion. our simpliied but reconfigurable layered firmware also
atters diverse research opportunities where system and computer
architects can simply madify spme performance-critical compa-
nents such as garbage colledion and wear-leveling algorithms
with different mapping mechanisms,

1 The SimplefB B souroe code can be freely downlmded from the followmg
website hip /2 stoplessd camelab arg



