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Abstract—This work investigates the optimal caching policy
and cooperation distance design from both throughput and
energy efficiency (EE) perspectives in base station (BS) assisted
wireless device-to-device (D2D) caching networks. By jointly
considering the effects of BS transmission, D2D-caching, and
self-caching, and the impact of the cooperation distance, a
clustering approach is proposed with specifically designed power
control and resource reuse policies. The throughput and EE
of two network structures are comprehensively analyzed, and
designs aiming to optimize the throughout and EE respectively
are proposed. We also characterize the trade-off between the
throughput and EE and provide corresponding designs. Simu-
lations considering practical parameters are conducted to verify
the analyses and evaluate the proposed designs; they demonstrate
superior performance compared to state-of-the art.

I. INTRODUCTION

Demand for wireless video delivery services has dramat-
ically increased in recent years and is expected to continue
to grow [1], straining the capacity of wireless networks. One
of the most promising approaches to resolve this challenge
is caching at the wireless edge. Since the majority of video
demand is generated by a few popular files, local caching
of popular files can avoid unnecessary traffic as the demand
can be satisfied without backhaul. In contrast to conventional
approaches for throughput increase, such as network densifi-
cation or use of more spectrum, wireless caching leverages
the unique traffic characteristics of video content (i.e., asyn-
chronous reuse) and cheap storage to improve the system
capacity [2]-[4].

A. Literature Review

Wireless edge caching has been investigated in various
scenarios. Femtocaching was first proposed based on low-
cost helper nodes with no or limited backhaul [5] and has
been generalized to heterogeneous networks in [6]-[9]. The
combination of femtocaching and other techniques, such as
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multiple-input multiple-output techniques [10] and coded mul-
ticast [11]-[13], has also been widely explored. Self-caching
is another approach that naturally leverages existing storage
resource in devices [16]-[18]. With device-to-device (D2D)
communications becoming widely available [14], wireless
D2D caching networks, first suggested in [15], have been
widely explored [15]-[28]. Specifically, in [16], the delay
performance was optimized and studied by adjusting a sub-
optimum caching policy and cooperation distance using em-
pirical results in clustering D2D networks. In [17], the caching
policy was optimized in pursuit of offloading the macrocell
traffic to D2D connections. Caching policies to maximize
hit-rate and throughput are investigated and compared in
[18]. This paper concludes that the optimal-hit-rate policy
generally does not optimize the throughput. An opportunistic
cooperation approach to improve D2D transmission in caching
networks by optimizing the cluster size and bandwidth al-
location is investigated in [19] for a clustering network and
simplified caching policy. The scaling laws of D2D caching
networks were derived in [20]-[22]. By adopting clustering
and assuming user locations on a grid, the papers derive the
asymptotic scaling laws for both uncoded caching and coded
multicast. In [23], the throughput-outage trade-off was investi-
gated for a clustering network. Similar to [20]-[22], it adopts
a simplified grid network for describing user distribution and
focuses on characterizing asymptotic behavior.

In [24], an approach to optimize the content caching and
delivery during the same time-frame was proposed. This is
different from the common assumption that users have already
cache files according to a policy before entering the network.
In [25] and [26], designs for optimizing successful access
probability were proposed subject to different constraints. EE
performance was studied in [27], in which the transmission
power consumption and battery life were jointly considered
for designing a caching policy. However, this paper does not
take the self-caching effect into consideration. The scheduling
and power control policies for D2D caching networks were
investigated in [28], and, based on the proposed policies, the
caching policy and cooperative distance were empirically opti-



mized. In consideration of user mobility, caching designs with
uncertainty were investigated in [29], [30]. By considering
individual user preference, recent research has started to design
caching networks via using heterogeneous user preference
modeling [31]-[35]. We note that, while there are many papers
investigating self-caching and D2D caching, their interaction
has not been well explored. Besides, even if self-caching
could be influential to the system [16], [18], its impact was
occasionally overlooked.

Caching policies in wireless D2D caching networks have
been designed in pursuit of different objectives: cache hit
rate, i.e., successful access probability or outage [17], [25],
download delay [16], [26], throughput [21], [23], [28], and
energy efficiency (EE) [24], [27]. However, different objec-
tives generally conflict with one another and have their own
disadvantages. When using cache hit rate, the designs aim to
maximize the probability that a user can reach the desired file
through D2D communications, while ignoring the potential
help from the base station (BS). Also, an optimal hit rate does
not actually mean that the system throughput is optimal as
well [18]. Similarly, when considering network throughput,
EE of users cannot be guaranteed. On the other hand, when
focusing on optimizing EE, the network throughput might be
sacrificed [36]. As a result, in order to improve the design
of the system, it is necessary to comprehensively explore the
trade-offs between different objectives.

The impact of cooperation distance on the D2D networks
has been discussed in [16], [21], [23], [27]. Generally speak-
ing, a larger cooperation distance can provide better caching
cooperation between users, i.e., a user has a higher chance
to obtain the desired content via D2D links, while on the
downside it leads to the higher power consumption and lower
frequency reuse gain [16], [23]. This trade-off motivates the
interest in exploring the effect of cooperation distance. In [16],
the effect of cooperation distance on the average delay was
studied for both deterministic and random caching schemes.
In [23], the optimal throughput—outage trade-off was charac-
terized for different cooperation distances. Throughput—outage
trade-offs of different caching schemes were also compared
in [21]. It was demonstrated that, by well designing the
cooperation distance, a simple decentralized caching policy
can achieve a near-optimal throughput scaling. Targeting the
optimal energy consumption, [27] provides an empirical un-
derstanding of cooperation distance design via using simula-
tions. We note that although the optimization of cooperation
has drawn some attentions, the optimization of cooperation
distance has not been investigated in all aspects, especially
concerning the trade-off between different objectives.

B. Main Contribution

From the previous discussion, it can be concluded that a
comprehensive understanding of different optimal designs and
their trade-offs is necessary. In addition, the investigation of
designs that provide the best compromise between different
objectives is still far from providing conclusive results. The
insufficiency lies in several aspects: (i) lack of joint design
of caching policy and cooperation distance; (ii) relying on

numerical results and/or simplified models; (iii) disregard of
the effect of self-caching and its interaction with D2D-caching;
(iv) absence of analysis and design for trade-off between
the fundamental throughput and energy efficiency aspects.
Therefore our work aims to address these issues.

In this work, a BS-assisted D2D caching network is con-
sidered. We focus on optimizing caching policy and coop-
eration distance designs in terms of network throughput and
EE, respectively. We also discuss the throughput-EE trade-
off and the network designs to achieve this trade-off. To
jointly consider effects of BS, D2D-caching, and self-caching,
we consider the user being able to access the desired file
through BS links, D2D links, or its own cache. To embody
the effect of cooperation distance and to mitigate interference
between D2D links, a cluster D2D network configuration
[16], [23] is adopted with specified power control policy and
frequency reuse approach. D2D communications are allowed
only between users in the same cluster. Since different coop-
eration distances manifest different sizes of cluster, different
cooperation gains, and power consumptions, this network con-
figuration along with different objectives offers the flexibility
in investigating different types of designs and their trade-offs.

Network throughput analyses of two network structures,
which we call the “random-push” and the prioritized-push”
networks, are provided in this work. Although the prioritized-
push network is more spectrally efficient and practical, it
suffers from a complicated formulation that makes its exact
optimization intractable. In contrast, the random-push through-
put is easier to analyze. We thus first analyze the random-push
network, and then building on the results, we provide tractable
approximations for the throughput of the prioritized-push net-
work. Since the throughput of the random-push network and
the proposed approximation for the prioritized-push network
are both concave functions when fixing a cooperation distance,
the throughput-based design is thus converted to a standard
concave program with a one-dimensional search, in which
the solution can be effectively obtained by a simple quan-
tization. To analyze the network EE, methodologies similar
to the throughout analysis are exploited for firstly analyzing
the network power consumption of the networks. Then the
network EE can be obtained by combining analytical results
of throughput and power consumption. Since the resulting
expressions of EE are quasi-concave when fixing the coop-
eration distance, the EE-based optimization becomes solving
a standard quasi-concave program, for which the optimal
solutions are attainable.

To investigate the throughput-EE trade-off, the concept of
pareto-optimiality in multi-objective optimization is exploited
[37]. By introducing the weighted sum method [37], the
optimal trade-off design problem is proposed and a solution
approach is provided by exploiting results in [38]. We note
that the trade-off design can be interpreted as the design
providing a compromise between two distinct objectives via
adopting different cooperation distances and caching policies.
Simulations considering practical parameters and network
configuraions are offered to validate our theoretical analysis
and evaluate the proposed designs. The proposed designs can
outperform designs that does not jointly consider effects of



BS communications, D2D communications, and self-caching
in terms of the targeted objectives and provide better trade-
off. The insights of the designs and the effects of critical
parameters are also discussed.

Our main contributions are summarized as follows:!

« By jointly considering the effects of BS, D2D-caching,
and self-caching, and the impact of the cooperation
distance, we analyze network throughput and EE and
propose the mathematically tractable approximate for-
mulations in the clustering network considering both
active and inactive users with specifically designed power
control and resource reuse policies.

« By exploiting the throughput and EE formulations, we
propose the corresponding caching policy and coopera-
tion design problems. We also show that the proposed
optimization problems can be effectively solved by con-
verting to standard concave and quasi-concave programs
along with a simply one-dimensional search.

o We characterize the trade-off between throughput and EE
and formulate their trade-off design problem. To the best
of our knowledge, this work is the first to address the
trade-off between throughput and EE and provide the the
corresponding trade-off design.

¢ By considering practical network parameters and config-
urations in simulations, we validate the proposed analyses
and evaluate the proposed designs.

The remainder of the paper is organized as follows. In Sec.
II, the adopted network configurations and system models are
introduced. In Sec. III, throughput analysis and the corre-
sponding optimization are provided. The EE formulation and
its optimal design are proposed in Sec. IV. We analyze the
throughput-EE trade-off and propose the trade-off design in
Sec. V. Numerical results and corresponding discussions are
provided in Sec. VI. Conclusions are provided at the end of
this paper.

II. CONTENT CACHING AND SYSTEM MODELING OF BASE
STATION ASSISTED WIRELESS D2D CACHING NETWORKS

A. Network and System Models

This work considers a BS-assisted cache-enabled wireless
D2D network and adopts the clustering presented in [16],
[23]. To wit, a square cell with side length D is served by
a BS and is split into several equal-sized square clusters with
side length (henceforth called cluster size) d, where D2D
communication is allowed between two devices within the
same cluster. Then the number of clusters in a cell is N = %22.
With slight loss of practicality, a fractional number of clusters
is allowed for mathematical tractability and simplicity. We
consider two non-overlapping frequency bands for establishing
BS communications and D2D communications, respectively.
For communications between the BS and the devices, the
time-frequency resources of the BS band are shared by all
clusters via an orthogonal multiple access approach, such as
FDMA. To guarantee the minimum video streaming quality,

'Compared with our conference version [36], this paper extends the model
to consider both active and inactive users and provides analyses of a more
spectrally efficient and practical network structure.

each BS link assigned to a user is allowed to obtain the same,
fixed, amount of resources (bandwidth and power). Typically,
the data rate achievable on such a BS link is significantly
lower than on a D2D link. Since the amount of resources is
limited, there exists a maximum number of users Ngg that can
simultaneously use BS links. Adopting the clustering network
structure provides the following benefits: (i) tractable closed-
form expressions of critical metrics can be obtained;? (ii) the
results are easily extensible to analyses of other aspects; and
(iii) the resulting designs can serve as a benchmark/reference
system for other systems, i.e., the performance achieved with
a clustering approach constitutes an achievable lower bound.

D2D communications are considered only between users
within the same cluster. Consequently, we call (with slight
abuse of definition) d also the cooperation distance; in fact,
“cluster size” and “cooperation distance” will be used inter-
changeably throughout this paper. Resources for D2D com-
munications are spatially reused between the clusters. Such
a reuse scheme evenly applies K colors to the clusters, and
only the clusters with the same color can be active on the
same time-frequency resource for D2D communications. Note
that the adopted reuse scheme is analogous to the spatial reuse
scheme in conventional cellular networks [39], and K is the
reuse factor.

In this work, we adopt a simplified channel model in
which only the path-loss effect is considered for mathematical
tractability. The channel randomness, such as small-scale fad-
ing and shadowing, is ignored because link level optimization
is not employed, the channel randomness can be averaged
out by using frequency diversity and properties of Poisson
point processes (PPPs), and the caching policy is designed
and operated over a long time scale. The path-loss model is
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is the wavelength of the carrier frequency, « is the pathloss

exponent, dy is the break point distance. To restrict the inter-

ference between different clusters and maintain the received

signal power with respect to the change of d, a power control
policy is adopted such that?
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where Ep is the transmission power for D2D communications
and v, which is a choice of the designer, is the maximum
allowable interference between two clusters using the same
resource. Thus, by fixing v to be sufficiently small, the inter-
ference can be effectively avoided. Besides, by this policy, the
average received power of users in a cluster can be maintained
even if the cluster size is adjusted for optimization purposes.
This is mainly because Ep scales with d on the order of .
Note that this power control policy depends only on system

)% v, 2)

2We note that a dynamic D2D scheduler, such as [28], provides better
spectral efficiency; however it is very challenging to find the optimal caching
policy for this case, and only some heuristic designs are known [28].

3 Correcting our conference version [36], the multiplier V2 in the same
equation of [36] is unnecessary. This revision generally does not have any
impact on the results in this paper and in [36].



TABLE I: Summary of Notations

Notations Descriptions
D;d; N; K Cell size; cluster size (cooperation distance); number of clusters; reuse factor
Ac; o dos v Carrier frequency; path-loss exponent; breaking point distance; maximum allowable interference power
Aas Ais A Density of active users; of inactive users; of overall users
Ka; Ki; Ku (in a cluster) Average number of active users; of inactive users; of overall users
Pfc‘; P} P];‘ (in a cluster) Probability of number of active users to be k; number of inactive users to be n;
number of overall users to be k
Tw; Tp; Ts Throughput of using BS link; of using D2D link; of using self-caching
FEg; Ep Power consumption of using BS link; of using D2D link as described in (2)
S; M; Cache space of a user device; number of files in the library
bm; am Probability for file m to be cached in a device ; probability for an active user to request file m
Ps; P x; Pok Elementary access probabilities: refer the clear definitions to (3); to (4); to (5)

parameters, and no attempt is made to adapt it to the channel
states/distances between TX and RX. Hence, given the system
parameters, the transmission powers of all D2D links in the
network are identical. Also note that, since interference is
avoided when v is sufficiently small, the interference between
clusters will be ignored in the remainder of the paper.

In this work, users can obtain the desired content via their
own caches, D2D communications, or BS communications
with different transmission qualities and costs. We denote the
throughput for a user that accesses the content via a BS link
as Tg; via a D2D link as Tp; and from its own cache as
Ts; and consider Ts > Tp > Tg.* Note that we generally
assume 7p, Tp, and 75 to be invariant with respect to the
cluster size d, and these assumptions are reasonable when
the power control policy in (2) is adopted, and the amount
of BS resources assigned to each BS link are the same.’
Furthermore, we assume that the throughput of the user is
independent of the actual distance between the transmitter and
receiver, which is practical when we have a fixed modulation-
and-coding scheme. Similar to the throughput case, we denote
the power consumption for a user to access the content via a
BS link as Ej; the power consumption for a user to access
the content using a D2D link is by definition Ep in (2); we
consider only Eg > FEp.% Zero power consumption is assumed
if the user can access the desired content from its own cache.
For simplicity, we assume here that energy cost is purely
determined by RF energy required for transmission; access
to storage and coding/decoding is assumed to be negligible
in comparison. We assume that the BS is equipped with an
unlimited backhaul connected to repositories containing all
contents in the library. Thus, the request from a user can
always be satisfied (with a minimum video quality) if the BS
link is available for that user.

We consider two different types of users in this work: active
and inactive users. An active user is a user who places a
request that needs to be satisfied and participates in the D2D
cooperation (i.e., sends files to other users that request them);

4Here Tg, Tp, and Ts can be generalized to include the perspective of
the user satisfaction by considering the effective or weighted throughput. Our
results will hold as long as the inequality 75 > Tp > T holds.

5This assumption is in line with policies of network providers that do not
charge video traffic to users as long as they opt for lowest possible quality.

6Similarly, here Eg and Ep could be generalized (by using the effective
or weighted power consumption) to include the different impacts of power
consumptions. For example, we can emphasize the importance of the power
consumption of the users by rendering the user power consumption a larger
weight. Our results will hold as long as the inequality g > Ep holds.

an inactive user is a user who does not place request of its
own but still participates in the D2D cooperation. We consider
both active and inactive users to be independently distributed
according to homogeneous Poisson point processes (HPPPs)
with user densities A, and );, respectively. Hence the overall
user distribution is an HPPP with density A, = A, + A;.

The library consists of M files with all files having the same
size. Each user is assumed to be able to cache S files in the
device. A random caching policy [6] is employed by the users,
and all users adopt the same caching policy. Denoting b,, as
the probability for the user to cache file m, the caching policy
is expressed as {by,}M, where "M b, = § < M. All
users follow the identical request probability distribution. The
request probability of a user for file m, i.e., the probability
that a user wants file m is denoted as a,, with 0 < a,, <
1,¥Ym, and Z%:l am = 1. The notations used in this paper
are summarized in Table I.

B. Elementary Access Probability Analysis

Here the elementary access probabilities of using different
transmission approaches are analyzed. The results will serve
as the foundation for further results in the subsequent sections.

Consider the caching policy {b,, }?!. The self-caching prob-
ability of a user is defined as the probability that the desired
file of the user can be found in its own cache:

M
Py = Z Qb (3)
m=1

Then considering there are k users in a cluster, the probability
that a user cannot find the desired content through self-caching
or D2D communications is
M
Pok = am(l—bn)", )

m=1

where (1 — b,,)* is the probability that file m is not in the
caches of users of the cluster, and therefore a,,(1 — by,)* is
the probability that the user wants file m but file m is not in
the caches of users of the cluster. Finally, when both BS and
D2D links are available for a user, the probability that the user
obtains the desired file via the D2D link is

M M
Por=1-Pap—Ps=1- am(l=bn)" = ambm.
m=1 m=1

(&)



III. CACHING PoLICY AND COOPERATION DISTANCE
DESIGN FOR THROUGHPUT OPTIMIZATION

In this section, the caching policy and cooperation distance
design is investigated for the goal of optimizing network
throughput. We first analyze the network throughput consider-
ing two different network structures, i.e., the random-push and
prioritized-push networks. Then the optimization approach is
proposed. We note that although the prioritized-push network
is more spectrally efficient, its throughput analysis is more
challenging and builds on the analysis of the random-push
network. Also, in the following analyses, we assume for
simplicity that Npg is sufficiently large to provide BS links
to all users that need one. While this assumption might not
be true in general, from the simulations, we can observe that
outage occurs mostly when the cluster size is very small
(the number of clusters is large), which is usually not the
cooperation distance that we are interested in (see Fig. 5 in
Sec. VI).

A. Throughput Analysis for Random-Push Networks

The random-push system operates as follows. For each
cluster, the BS randomly chooses a user to serve without
considering whether the user can obtain its desired content
from its own cache. If the selected user can obtain the desired
content from its own cache, the self-cache approach is used
by the user; otherwise, the BS checks whether the desired
content can be found through D2D links. If yes, the D2D
communication is used; otherwise, the BS will serve the
selected user by a BS link. The rest of the users then check
whether they can obtain their desired contents from their own
caches. If yes, their requests can be satisfied; otherwise, they
wait to be selected by the BS in the future. This system is
called random-push because the BS tends to push the content
to the randomly selected user without considering whether the
content has already been cached by this user. Note that since
the resources of both the BS and D2D communications are
shared in a cluster-based manner, we indicate that only a single
user in a cluster is allowed to communicate at a time.

Now we analyze the throughput of the random-push system.
Considering the HPPP, the numbers of active users k and
inactive users n in a cluster are Poisson random variables with
probability mass functions (pmfs) being

k
P = (””a? ek =0,1,2,....,
| (:-)n ©)
Pl =" n=012..,
n!

respectively, where x, = A\,d?> and x; = )\;d?. Suppose the
number of active and inactive users in the cluster are £ > 0
and n, respectively. Using the derived access probabilities, the
throughput of the user selected by the BS is

Terank,n = T0Pp kn + TBEs j4n + TsPs

M

=Tp + (Tg — Tj (1 — b,,) BT
b D)[mz_:la( ) )
M
+ (TS _TD) Z amb'rn-

m=1

Hence the throughput of the cluster is shown in (8) on the
top of the next page, where (a) is derived by using (6) and
rearranging the summation; (b) is derived by using the similar
approach as in (a). It follows that the throughput of the system
is

Ts,Ran =N- Tc,Ran- (9)

Lemma 1-1: When given a fixed d, (9) is a non-decreasing
concave function with respect to the feasible set B = {0 <
b, < 1,Ym}.

Proof. Consider B = {0 < b,,, < 1,¥m} and a given fixed d.
Since T's > Tp > T > 0, kK, > 0, and x; > 0, it is simple
to find that the first order partial derivative of T ra, is non-
negative on B. This leads to that T g, is non-decreasing with
respect to by, Vm, over 3. To prove that T r,, is concave over
B, we note that the Hessian of T ra, is a diagonal matrix with
diagonal entries being non-positive. Therefore the Hessian of
T ran is negative semidefinite over 5. |

B. Throughput Analysis for Prioritized-Push Networks

Here we introduce the prioritized-push network, which is
more practical and provides better spectral efficiency than the
random-push network. The prioritized-push network operates
as follows. For each cluster, every active user first checks
whether their requests can be satisfied by their own caches.
If yes, their requests are directly satisfied and they remain
online for potential D2D cooperation; otherwise, they send
the requests to the BS. The BS collects all the requests
from the users who cannot be satisfied by self-caching and
checks whether there exist users that can be satisfied by D2D
links. If yes, the BS picks one to be served by the D2D
communication. If not, the BS will randomly pick one user
to be served by a BS link using a given amount of BS
resources. Thus, there is at least one user being served either
by D2D or BS in the cluster as long as there are active users
and not all of them can be satisfied by self-caching. The
same procedure is implemented for every cluster. It can be
immediately understood that the prioritized-push network is
more spectrally efficient than the random-push network which
also serves one user per cluster, but which randomly picks one
user to serve without checking whether there are other users
that can use D2D communications.’

The throughput analysis for the prioritized-push network is
more challenging. We thus, in the following, provide tractable
approximations for them and use the approximations for
conducting optimization. Suppose the number of active users
in the cluster is k£ > 0. The probability of each active user to

TWe note that, for the prioritized-push network, the number of served users
by the D2D and BS links is proportional to the number of clusters, so that
an increase in the cluster size automatically means a reduction in the number
of non-self-served users (though the throughput still might increase, due to
the higher throughput of D2D). Having said that, if we want to guarantee
serving the same number of users by the D2D and BS links when the number
of clusters are different, we can simply add some additional BS users who
can then provides an additional throughput on the top of our adopted network
structure; this does not affect the optimization of the caching policy.
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have its desired file not to be cached in the D2D network of
a cluster is:

M
ZP’Zam (1= b)) =" g (1 = byn) e,
m=1 m=1

(10
Note that the derivation here follows the same approach as in
(8). Using (10) and assuming that each user is independent,’
the probability there is no potential D2D link in the cluster is:

M k

Z am (1 — bm)ke_“"'b’"

m=1

(1)

Then by ignoring the small probability that all users are served
by either self-caching or BS, the sum throughput of the users
T.p:i in a cluster is approximated by (12) shown on the top of
next page.” Note that the total throughput is simply Typ; =
NT.pi- Eq. (12) is too complicated for conducting caching
policy and cooperation optimizations. We thus propose further
approximations for them. Obviously, the complication is due
to the second term in (12). To approximate it, we distinguish
between two cases: (i) kK, < 6 and (ii) Kk, > 6, where 6 > 1
is a small number.!® This distinction is because we want to
use two different approximations for different cases, i.e., Kk,
is small or large. When doing case 1, since K, is small, i.e.,
there is a high probability to have a small number of active
users, the most important terms of the summation are the first

8This is generally not true because all users in the same cluster share the
same D2D caching inventory.

9This approximation does not work effectively when adopting a caching
policy tending to be selfish and in a system whose popularity distribution
is highly concentrated, e.g., v = 1.3 and ¢ = 0. However, in practice, the
optimal caching policy tends to be selfish only in the case that the popularity
distribution is highly concentrated or when the density of active users are
overwhelmingly large, which rarely happens in practice. We note that under
the practically considered popularity distributions in the simulations, this
approximation works well.

10The idea is similar to having the breaking-point in the path-loss model,
and 6 might be an empirically selected value.

1 Actually case 1 is much less important than case 2 since the optimal
design usually needs more users. The reason for considering case 1 is for the
mathematical completeness.
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several terms. The following approximation with the parameter
6 > 1 is thus used:

oo M k
ZPIS Z am(l - bm)keimbm
k=1 m:l]w , (13)
~ Z pPg Z am (1 = by, ) ke Ribm
k=1 m=1

Then observe that the inner summation is the convex combi-
nation of several points located on a convex curve, we have

0o M 9
Z Py Z A (1 = by, )Ee™Ribm
k=1 m=1
0o M
S P am (1= by) e (14)
k=1 m=1
o) M
SO P am (1= by e |
k=1 m=1

where the final inequality is because (1 — b,,) < 1. By
using (14), (12) can be expressed as (15), which is a concave
function (See Lemma 1-3 below), on the top of next page.

Considering k, > 6, we approximate the outer exponent
k using the mean value k,. We thus have the approximation
shown in (16) on the top of next page, where the inequality
is due to that z"+ is convex with respect to z when x > 0
and k, > 1 and that F [g(z)] > g (E[z]) when g(.) is convex
(Jensen’s inequality). The resulting throughput is shown in
(17) on the top of next page. To characterize (17), Lemma 1.2
is provided:

Lemma 1-2: Suppose kg > 1. [Z%Zl ame_(“a””bm}

M b Ka
and [S2)1_; ape it

Ka

are convex and non-increasing with
respect to B={0 < b,,, < 1,Vm}.

Proof. See Appendix A. |

Since (17) is still non-convex due to the difference of two
convex functions, we further approximate it by dropping the
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third term in (17), resulting in a concave function (See Lemma
1-3 below):

T pri-ac2 =

Tp(1—e ")+ (Tg — Tp)

M fa
Z ame—(na+m)bm
(18)

m=1

M
Kg — 1+ e_““) Z Ambm
m=1

We denote T¢priac = Tepri-al if Ko < 0; Tepriiac = Tepri-ac2

otherwise. Then Lemma 1-3 characterize the properties of
T¢ pri-ac:

Lemma 1-3: When given a fixed d, Tipjac iS a non-
decreasing concave function with respect to the feasible set
B={0<b, <1,Vm}.

+Ts(

Proof. The non-decreasing property and concavity of ¢ pii.a1
can be proved by using the same approach in Lemma 1-1. We
thus omit the proof. Regarding T p;i-ac2, the proof is trivial
by using Lemma 1-2 and observing that T —Tp < 0. |

The simplification in (18) provides the tractability for opti-
mizing caching policies, in which the throughput optimization
problem becomes a standard concave program. To justify this
simplification, we observe that the third term of (17) is due to
the case that there is no active user in the cluster. Then because
we generally consider the second part of the approximation to

+ Ts (

Ra — 1+ e_’/m) Z aanm~
m=1

be useful when k, is large, this simplification could result in
minor impact except for the point that «, is near the breaking-
point 6. Thus, since the points where the simplification is not
effective are not near the optimal cooperation point, the error is
less important. Besides, when we consider directly solving the
non-convex 7 pri-a2 using more advanced non-convex solution
approaches, such as the concave-convex procedure [40], the
performance does not improve.

C. Throughput-Based Caching Policy and Cooperation Dis-
tance Design

According to the analysis in Secs. III.A and III.B, we design
the caching policy and cooperation distance by solving the
following optimization problem:

b O Ty = N+ (Tegan o1 Toriac) (19)
subject to Z%Zl b <8, 0<b, <1,Ym.

To solve (19), we first observe that, if we can solve its
sub-problem with any given d, the problem then becomes a
simple one-dimensional problem with small range. Note that
d > 0 is generally within 100 meters considering practical
D2D communications, and, given the optimal solution is
attainable when fixing d, the problem is solvable even by
simple quantization without significant effort. We then provide
the following proposition:



Proposition 1: When given a fixed d, (19) becomes a
concave optimization problem and its optimal solution must be
tight at the equality of the sum constraint i.e., for the optimal
solution (b,,)*, Vk, m, we have Z (b)) =8S.

Proof. Follows from Lemmas 1-1 and 1-3. |

By Proposition 1, the problem becomes a standard con-
cave optimization problem, and any convex solver'? can be
used to solve the problem. The overall solving approach is
summarized as following: cooperation distance d is firstly
quantized to form sub-problems of (19). Then the optimal
caching policies of the quantized sub-problems are attained by
the convex solver. Finally, by comparing between throughput
results of different sub-problems, we can obtain the optimal
caching along with the optimal cooperation distance.

IV. CACHING PoLICY AND COOPERATION
DISTANCEDESIGN FOR ENERGY EFFICIENCY
OPTIMIZATION

In this work, we define the EE (bits/Joule) as the ratio of
the total average throughput (bits/s) and total average power
consumption (Joule/s):

Tsys o
P, sys

Tclu
)
P, clu

EEgy, = (20)
where Ty and Py are the average throughput and average
power consumption of the system, respectively; Ty, and Py
are the average throughput and average power consumption
of a cluster of the system. In the following, the EE is first
analyzed in random-push and prioritized-push networks. Then
the design aiming to optimize the EE is proposed.

A. Energy Efficiency Analysis for Random-Push Networks

Recall that the average throughput of a cluster in the
random-push network is derived in (8). Then by following the
same approach, we can obtain the average power consumption
of a cluster in (21) on the top of next page. By substituting
(8) and (21) into (20), the EE of the random-push network is
then derived.

Lemma 2-1: When given a fixed d, is a positive quasi-
concave and non-decreasing function w1th respect to B.

cRm

Proof. By noticing Elg > Ep and following the same approach
as in Lemma 1-1, P ran can be proved to be a positive convex
function and non-increasing with respect to 3. Then observe
that P, g,y is convex and non-increasing with respect to B;
T. ran 1s concave and non-decreasing with respect to B; P ran
and TR, are both positive. Thus, % is a positive quasi-
concave and non-decreasing function with respect to B [41].

|

12General convex solvers need to find the Hessian matrix which requires
a high computational cost as the dimension of the solution space is large.
We hence note that the Lagrange multiplier based approach can be used to
solve part of the problem, i.e., the part involving T ran and T¢ pri-a1, more
effectively.

B. Energy Efficiency Analysis for Prioritized-Push Networks

By following similar ideas and derivations as for the
throughput analysis in Sec. III.B, the power consumption of
the prioritized-push network is approximated by expressions
in (22) on the top of next page, in which the first expression is
the power consumption counterpart of (12); the second is the
counterpart of (15); the third is the counterpart of (17); and the
forth is the counterpart of (18). Then again by substituting the
approximations of the throughput and power consumption into
(20), the approximation for EE in the prioritized-push network
can be obtained. Denoting P.piac = FPeprial if Ko < 65
P pri-ac = P pii-ac2 otherwise, we have the following Lemma:

Lemma 2-2: When given a fixed d, “’“ A€ is a positive quasi-
concave and non-decreasing function W1th respect to B.

Proof. By following the same approach as for the proof of
Lemma 1-1, we can prove that P, p;i.o; is positive convex and
non-increasing with respect to 5. Also, by using Lemma 1-
2, P.pi-ac2 can be proved to be positive convex and non-
increasing with respect to B. Then by combining the above
results, Lemma 2-2 is proved. |

C. EE-Based Caching Policy and Cooperation Distance De-
sign

By (20) and the EE analyses in Secs. IV.A and IV.B, the
EE optimization problem is

T Ra T pri-
max EE = ( c,Ran or c,Pri AC)
d,bom Ym=1,..,M sys Peran Pepricac (23)
subjectto M b, <5, 0<b,, <1,Vm.

Here we use the same approach as in Sec. III.C in which we
solve the sub-problems with quantized d, and then perform
a one-dimensional search. Therefore we focus on solving the
problem with fixed d. For this case we have the following
proposition:

Proposition 2: For a fixed d, (23) is a standard quasi-
concave problem and its optimal solution is tight at the
equality of the sum constraint.

Proof. Again follows from Lemmas 2-1 and 2-2. |

By Proposition 2, we know that (23) becomes a standard
quasi-concave optimization with a convex feasible set when
fixing d. Consequently, a standard solving procedure is used
and briefly described as follows. By introducing a slack
variable, the problem is equivalent to

max t
by Ym=1,..,M
subject to EEg, >t (24)
SM b <8, 0< b, <1,Ym.

Since Py is positive, for a fixed ¢, we have a convex feasibility
problem:

max 0
b, Ym=1,...M
subject to —Tys + 1Py <0 (25)

SM b <8, 0< by, <1,Ym.

Note that if (25) is feasible, ¢ is achievable. Since (25)
is solvable by standard convex solvers, by exploiting the
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bisection or other adaptive approaches to adjust ¢, a solution
arbitrarily close to the optimum can be obtained.'?

V. THROUGHPUT-ENERGY EFFICIENCY TRADE-OFF
ANALYSIS AND DESIGN

It can be observed that optimizing EE could be different
from optimizing throughput, and there exists a trade-off be-
tween them. This section aims to characterize such trade-off
and provide the trade-off design. To analyze the trade-off
between throughput and EE, we need to consider a multi-
objective optimization problem containing different objectives
that could conflict with each other. That is to say, trade-offs
between different objectives exist in the problem and a solution
that dominates in all aspects generally does not exist. We
thus introduce the pareto-optimality [37] in the throughput—
EE domain in Proposition 3.

Proposition 3: A pareto-optimal solution is defined as the
solution with d, and {b,, o} such that there does not exist
another feasible solution with d and {b,,}} satisfying the
following conditions simultaneously:

Tyys ({bm 11" d) > Tyys({bmo 11 do);
EEy({bm}1",d) > EBgys({bmo}1" s do)-

Since there could exist multiple pareto-optimal solutions,
the collection of all such solutions is denoted as the pareto-
optimal set 2. A common approach to deal with multi-
objective problems is to convert the problem into a single
objective problem via the weighted sum method [37]. We then
provide Proposition 4 that helps us in finding pareto-optimal
solutions.

Proposition 4: The optimal solution of the following prob-
lem gives a solution in a pareto-optimal set (2:

(26)

max w1 Tsys + wall By
dibp Nm=1,..,M
subject to Z%Iﬂ bm < 8;0 < b, <1,Vm. 27

d € feasible range

13 Again, part of the solution approach can be incorporated with the more
efficient Lagrange multiplier based approach.

Note that (27) reduces to the throughput and EE optimization
problem when considering w; = 1, we = 0 and w; = 0,
wo = 1, respectively.

Proof. We prove Proposition 4 by contradiction. Assume
that the optimal solution d, and {b,,,} of (27) does not
give a pareto-optimal solution. Then there must exist a d
and {b,,} such that Ty({bp},d) > Tiys({bm,o},do) and
EEgy({bm},d) > EEy({bmo},ds) are satisfied. It follows
that

W1 Tys({bm }, d) + w2 EEys({bm }, d)
> wlTsys({bm,o}v do) + w2EEsys({bm,o}7 do)-

This contradicts that d, and {b,, .} are optimal for (27).

(28)

To solve (27), the analyses in Secs. III and IV are exploited.
We again focus on solving the problem with a fixed cooper-
ation distance d. Then by considering the approximations in
the analyses and given a fixed d, we observe that the objective
function of (27) has a special structure:

o)+ 1)

")

where h(x) is concave, f(x) is concave, and g(x) is convex
over B3, respectively. We note that this stucture can be clearly
identified by denoting h(x) = Ty, f(x) = Tiys, and g(x) =
Py, and by using Propositions 1 and 2. Note that in [38], (29)
has been proven to be NP-complete and an efficient approach
to find the e-approximation of the global optimal solution of
(29) was proposed. Thus, results and techniques in [38] can
be exploited to solve (29).'4

x € B, (29)

VI

This section provides numerical results to validate our
analyses and evaluate the proposed designs. For all simulations
in this paper, we consider the following parameters and setup:

NUMERICAL RESULTS

14 Although only the minimization counterpart of (29) was explicitly inves-
tigated in [38]. According to [38] and our own investigations, concept, results,
and derivations can be applied to (29) after some modifications.



TABLE II: Summary of Parameters

Parameters

Values/Descriptions

D; N; K; Nps; Wepop ; Was | D =600 m; N = L

K = 16; Ngs = 100; W.pop = 20 MHz ; Wgs = 20 MHz

No ;5 Ac; a; dos v

No = —174 dBm/Hz; A\c = 2 GHz; a = 3.68; dp =5 m; v = 2% NoW

Aa; Ais Aa Xa = 0.0008,0.0022,0.0032 m 2 ; \j = Ay — Aa; A = 0.0050 m 2
Ty; Tp; Ts Ty = 200 kbits/s; Tp = 20 Mbits/s; Ts = Tp
Eg; Ep FEp =26 dBm; Ep < 23 dBm is determined by the power control
Sy M;v;q;0 S =10; M =1000; v =0.6,1.28 ; ¢ =0,34 ;6 =1.8

D = 600 m and K = 16. Also, we consider dy = 5 m,
a=3.68, \. = ?’XJIJ, and f. = 2 GHz in the path-loss model.
The maximum allowable interference is set to be at the order
of noise power, i.e., v = 2% NgW,pap, where Ny = —174
dBm/Hz is the noise power density and W.pp = 20 MHz
is the bandwidth for a D2D link. Thus the total bandwidth
used for the D2D communications is 320 MHz. Although
the theoretical framework in Secs. III, IV, and V does not
consider the practical limit of the BS, in the simulations, unless
otherwise indicated, we consider each BS link can use 200
kHz of bandwidth and 26 dBm of power consumption for
transmission. Besides, we consider the BS to have 46 dBm
total transmit power and Wys = 20 MHz total bandwidth.
Thus, the maximum number of users that can be served by
the BS is Ngs = 100. By the aforementioned parameters,
we consider Ty = 200 kbits/s and Tp = Ts = 20 Mbits/s;
Eg = 26 dBm and Ep < 23 dBm is computed by (2).
Thus, the cooperation distance d is within 100 meters. Note
that here 73 and Tp are easily achievable in practice and
Ts = 200 kbits/s can provide the video quality with 360p
[42]. We consider M = 1000 and S = 10, and the request
probabilities follow a MZipf distribution in [43], which has
recently been extracted from a very large, real-world dataset,
i.e., the BBC iPlayer dataset, with parameters ~ and q:
(m+q)™"
am = = > - _
D+ a)™

It can be seen that when ¢ = 0, the MZipf distribution
reduces to the commonly used Zipf distribution. To evaluate
the proposed designs in practical situations, in the simula-
tions, two parameter sets are used: v = 0.6, ¢ = 0 and
v = 1.28, ¢ = 34. The first parameter set is from the UMass
Amberst youtube experiment [16], which is widely used in
the literature, and the second corresponds to the parameters
reported in [43]. Furthermore, we adopt two density sets of
users: A\, = 0.0008 m—2 and \; = 0.0042 m~2; )\, = 0.0022
m~2 and )\; = 0.0028 m~2. Both of these have a considerable
number of inactive users. These values were chosen because
we are considering video streaming applications, in which each
user could occupy a large amount of resources and even though
the percentage of data that is used for video is very high, the
percentage of users using video streaming at any time need
not be; furthermore only a fraction of all cellphones in an
area are active at all. Finally, for designs in prioritized-push
networks, § = 1.8 is adopted according to some empirical
experiences. The system parameters used in the simulations
are summarized in Table II.

In Figs. 1, 2, and 3, to focus on evaluating the analysis
results, we simulate the networks without considering the
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Fig. 1: Evaluation of the proposed analyses in the random-push
networks with v = 0.6 and ¢ = 0.

practical resource constraint, i.e., Ngg is temporarily assumed
to be always sufficient in these figures. In Fig. 1a, we evaluate
the proposed analyses of the random-push networks adopting
v = 0.6 and ¢ = 0. When obtaining the results in Fig.
1, we adopt the caching policy designed by the proposed
optimization in Sec. III.C for the random-push network. From
the figures, we can observe that the analytical results are con-
sistent with the Monte-Carlo results. Besides, it is interesting
to observe that the EE increases with increasing coopera-
tion distance. This is intuitive because when the cooperation
distance, i.e., cluster size, increases, the probability that the
user can find the desired file increases, leading to better EE.
This is in contrast to the optimal throughput case where an
increase of cooperation distance is not always good because it
could decrease the number of clusters, leading to a lower total
throughput. Note that although the increase of cooperation
distance can also increase the power consumption of the
D2D links and decrease the total throughput, the increase of
probability of having the desired file in the D2D network, i.e.,
the hit-rate, is overwhelmingly important in the random-push
network because the BS randomly picks one user to serve in
this network and the BS power consumption is dominating. A



9

165 10

141
o
2
212
=]
a
<
g 1
o
=
= 0.8} Throughput - Monte-Carlo| |

. -©-Throughput - T,
—+ Throughput - TF,n
0.6 I I I I I I T T T
0 10 20 30 40 50 60 70 80 90 100
Distance (meters)
(a) Throughput.
5
3% 10 ‘ ‘
BB - ToiaPeria
2,51 EE-Tp/Pp;
—+ EE - Monte-Carlo

N
T

EE (bits/mJoule)
(9]

\\

o .

I I
0 10 20 30 40 50 60 70 80 920 100

Distance (meters)
(b) EE.

Fig. 2: Evaluation of the proposed analyses in the prioritized-
push network with v = 0.6, ¢ = 0, A\, = 0.0008 m~2, and
i = 0.0042 m~2.

different behavior is observed in the prioritized-push network.

In Figs. 2, we evaluate the proposed analytical results in
the prioritized-push network adopting v = 0.6, ¢ = 0, A\, =
0.0008 m~2, and \; = 0.0042 m~2. The adopted caching
policy in the figure is designed by optimizing N - T¢ p.ac as
discussed in Sec. III.C. In Fig. 2, curves labeled by Tpi(Ppyi)
are results of (12) and its power consumption counterpart; the
curves labeled by Tpi_a(FPpiia) are results jointly expressed by
(15) and (17) and their power consumption counterparts. From
the figure, we can observe that the proposed approximations
can effectively characterize the trend of the Monte-Carlo
result, though there is a gap between the analyses and the
Monte-Carlo results. We note that for other combinations of
densities and MZipf parameter set not shown here for space
reasons, similar results are observed. In Fig. 3 we compare
T pri-a With T¢ pii_ac in the prioritized-push network adopting
v = 0.6 and ¢ = 0 to validate the justification of using
T.priac for optimization. From the figure, we can observe
that T¢ pyiac2 is obviously different only at d = 30 for
Ae = 0.0022 and d = 50 for A\, = 0.0008, respectively,
and these points are the closest points to the breaking-point
and are not the optimal points. Note that although not shown
here, we did compare the proposed designs with the designs
obtained by directly optimizing 7¢ p.o using convex-concave
procedure [40], which is a non-convex optimization, and saw
no improvement.

In the remaining simulations, we consider the practical
resource constraint and focus on the prioritized-push network
since it is more spectrally efficient and practical. To validate
that the prioritized-push network is more spectrally efficient
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Fig. 3: Throughput comparisons between the approximations
in prioritized-push networks with v = 0.6 and ¢ = 0.
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Fig. 4: Throughput comparisons between the random-push and

prioritized-push networks with v = 0.6 and ¢ = 0.

than the random-push network. Fig. 4 compares their network
throughput adopting v = 0.6 and ¢ = 0 and the same
caching policy designed by optimizing 7 ps.ac. From the
figure, we can readily see that the prioritized-push network
offers better throughput. In Fig. 5, we consider v = 0.6 and
g = 0 and compare the prioritized-push networks with and
without the practical resource constraint. The adopted caching
policy in the figure is designed by the proposed throughput
optimization in Sec. III.C. Note that since Ngs = 100,
when considering the practical constraint, the BS can serve
at most 100 users. The curves labeled by “Limited” indicate
the results considering the practical resource constraint; the
curves labeled by “Unlimited” indicate the results without
considering the practical resource constraint. From the figure,
we can observe that the difference between the curves are
significant when d is less than 20 m, which are points that we
are not interested in.!?

In the following, we evaluate the proposed designs, i.e.,
the proposed throughout and EE designs, and compare them
with the “Max-Hit-Rate” design proposed in [18] and the
”selfish” design, in which each user caches the most popular
files. By using the simulations, we also discuss the trade-
off between throughput and EE. In Fig. 6, different caching
designs are evaluated in terms of throughput and the adopted
MZipf parameters are v = 0.6 and ¢ = 0. From the figures,
we can observe that the proposed throughput and EE designs
can provide very similar throughput performance.'® The Max-

15Similar results can be observed for the EE case.
16The same results can be observed when considering the random-push
networks.
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with v = 0.6 and ¢ = 0.
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Fig. 6: Throughput comparisons between different caching
policies in the prioritized-push network with v = 0.6 and
q=0.

Hit-Rate approach can provide an effective performance when
the systems operate at a suitable cooperation distance, but
its performance degrades significantly when the cooperation
distance is large. This is because the Max-Hit-Rate approach
cannot balance between using self-caching and D2D-caching,
and thus the low frequency reuse gain due to the large cluster
size could lead to a significant throughput degradation. This
result indicates that the self-caching is influential and the
effects of D2D-caching (with D2D communications) and self-
caching should be jointly considered. This also indicates that
when adopting the Max-Hit-Rate policy, it is safer to have a
smaller cluster size rather than a larger cluster size to prevent
the significant throughput degradation. The selfish approach
performs poorly because it does not consider the benefits of
D2D communications.
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Fig. 7: EE comparisons between different caching policies in
the prioritized-push network with v = 0.6 and ¢ = 0.

In Figs. 7, different caching designs are evaluated in terms
of EE and the adopted MZipf parameters are v = 0.6 and
q = 0. From the figures, we can observe that the proposed EE
design can offer the best EE performance. Again, the Max-
Hit-Rate design is effective when the cooperation distance is
appropriately selected, and the selfish design provides poor
performance. By comparing between the throughput and EE
evaluations, it can be observed that the optimal cooperation
distances are different. This leads to the trade-off between
throughput and EE when selecting different cooperation dis-
tances,'” and the compromise can be taken by selecting the
cooperation distances between these two optimal cooperation
distances. We note that although the Max-Hit-Rate design
could be effective in terms of throughput and EE when
appropriately selecting the corresponding cooperation dis-
tances, respectively, it offers a less effective trade-off between
throughput and EE. Besides, by comparing results in Figs.
6 and 7, we can see that the Max-Hit-Rate design starts to
diverge from the best throughput and EE designs when the
density of active users increases. This indicates that when the
density of active users increases, the best policy starts to be
different from pure cooperation. Finally, from all figures, we
observe that when the density of active users increases, the
optimal cooperation distance decreases, owing to the benefits
of the frequency reuse and eliminating the necessity of having

17We also observe that, when considering a given cooperation distance, the
proposed EE design can be near-optimal and optimal in terms of throughput
and EE, respectively. This degrades the usefulness of the compromise design
discussed in Sec. V. We thus omit the simulations using different weights of
(27). That being said, we think that the provided mathematical framework in
Sec. V could be useful in certain scenarios or other parameter sets.
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Fig. 8: Performance comparisons between different caching
policies in the prioritized-push network with v = 1.28, ¢ = 34,
Ao = 0.0022 m~2, and \; = 0.0028 m~2.

many active users in a cluster.

In Fig. 8, different caching designs are evaluated in the
prioritized-push network adopting MZipf with v = 1.28 and
q = 34 and densities \, = 0.0022 and \; = 0.0028 in
terms of throughput and EE. Similar results as in the previous
figures can be observed, i.e., the effectiveness of the Max-
Hit-Rate design and the trade-off between throughput and
EE when adopting different cooperation distances. Overall,
the simulation results show that, with practical popularity
distributions, the trade-off between throughput and EE exists,
and the trade-off can be adjusted by changing the coopera-
tion distance. Besides, although the Max-Hit-Rate approach
could provide good results when the cooperation distance is
appropriately selected, it provides poor trade-off. Furthermore,
the superior performance of the proposed designs as compared
with the Max-Hit-Rate and selfish designs indicates that jointly
considering the effects of D2D- and self-caching is important.

In Fig. 9, we compare between different policies using
different densities of active and inactive users to see the
influence in the same network as in Figs. 8. We can once again
observe that the Max-Hit-Rate policy starts to diverge from
the proposed throughput design when the density of active
users increases, just as in Figs. 6 and 7. More interestingly,
even when we increase the density of active users to a larger
number, the selfish policy is still much worse than the others.
This indicates that in the prioritized-push networks considering
practical popularity distribution, a policy to be cooperative
and to exploit the D2D communications should be more
appropriate in terms of throughput. A similar result can also
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Fig. 9: Throughput comparisons between different caching
policies and densities in the prioritized-push network with
v =1.28 and g = 34.

be observed in terms of EE. We thus omit the corresponding
figure for brevity.

VII. CONCLUSIONS

By considering the joint effects of BS-, D2D-, and self-
caching and the impact of the cooperation distance, the design
of caching policy and cooperation distance is investigated
in the clustering BS-assisted wireless D2D caching network.
Based on this setup, we analyze and optimize the network
throughput and EE with two different network structures,
i.e., random-push and prioritized-push networks. Note that
the although the prioritized-push network is more spectrally
efficient and practical, its analysis builds on the analysis of
the random-push network. Since the throughput-based and
EE-based designs could conflict with each other, to resolve
this issue, we discuss the trade-off between them. From
simulations, we conclude that the self-caching effect is in-
fluential and considering the joint effects of D2D- and self-
caching is important. Besides, the proposed throughput and
EE designs can outperform other designs and provide better
trade-off because they can acquire the balance point between
selfishness and cooperativeness. By comparing between the
throughput and EE evaluations, it can be observed that their
optimal cooperation distances are different. This leads to the
trade-off between throughput and EE when selecting different
cooperation distances.

This work focuses on the throughput- and EE-relevant
designs and analyses. Consequently, the delay performance
or any other delay-related constraints, such as outage per-
formance, is not considered. The corresponding performance
investigations and trade-offs are considered to be important
future directions.

APPENDIX A
PROOF OF LEMMA 1.2
Proof. Here  we onl}/{ prove the part regarding
{Z%Zlame_(“””i)bm} because the part regarding

K
{Z%Ilame_mbm can be similarly proved. Note that

M —(k )b . . .
S ame”(Fatridbnig convex and  non-increasing
with respect to B, and 2"+ is convex and non-
decreasing when k, > 1 and z > (. We denote



an\le ame”(Fatri)bm as g(b), where b € B; 2" as
h(z). Thus, [Z%Zl ame*(’""a*"”"i)bﬂ * = h(g(b)). Suppose
0 < § < 1. We observe that

due to convexity, where by, ba,db; + (1 — )by € B.
Then noticing that 0 < g (db; + (1 —d)bz) < 1 and that
0 < dg(by) + (1 — d)g(ba) < 1 due to the facts that
0<g(by) <1andO0 < g(by) <1, we know that

h(g(0by + (1 = d)bz)) < h(dg(b1) + (1 —d)g(b2)) (32)

due to the non-decreasing property of h(x),2 > 0. Finally,
by combining the above results and that ~(z) is convex when
x > 0, we have

h(g (6b1 + (1 —d)bz)) < h(dg(b1) + (1 —d)g(b2))
< 6h(g(b1)) + (1 - 5)h(9(b2)()3-3)

€2V

(Ka+ri)bm e

This proves that is convex. To

[Z%zl ame”

—(Ka+ri)bm

M Fa . . .
prove that [Zm:l ame 1S non-increasing, we
. . M _ ) . . .
simply notice that > =, ame (katri)bm js non-increasing
and z"* is non-decreasing when considering the feasible set
B. ]
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