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ABSTRACT

Networked systems have shown great promises in various cyber-
physical applications, such as automotive and transportation sys-
tems, smart buildings and infrastructures, and robotic systems. As
these systems employ advanced components and interact closely
with the dynamic environment, they are often subject to significant
disturbances from environment interference, security attacks, and
device faults. To ensure system safety, performance and other prop-
erties, it is critical to capture these disturbances and reason about
their impact at the network level. In this work, we propose to use
weakly-hard constraints to specify the disturbances in a bounded
manner, and leverage them to formally reason about system prop-
erties. We will first present two case studies that demonstrate the
impact of disturbances on various properties in networked systems
and motivate the usage of weakly-hard constraints. We will then
discuss several possible research directions in applying weakly-hard
constraints to networked systems.

CCS CONCEPTS

« Networks — Network performance evaluation; - Computer
systems organization — Embedded and cyber-physical systems;
Dependable and fault-tolerant systems and networks;

1 INTRODUCTION

With the rapid growth of cyber-physical and Internet-of-Things
(IoT) applications, engineering systems have become increasingly
networked and distributed. These networked systems often em-
ploy complex computation and communication components, and
interact closely with dynamic and uncertain environment. During
their operation, substantial disturbances may occur due to environ-
ment interference, security attacks, or device faults. Such distur-
bances could affect sensing, computation, communication, storage,
or actuation operations, and ultimately lead to incorrect system
behavior or degraded performance. For instance, connected vehi-
cles applications based on vehicular ad-hoc networks have shown
great promises in improving transportation safety and efficiency. In
these applications, vehicles exchange information with each other
and the surrounding infrastructure via wireless vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) messages. Such wireless
communication may be subject to long communication delays or
packet losses due to environment noise or security attacks (e.g.,
jamming or flooding attacks), which could lead to unsafe scenarios
and inferior performance [57, 59, 60]. For such networked systems,
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it is crucial to formally capture the possible disturbances to different
operations and analyze their impact on various system properties.

There have been a large number of works in addressing distur-
bance to networked systems in the literature. The disturbances may
come from permanent faults, transient disturbances, or intermittent
errors. For tolerating permanent node faults, researchers have tried
to either provision spare resources in the design phase [22, 26, 43],
or modify the network when runtime disturbances occur [1, 4, 9, 10].
For handling transient disturbances of networks, both centralized
scheduling policies [11, 40, 62] and distributed ones [52, 53] have
been proposed. To manage the intermittent errors of communica-
tion in networked control systems (e.g., packet losses), researchers
have modeled them as stochastic processes [47, 49, 50, 54] and ex-
plore the relation between the likelihood of packet loss and the
concerned functional property such as stability.

In this paper, we consider leveraging weakly-hard constraints to
capture the disturbances on various operations (e.g., sensing faults,
computation deadline misses, communication delays or losses).
The notion of weakly-hard constraints was initially proposed for
specifying timing requirements in real-time systems. While the
traditional hard deadlines require every instance of task execution
to complete within its deadline, weakly-hard constraints allow oc-
casional deadline misses in a bounded manner. A common example
is the (m,K) constraints, which specify that at most m instances
of a task are allowed to violate their execution deadlines among
any K consecutive instances [6, 21, 36]. Compared with hard dead-
lines, such weakly-hard constraints more accurately capture the
timing requirements for system functions (many of which can in
fact tolerate certain degrees of deadline misses), and significantly
improve system feasibility and flexibility. Compared with soft dead-
lines, where any deadline miss is allowed, weakly-hard constraints
provide deterministic guarantees on system safety, stability, perfor-
mance, data quality and other properties.

In the literature, weakly-hard constraints have been mostly ap-
plied to address computation deadline misses on a single node. We
believe that weakly-hard paradigm could also be a powerful tool for
modeling, analyzing, designing, and validating networked systems,
on two major aspects. First, it provides a bounded specification
for disturbances on various operations, and thus facilitates formal
and more deterministic reasoning of system properties. Deriving
weakly-hard constraints for those operations may not be trivial,
but as the operations are typically local (e.g., sensing and compu-
tation faults or deadline misses on a single node, communication



delays or packet losses on a single link), bounding their behavior
is often easier and more practical than directly analyzing system
properties at the network level. From this perspective, specifying
weakly-hard constraints can be viewed as a way to provide guaran-
tees on network-level properties by imposing the requirements on
lower-level operations. Such requirements can be used to guide the
design of lower-level components, and to monitor the lower-level
operations at runtime for early prediction of system failures or
assurance of system properties under disturbances. It is also worth
noting that the (m,K) weakly-hard constraints provide a unified
formulation for capturing the disturbance. That is, permanent faults
can be viewed as a special case with m = K, while a single fault can
be viewed as m = 1 within a certain K window.

Second, weakly-hard constraints can be leveraged to allow “con-
trolled skipping” of operations when needed, e.g., skipping (not
executing) certain sensing, computation and communication op-
erations, as long as the weakly-hard constraints are satisfied and
hence the system properties and requirements are still met. By skip-
ping those operations, the system may utilize the saved resources
for other objectives, e.g., running security monitoring or fault tol-
erance tasks; or it may simply go to idle state to reduce energy
consumption.

In the rest of the paper, we will first present two case studies
in Section 2 that discuss the disturbance in networked systems
and motivate the usage of weakly-hard constraints. In particular,
Section 2.1 shows an example of network flooding application un-
der node faults defined by weakly-hard constraints. Section 2.2
discusses how connected vehicle applications can be affected by
communication disturbances, and how such disturbances may be
captured with a partial consensus model and weakly-hard con-
straints. Section 3 then presents some of the relevant approaches
for these problems, and highlights the advantages for using weakly-
hard constraints. We will then discuss some of the possible research
directions on using weakly-hard paradigm for networked systems
in Section 4 and conclude the paper in Section 5.

2 MOTIVATING EXAMPLES

2.1 Network Flooding

A key advantage of weakly-hard models for networks is the ability
to obtain non-probabilistic guarantees, as one might with a hard
real-time model. We substantiate this claim with the ubiquitous
example of network flooding. The aim of a network flooding algo-
rithm is to distribute a packet to every node on a network from a
single, arbitrary source node. The standard example of a flooding
algorithm is to simply send any incoming packet to every neigh-
bor except for the neighbor from which the packet was originally
received. Typically, flooding algorithms prioritize minimizing the
time required for every node to receive the packet over minimizing
network traffic.

For simplicity, consider a network G = (V,E), where V denotes
a set of nodes and E C V2, operating in synchronous stages under
a real-time model where a node will send a received packet to
each of its neighbors in every time step. In this model, missing
a deadline is equivalent to failing to propagate the packet at the
corresponding time step. Clearly the maximum latency, i.e. the first
time at which the last node receives the packet, is equal to the
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diameter of G when there are no deadline misses (the diameter of G,
called Dg, is the maximum distance between any pair of nodes in G).
When deadline misses occur, the maximum latency is unbounded
under a probabilistic model since it is always possible (albeit with a
vanishingly small probability) that a node misses all its deadlines in
any finite window. By adopting a weakly-hard model we are able to
dispense with probabilistic models and obtain an exact maximum
latency. In the case of synchronous flooding, this can be achieved
using the following SAT/SMT formulation.

Given the network G, we first obtain the adjacency matrix (a;, ;).
We assume that each node has a known (m,K) constraint — this
means that for every consecutive K steps of the algorithm, each
node may be turned off or refuse connection or miss the commu-
nication deadline at most m times. We introduce symbolic values
(pi,¢) to signify that node i has the packet at time ¢ and (m; ;) to sig-
nify that node i has turned off at time ¢. To model the operation of
the flooding algorithm for finite horizon T, we use pseudo-Boolean
constraints:

min(¢+K,T)
WH = /\A mis <m (1)
it
which ensures that each node is off for no more than m timesteps
for every consecutive K-length period,

t

EVOLVE = /\ /\ Pi,t AN —mip A —mj ¢ A ajj = Pj,t+1 (2)
i,j t<T-1

which details how packets move between neighbors that are both
on at a given timestep,

PERSIST == A\ A\ piv = pirn (3)
t

1

which posits that a packet that has been received at a given node
persists on that node,

INIT := Zp,»,o =1 ()
i

which guarantees the existence of a unique node to act as the source
of the flood, and finally

FLoop = A\ \/pi.c ()
t

i
which is the clause that defines a successful run of the flooding

algorithm where each node eventually obtains the packet.
We combine these clauses to obtain

¢(T) := =FLOOD A INIT A EVOLVE A PERSIST A WH (6)

If ¢(T) is satisfiable, it means that there is a model M for ¢(T)
where a particular node in V initiates a flood and a particular pattern
of deadline misses across the network causes the flooding algorithm
to not succeed within T timesteps. If, on the other hand, ¢(T) is
unsatisfiable, it means that under the specified (m,K) constraints,
any initializing node in V will be able to flood a packet to every other
node in the network in at most T steps, regardless the particular
pattern of deadline misses may be. By initializing T to m + 1 and
incrementing T by one each time ¢(T) is satisfiable, we obtain a
guaranteed maximum latency for the simple flooding algorithm on
G in the weakly-hard regime.
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We experiment on a total of 860 random graphs ranging from
sparsely to densely connected with small sizes |V| € {10, 12, 14, 16,
18}. An example of a medium-dense connected graph from our test
set is shown in Figure 1. We display the average per-graph increase
in T relative to Dg over a variety of (m,K) constraints in Table 1.
Entries marked as "-" are scenarios that are trivially impossible to
flood as all neighbors can be off as long as the source node is on
and vice versa.

Table 1: Average increase in maximum latency under vari-
ous (m,K) constraints relative to Dg.

K
3 4 5 6 7 8 9
2.59x  2.59x  2.00x 2.00x 2.00x 2.00x 2.00x
- - 417x  4.17x 4.17x 3.00x 3.00x
- - - - 5.76x 5.76x 5.76x
- - - - - - 7.35x

W N =

For a given graph G and fixed K, the maximum latency T of the
synchronous flooding algorithm is monotonically increasing in m
when G is under the (m,K) constraint. Furthermore, the maximum
latency under fixed m is monotonically decreasing in K. These
monotonic properties are intuitive results. Less intuitive is the fact
that a ratio of 2 is not enough to predict the maximum latency. As
an example, the maximum latency increase for (m,K) = (1,3) is
2.59x whereas for (m,K) = (2,8) the maximum latency increase is
3.00x. One would intuitively expect that in the latter case, where
each node can be off for a smaller fraction of time than in the former,
that the maximum latency increase would be smaller. The reason
for this discrepancy is that permitting longer lengths of consec-
utive per-node downtime allows for the possibility that packets
are “quarantined” behind low-degree nodes of the graph. In the
(m,K) = (1,3) case, each node can be off for at most one consec-
utive timestep and so the maximum latency is smaller than the
(2,8) case where nodes can potentially be off for two consecutive
timesteps.

2.2 Connected Vehicles

Future vehicles equipped with wireless communication modules
are highly promising in bringing significant improvement in trans-
portation safety and efficiency. These vehicles exchange messages
with each other and with surrounding infrastructure via vehicle-to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) communication
channels, to inform others about their current states and intents for
collaboratively making decisions. For instance, in cooperative adap-
tive cruise control (CACC), consecutive vehicles communicate with
each other to maintain a safe distance between them. In centralized
autonomous intersections, vehicles approaching an intersection
communicate with an intersection manager that decides the order
for them to pass.

However, as V2V and V2I communication may suffer from envi-
ronment interference or malicious security attacks (e.g., jamming or
flooding attacks) on the wireless channels, there could be substan-
tial communication delays and losses. In our prior work [56, 57, 59],
we have shown that such communication delays/losses may have
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Figure 1: (top) A medium-dense graph G with 10 nodes from
our test set; D = 4. In the worst case, the flood is initial-
ized by node 6, shown in green. (bottom) Worst-case flood-
ing latency pattern for G with (m,K) = (2,5). The progress of
the packet through the network is shown in green, and the
corresponding deadline misses are shown in red (rows cor-
respond to the nodes and columns correspond to timesteps).

significant impact on the performance and safety of connected ve-
hicle applications such as CACC and autonomous intersections.
For CACC, when following vehicle does not receive the V2V mes-
sages from proceeding vehicle in time, it will revert to regular
adaptive cruise control (ACC), which determines the safe distance
without full information of the proceeding vehicle (in particular
its acceleration) [59]. For autonomous intersections, we developed
a delay-tolerant intersection management protocol that explicitly
addresses V2I message delays/losses to guarantee system safety, i.e.,
vehicles with conflicting routes will never enter the intersection
at the same time [56, 57]. The protocol also ensures deadlock-free
and liveness properties !, if the maximum communication delay

!In this application, liveness means that every vehicle that sends request will eventually
cross the intersection.



(considering resend in the case of message loss) is bounded and the
bound is known. The work also quantitatively analyzes the impact
of communication delays on autonomous intersection performance,
and demonstrates the improvement from our approach over tradi-
tional traffic lights [57] and smart traffic lights that leverage back
pressure scheduling [56], as long as the communication delay is
within a reasonable bound (500ms to 1000ms).

The studies on CACC and autonomous intersections demon-
strate the various impacts of communication disturbance on system
properties. In both works, system performance is significantly af-
fected by message delays/losses, while system safety can always
be guaranteed. Cases for deadlock-free and liveness properties are
more complex - they can be ensured but only when the communi-
cation delay between any vehicle and the intersection manager is
bounded (i.e., it will eventually happen), and very importantly, the
protocol is designed to wait for such communication to complete.
These observations motivated us to consider the following general
questions for connected vehicle applications:

e For quantitative metrics such as performance, how to mea-
sure the impact of communication disturbance on them?

e For logical properties such as safety, liveness, and deadlock-
free, how to derive the requirements on communication
delay and reliability that can ensure the properties are met?

o For both types of analysis above, what types of formalism are
needed for capturing the requirements on communication?

In [29], we find that these problems can be considered from the
viewpoint of the consensus problem, as the traffic participants (ve-
hicles and infrastructures) have to reach certain level of agreement
via communication to ensure the desired system properties. The
interesting observation there is that in many cases, the participants
only need to reach what we call partial consensus under communi-
cation disturbances to meet the functionality requirements, albeit
with possible performance degradation. An illustrating example
on the collaborative lane merging/changing is shown in [29] and
explained below.

In Figure 2, four vehicles communicate with each other and try
to reach an agreement on a lane merging decision, i.e., whether ve-
hicle 1 or vehicle 2 would merge into the central lane. In Figure 2 (a),
there is no global consensus, possibly due to communication distur-
bances from environment interference, security attacks, or faulty
devices. There is partial agreement between vehicles 1 and 4 that
vehicle 1 will merge into the central lane, and between vehicles 2
and 3 that vehicle 2 will merge into the central lane. In this case,
it would be unsafe to perform the lane merging, as vehicle 1 and
vehicle 2 may merge into the central lane at the same time. In Fig-
ure 2 (b), global consensus is reached that vehicle 2 will merge
into the central lane. In this case, lane merging could be performed
safely in a collaborative fashion, where vehicles maintain safe dis-
tance between them with information of other vehicles’ location,
velocity and acceleration, i.e., using a car-following model that is
similar to CACC [45, 59].

There are more complex scenarios with different degrees of
agreement. In Figure 2 (c), partial agreement among vehicles 1, 2
and 4 is reached that vehicle 2 will merge into the central lane.
However, as vehicle 3 has the wrong understanding that vehicle
1 will merge into the central lane (or it could be unaware of any
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Figure 2: Lane-merging under different degrees of agree-
ment [29]: (a) Only partial agreement reached, and it is un-
safe to perform merging as vehicles 1 and 2 may collide in
the central lane. (b) Global consensus/agreement reached,
and it is safe to merge based on car-following model simi-
lar to CACC. (c) Partial agreement reached among vehicles
1, 2 and 4. Lane merging may be performed based on car-
following model similar to ACC between vehicles 2 and 3.
(d) Partial agreement reached between vehicles 1 and 2, and
between 3 and 4. Lane merging may be performed based on
car-following model similar to ACC between vehicles 2 and
3, and between vehicles 2 and 4.

merging at all), vehicle 2 has to be more conservative and assume all
behavior of vehicle 3 is possible (i.e., sudden break with maximum
breaking force). In this case, instead of CACC, vehicle 2 should adopt
a car-following model that is similar to ACC (e.g., the human driver
model [24]) to calculate its safe distance with vehicle 3. This will
reduce the system performance (e.g., increase the distance between
vehicles or the travel time for vehicles), but it should ensure system
safety. In Figure 2 (d), there is partial agreement between vehicles 1
and 2 that vehicle 2 will merge into the central lane; while vehicles



Exploring Weakly-hard Paradigm for Networked Systems

3 and 4 assume vehicle 1 will merge. It may still be possible to
perform the lane merging with safety guarantee in this case, but
vehicle 2 should be most conservative about the possible behavior
of vehicles 3 and 4, and assume they could break or accelerate with
the maximum force.

We extended the widely-used traffic simulator SUMO [46] and
conducted experiments to study how partial consensus may affect
the system performance, measured by the average travel time of ve-
hicles. In the simulation, there are 40 vehicles traveling on a 3-lane
500-meter road. The vehicles arrive at the beginning of the road
based on a Poisson distribution. The starting lane and the destina-
tion lane are randomly generated based on uniform distribution. We
assume that under communication disturbance, certain percentage
of the lane merging is performed under partial consensus (we only
consider the partial consensus case in Figure 2 (c) in this study),
while the rest is performed with global consensus. As shown in
Figure 3, there is a clear degradation of system performance when
the percentage of partial consensus increases.

The example in Figure 2 and the results in Figure 3 demonstrate
the impact of communication disturbance on system properties
(safety and performance). The varying degree of such disturbance
could be captured with different types of partial consensus (note
that global consensus and no consensus at all can both be viewed as
special cases in partial consensus). However, questions still remain
that 1) how to model the communication disturbance over time, e.g.,
how to specify the occurrences of a specific type of partial con-
sensus within a certain time period, and 2) how to analyze system
properties given the requirements/assumptions of communication
disturbance.

We believe that weakly-hard model could be a promising di-
rection for answering the above questions, as it can provide more
deterministic specifications that facilitate formal and quantitative
analysis of system properties over time. We could explore leverag-
ing weakly-hard constraints together with the concept of partial
consensus to formally analyze and prove the properties of con-
nected vehicle applications. For instance, we may derive weakly-
hard bounds for the communication between two vehicles based
on the analysis of intra-vehicle task executions and signal trans-
missions as well as inter-vehicle V2V message transmissions. Such
bounds can be used for network-level analysis (such as in Sec-
tion 2.1) to derive the partial consensus behavior and then reason
about system properties. Some of these research directions will be
further elaborated in Section 4.

3 RELATED WORK
3.1 Fault Tolerance in Networked Systems

There are a large number of works in the literature that consider
the disturbances/faults in networked systems. For instance, some
works focus on the tolerance of permanent node failures, where two
main methodologies are considered: precautionary and reactive.
For the pre-cautionary methods, redundant relay nodes need to be
deployed at setup phase for unexpected node failures. The goal is to
ensure the connection of the networks with the minimum number
of relay nodes [22, 26, 43]. Reactive methods, on the other hand,
try to restore network connectivity after node failures occur, by
resetting the positions of existing nodes or deploying additional

nodes [1, 4, 9, 10]. These approaches differ from one other in the
types of constraints (type/number of additional nodes, number of
mobile existing nodes, etc.) and the secondary objective other than
connectivity (e.g., minimizing average data delivery delay) [51].

Some other works focus on handling transient disturbances. One
main direction is to explore new scheduling policies at the archi-
tecture layer [11, 40, 52, 53, 62]. In [62], a centralized approach
was proposed for dynamically making decisions. However, this
approach is time consuming. To improve the efficiency, a partially
distributed framework was proposed in [52]. In this framework, a
central controller is still employed but only used to compute and
propagate necessary high-level information. Each node separately
generates its own schedule when receiving the information. This ap-
proach effectively distributes the computation load but still suffers
from long response time. The authors in [53] then proposed a fully
distributed packet scheduling framework to reduce the response
time for handling disturbances.

There are also significant efforts directed at designing control
algorithms under intermittent errors such as packet losses [16].
The majority of these works model the packet losses as a stochastic
process, e.g., Bernoulli process [49, 50, 54] or Markov process [47].

In comparison, we propose to leverage weakly-hard constraints
for capturing the bounds on disturbances and formally reason-
ing about system properties. For systems where such weakly-hard
constraints can be derived (e.g., as the example in Section 2.1 or
our work in [23]), our approach can provide a more deterministic
guarantee on functional properties such as safety, stability, and
reachability. Moreover, for cases where a definitive weakly-hard
bound is difficult to obtain, we may explore defining weakly-hard
constraints in a probabilistic manner (e.g., task 7 may miss more
than 2 deadlines out of any 10 consecutive activations, with a prob-
ability of less than 10~°). This way we may deduce the probability
bound for system properties to hold at the network level, based on
the probabilities of local weakly-hard constraints being satisfied.
Finally, levering weakly-hard constraints also enables “controlled
skipping” of operations for improving system adaptability and re-
ducing resource utilization.

3.2 Analysis of Weakly-Hard Models

In the literature, the notion of (m,K) weakly-hard constraints was
first introduced in [18]. The authors in [6] formally defined weakly-
hard constraints for real-time systems and presented schedula-
bility analysis for periodic tasks under fixed-priority scheduling.
Other schedulability analysis works [7, 27, 39, 42] were presented
under various assumptions such as bi-modal execution and non-
preemptiveness. Weakly-hard constraints were also studied to bound
the temporal behavior of overloaded systems [2, 3, 19-21, 35-38,
44, 48], where typical worst-case analysis (TWCA) is conducted
for tasks that are activated periodically with sporadic overload.
Recently in [? ], a job-level scheduling policy was presented for
weakly-hard constraints to improve system schedulability.
Besides schedulability analysis, analyzing and optimizing con-
trol stability is another topic studied with weakly-hard constraints.
The work in [14] analyzes the closed-loop properties of control
software based on TWCA. In [39], periodic task instances are stati-
cally separated into mandatory and optional instances based on the
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Figure 3: Lane-merging performance under different percentage of partial consensus as specified in Figure 2 (c), while global

consensus is assumed to be reached in the rest of cases.

(m,K) constraints, and only the mandatory ones are guaranteed to
complete in time. The work in [15] extends this work to improve
the performance of optional instances, and the work in [30] con-
siders additional non-periodic execution. In [34], a general state-
based weakly-hard model was proposed to measure the perfor-
mance cost of deadline misses. Several approaches have also been
proposed for control-schedule co-design under possible deadline
misses [8, 12, 41]. In [8], the authors experimentally studied the
trade-off between control performance and resource saving by ac-
tively skipping some deadlines. In [12], the relation between dead-
line misses and sampling periods in terms of control performance
was studied. Furthermore, the verification of functional properties
such as safety and stability has been considered for linear systems
by using satisfiability modulo theories (SMT) solvers [13] and for
nonlinear systems by over-approximation based approach [23].

These works on weakly-hard constraints have demonstrated
promising results of using them to improve system schedulability
and trade off control performance, mostly for single-node systems.
We believe that weakly-hard paradigm could also be effective for
analyzing and designing networked systems, to provide more de-
terministic guarantees on system properties and to enable more
flexible adaptation for different objectives. In the next section, we
will discuss some of the research problems and directions for real-
izing this vision.

4 RESEARCH PROBLEMS AND DIRECTIONS

4.1 Viewing Networked Systems through the
Lens of Weakly-Hard Models

We first describe properties that are relevant in the context of net-
worked systems and then discuss how the weakly-hard model can
be used to bound uncertainties and provide deterministic guaran-
tees. Broadly speaking, several classes of properties are important

pertaining to the correctness and performance of the overall system.
We list some representative ones below.

e Quality-of-service, e.g. bounded latency in routing a data
packet from one node in the network to another node in the
network;

Load-balancing, e.g. balancing network traffic across links;

Availability, e.g. minimum level of uptime;

Reliability, e.g., tolerance to occasional link failures;

Consensus such as selecting a leader especially in the pres-

ence of faulty processes or faulty links;

e Reachability/isolation, e.g. packets belonging to a certain
class, as classified by their header information for instance,
should only reach their designated end hosts;

o Self-stabilization, e.g. the networked system would end up
in a correct state no matter what its initial state is.

Additionally, the network itself might be utilized to achieve cer-
tain control objectives, such as wireless control network [33] or
coordination of connected vehicles [17, 57].

As stated before, a long-standing challenge and a subject of ac-
tive research has been how to design systems that can guarantee
these properties even in the presence of uncertainties or faults. Ad-
dressing this challenge first and foremost requires the selection of
a fault model. Faults can be generally categorized into permanent,
transient, or intermittent, depending on their temporal character-
istics. It is easy to see that permanent and transient faults (in the
non-probabilistic case) can be captured by the (m,K) model. For
intermittent faults, the (m,K) model additionally assumes certain
regularity of these episodic and recurring faults. We argue that
this is a powerful model as it allows the bounding of disturbances
without imposing a strong constraint on when faults may actually
occur. These bounds are especially important for analysis of safety-
critical settings where proving the absence of certain failures (with
respect to the high-level properties) is desired. The challenge of
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computing or verifying these bounds lies in the ability of efficiently
over-approximating the effects of the faults as precise as possible,
given the potentially large fault space. Our recent work on verify-
ing weakly-hard nonlinear control systems is a step towards this
direction [23]. Another orthogonal direction for managing the com-
plexity of verification would be to consider networks with restricted
topologies.

In our earlier example, we considered a simple flooding protocol
aiming at distributing information quickly to the nodes in an arbi-
trary network and studied the effects of different (m,K) constraints
had on the worst-case latency of the broadcast. We observed that
an (m,K) constraint that seemingly allows fewer faults on average
actually causes a longer delay on the flooding time. The reason was
that the stronger constraint implicitly disallows consecutive faults.
Thus, while the (m,K) model is quite expressive, it needs to be
refined to models such as (1, K) to specify at most i consecutive
deadline misses are allowed in any K consecutive activations [6],
and combined with other analyses such as those that bound con-
secutive message losses [25]. Our earlier work showed that these
bounds were critical in assuring end-to-end properties of multi-rate
systems, i.e. networked systems with bounded latency channels
and nodes that execute at different rates [28].

The weakly-hard model provides a new lens through which
we can view fault tolerance in networked systems especially when
real-time guarantees are of paramount importance. Given the broad
range of properties in networked systems, an interesting direction
would be to revisit these properties under the weakly-hard model
and study the potential trade-offs among different choices of (m,K).
It will also be a valuable exercise to compare these analyses with
those that rely on probability assumptions (e.g. [32]).

In some sense, redundancy underlies all approaches to fault tol-
erance. Redundancy typically takes two forms, spatial and temporal.
In the weakly-hard paradigm, we envision the development of new
fault-tolerant protocols that leverage these redundancies, e.g. those
that make use of node replication or message re-transmission ap-
propriately. On the other hand, a system that can preserve its func-
tionality under an (m,K) constraint indicates that there is inherent
temporal redundancy in the system. Thus, the design question is
how do we exploit these redundancies in such a way that we can fur-
ther optimize other design objectives such as energy consumption
(especially for IoT devices) [31], extensibility [61], or security [55].
Answering this question would require tying together analysis at
the lower software architecture level for meeting the (m,K) con-
straints, such as energy-constrained scheduling for weakly-hard
systems [5]. We discuss this in detail in the next section.

4.2 Applying Weakly-Hard Paradigm across
System Layers

In above, we have argued that a weakly-hard paradigm may facili-
tate the analysis of system properties under disturbances and the
design of more adaptable and efficient networked systems. For both
purposes, we believe it is important to take a cross-layer approach
that addresses both function and architecture layers.

For analyzing system properties under disturbances, the first
step is to derive weakly-hard bounds on operation disturbances,
e.g., node failures as in the network flooding example in Section 2.1

or communication failures (long delays or packet losses) as in the
connected vehicle applications in Section 2.2. While the analy-
sis for network flooding is conducted at the function layer with
weakly-hard assumptions on individual nodes, whether a node
may encounter sensing/computation/connectivity faults that lead
to deadline misses ultimately depends on implementation details
at the architecture layer. As shown in Figure 4, the computation
and communication at an individual node a1 may be further de-
composed into a series of software task (thread) execution and
internal signal communication. Correspondingly, the analysis of
weakly-hard bounds for the failures of this node (e.g., deadline
misses or transient faults) can be refined into weakly-hard analysis
of software tasks and signals at the architecture layer, i.e., (m,K)
for a1 could be represented as a function f of weakly-hard con-
straint (mq,K;) for the execution of task 77, weakly-hard constraint
(ma,K>) for the signal transmission between tasks 2 and 73, and
weakly-hard (or hard) constraints on other tasks and signals.
Similarly, for the connected vehicle applications, whether two
vehicles can exchange information in time depends on the timing
and reliability of the architecture layer operations, including the in-
vehicle task execution, message transmission over in-vehicle buses,
and V2V message communication over vehicular ad-hoc network,
as explained in [59]. Thus, deriving the weakly-hard bounds for
communication failure at the function layer can also be refined
into weakly-hard analysis at the architecture layer. More generally,
there could be multiple function layers and architecture layers.
Weakly-hard analysis could in principle be applied to each of those
layers and cross-layer analysis should be performed to derive the
relations between weakly-hard constraints at different layers.

a3\

Ay

[4%]
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@y

(m,K) Function Layer

(m,K) = f((my, Ky), (my, K3), )
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S2-3
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Figure 4: An illustration of how weakly-hard bound of an in-
dividual node, e.g., (m,K) constraint for node a1, at the func-
tion layer can be further refined to weakly-hard analysis at
the architecture layer, e.g., (m1,K1) for the execution of task
71 and (mg,K32) for the signal transmission between tasks
and 73.



For leveraging weakly-hard constraints to improve system adapt-
ability and reduce resource utilization, it is essential to take a cross-
layer approach to ensure that the “controlled skipping” of opera-
tions can lead to desired properties at function and architecture
layers. For instance, we may intentionally skip some of the node
activations/executions during network flooding to reduce energy
consumption. It is thus important to ensure that we still achieve
the desired flooding performance at the function layer and at the
same time maximize the energy savings at the architecture layer. In
many cases, we will also need a co-design approach to explore the
configurations of both function and architecture layers, as well as
the weakly-hard constraints themselves (i.e., choosing how many
instances to skip during K activations), to satisfy those properties.

5 CONCLUSION

Networked systems have been playing a significant role in cyber-
physical and IoT applications. These systems are often subject to
disturbances on their sensing, computation, communication, stor-
age, and actuation operations due to environment interference,
security attacks and device faults. Such disturbances may signif-
icantly degrade system performance, cause incorrect functional
behavior, and even lead to system failure. To address this issue, we
present an idea to leverage weakly-hard paradigm for capturing
disturbances in a bounded manner and facilitating formal analysis
of system properties at the network level. Such approach can also
help improve system adaptability and reduce resource utilization by
allowing “controlled skipping” based on weakly-hard constraints.
We illustrate our idea through two motivating examples in network
flooding and connected vehicle applications, and discuss some of
the research problems and directions. We believe this is a promising
direction for building more predictable and adaptable networked
systems.
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