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Abstract—In this paper, we propose a new approach for robust compressive sensing (CS) using memristor crossbars that are constructed by recently invented memristor devices. The exciting features of a memristor crossbar, such as high density, low power and great scalability, make it a promising candidate to perform large-scale matrix operations. To apply memristor crossbars to solve a robust CS problem, the alternating directions method of multipliers (ADMM) is employed to split the original problem into subproblems that involve the solution of systems of linear equations. A system of linear equations can then be solved using memristor crossbars with astonishing $O(1)$ time complexity. We also study the impact of hardware variations on the memristor crossbar based CS solver from both theoretical and practical points of view. The resulting overall complexity is given by $O(n)$, which achieves $O(n^{2.5})$ speed-up compared to the state-of-the-art software approach. Numerical results are provided to illustrate the effectiveness of the proposed CS solver.
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I. INTRODUCTION

Compressive sensing (CS) has received a great deal of attention over the past decade, and has achieved tremendous success in a wide range of applications such as medical imaging, radar, spectrum sensing, and data gathering from large wireless sensor networks [1]. CS attempts to perform sampling and compression simultaneously, and under mild conditions, allows the recovery of a high dimensional sparse signal from low dimensional (noisy or noisy) observations [2]. In [3], [4], it was established that exact recovery of sparse signals from noiseless observations is possible using simple linear programming (LP) which yields $O(n^3)$ complexity, where $n$ is the dimension of the signal to be recovered. In order to improve the computational efficiency, subspace pursuit [5] and expander graph [6] based methods were proposed for exact recovery with complexity $O(n) \sim O(n^{2.5})$. However, when the measurements are noisy, signal recovery from imperfect measurements (also known as robust CS [7]) becomes involved, and requires the solution of a special instance of a second-order cone program (SOCP) [2]. This leads to a higher computational complexity $O(n^{3.5})$ than that of LP [8]. In this paper, we aim to develop an ultra-efficient solver for robust CS.

Previous research efforts [1]–[7] focused on software-based approaches for sparse signal recovery, with the support of CPUs. However, the conventional implementation of CS algorithms running on CPUs suffers from limited scalability due to the relatively high computational complexity and memory requirements, which thereby limits the applicability of CS solutions to big data problems. Therefore, it is attractive to design a low-complexity and ultra-efficient hardware architecture for CS algorithms. Beyond traditional CMOS designs, this paper utilizes memristor crossbars (one type of non-volatile memory device) to achieve significant speed-up for robust CS compared to the state-of-the-art software approach.

The memristor was recently invented by HP Labs [9] and has received significant attention as a potential building block for neuromorphic computing systems [10], based on its unique property to change and record its own state. Memristors offer the ability to construct a dense, continuously programmable, and reasonably accurate cross-point array architecture, known as memristor crossbar [11]. It has been shown in [12] that a memristor crossbar can be utilized to effectively perform matrix-vector multiplications and solve a system of linear equations with an astonishing $O(1)$ complexity. The computational merit of memristor crossbars has been stressed in various applications such as linear solvers [12], dictionary learning [13], autoencoder [14], and unsupervised learning [15].

In this work, we propose a low-complexity and ultra-efficient memristor-based CS solver. In spite of its computational advantages, there exist two challenges from the perspective of hardware implementation. First, the memristor crossbar can only perform computations involving square matrices with nonnegative entries, since the memristance is always nonnegative. Second, the memristor crossbar suffers from hardware variations, which degrade the accuracy of CS solutions. To the best of our knowledge, it is the first time that memristors are being used for CS, and the aforementioned hardware obstacles are addressed from the perspective of algorithm-hardware co-optimization.

The major contributions of this paper are two folds. First, we successfully implement memristor crossbars to solve robust CS problems with the help of an operator splitting method, the alternating directions method of multipliers (ADMM). The advantage of ADMM is that we are able to extract subproblems that involve the solution of systems of linear equations from the solution of robust CS. Memristor crossbars can then be utilized to design the required linear solver. This is different from the literature [14], [15], where memristor crossbars were recently adopted for implementing the gradient descent algorithm. Second, we propose an efficient method to construct a valid memristor conductance matrix by eliminating its negative entries without loss of performance. We also show that the proposed memristor crossbar based CS solver is quite robust to hardware variations and achieves $O(n^{2.5})$ speed-up compared to the conventional SOCP running on CPUs.

II. PRELIMINARIES: ROBUST CS AND MEMRISTOR CROSSBAR

In this section, we briefly introduce the problem of robust compressive sensing and the utility of memristor crossbars.

A. Robust CS

Let $\mathbf{x} \in \mathbb{R}^n$ be a sparse or compressible vector (e.g., a digital signal or image) to be recovered. We have access to measurements $\mathbf{y} \in \mathbb{R}^m$ via

$$\mathbf{y} = \mathbf{A}\mathbf{x} + \mathbf{v},$$

(1)

where $\mathbf{A} \in \mathbb{R}^{m \times n}$ is a given measurement matrix (e.g., random Gaussian matrix), $\mathbf{v}$ is a stochastic or deterministic error term with bounded energy $\|\mathbf{v}\|_2 \leq \epsilon$, and $\| \cdot \|_2$ denotes the $\ell_2$ norm of a vector. Here we focus on the scenario in which $m \ll n$, rendering $\mathbf{A}$ non-invertible.
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The major task of robust CS is to stably recover the unknown sparse signal \( x \), from the noisy measurements \( y \). It has been shown in [16] that a stable recovery can be achieved in polynomial time by solving the convex optimization problem

\[
\begin{align*}
\text{minimize} & \quad \|x\|_1 \\
\text{subject to} & \quad \|Ax - y\|_2 \leq \epsilon,
\end{align*}
\]

where \( x \in \mathbb{R}^n \) is the optimization variable, and \( \| \cdot \|_1 \) denotes the \( \ell_1 \) norm of a vector. We note that problem (2) is a special instance of a second order cone program [17], which is typically solved by the interior-point algorithm [2].

**B. Memristor Crossbar**

A Memristor has the unique property to be able to record the historical profile of the excitations on the device. More specifically, the state (memristance) of a memristor will change when a certain voltage higher than a threshold voltage is applied at its two terminals. Otherwise, the memristor behaves like a resistor. This unique property makes it an ideal candidate for non-volatile memory and matrix computations [18], [19]. Physical memristors can be fabricated in a high density grid, known as a crossbar [11].

As the reverse operation, the memristor crossbar can be used to solve a system of linear equations. A voltage vector \( V_O \) is applied on each \( r_i \) of BL, and the resulting current flow through each BL can be approximated as \( I_{o,j} = g_{o,j} V_O \). On the other hand, the current \( I_{o,j} \) through BL \( j \) can also be calculated as \( I_{o,j} = \sum_i V_i g_{i,j} \). Hence, for each BL \( j \), equation \( V_O g_{i,j} = (1 / g_{o,j}) \sum_i V_i g_{i,j} \) is mapped. Namely, the system of linear equations (3) is mapped back to the memristor crossbar, where the solution \( V_I \) can be determined by measuring voltages on the WLs. This implies that the memristor crossbar can be used as a linear solver under the conditions that \( C \) is a square matrix with nonnegative entries.

**III. MEMRISTOR CROSSBAR BASED ROBUST CS VIA ADMM**

The key step to successfully apply memristor crossbars into CS is to extract subproblems that solve systems of linear equations leading to the solution of the CS problem. In this section, we will show that ADMM provides a suitable optimization framework to effectively split problem (2) into a sequence of subproblems that require the solution of systems of linear equations.

We begin by reformulating problem (2) in a way that lends itself to the application of ADMM,

\[
\begin{align*}
\text{minimize} & \quad \|w\|_1 + I_1(u) + I_2(x, s) \\
\text{subject to} & \quad x - w = 0, \quad s - u = 0,
\end{align*}
\]

where \( x \in \mathbb{R}^n, w \in \mathbb{R}^m, u \in \mathbb{R}^m \) and \( s \in \mathbb{R}^m \) are optimization variables, and \( I_1 \) and \( I_2 \) are indicator functions corresponding to constraints of problem (2), namely,

\[
I_1(u) = \begin{cases} 0 & \|u\|_2 \leq \epsilon \\ \infty & \text{otherwise} \end{cases}
\]

and

\[
I_2(x, s) = \begin{cases} 0 & Ax - s - y = 0 \\ \infty & \text{otherwise} \end{cases}
\]

As will be evident later, the newly introduced optimization variables \( w, u \) and \( s \) together with the indicator functions (5)–(6) in (4) help to extract the character of \( \ell_1 \) norm, Euclidean ball constraint, and linear equality constraints from the original problem (2).

ADMM is performed based on the augmented Lagrangian [23] of problem (4), which is given by

\[
L(x, s, w, u, \mu, \nu) = \|w\|_1 + I_1(u) + I_2(x, s) + \mu^T(x - w)
+ \frac{\rho}{2}\|x - w\|_2^2 + \nu^T(s - u) + \frac{\rho}{2}\|s - u\|_2^2,
\]

where \( \mu \) and \( \nu \) are Lagrangian multipliers (also known as dual variables), and \( \rho > 0 \) is a given regularization parameter associated with quadratic augmented terms.

ADMM iteratively executes the following three steps [23] for iteration \( k = 1, 2, \ldots \)

\[
\begin{align*}
x^{k+1}, s^{k+1} &= \arg \min_{x, s} L(x, s, w^k, u^k, \mu^k, \nu^k) \\
w^{k+1}, u^{k+1} &= \arg \min_{w, u} L(x^{k+1}, s^{k+1}, w, u, \mu^k, \nu^k) \\
\mu^{k+1} &= \mu^k + \rho(x^{k+1} - w^{k+1}), \quad \nu^{k+1} = \nu^k + \rho(s^{k+1} - u^{k+1}),
\end{align*}
\]

until the stopping conditions are satisfied, \( \|x^k - w^k\|_2 + \|s^k - u^k\|_2 \leq \xi \) and \( \|x^{k+1} - x^k\|_2 + \|s^{k+1} - s^k\|_2 \leq \xi \), where \( \xi \) is a given stopping tolerance parameter.

We emphasize that the crucial property of ADMM is that, as we demonstrate in the rest of this section, the solution of problem (8) can be found by using memristor crossbars with low complexity, and the solution of problem (9) only involves elementary vector operations.
A. Memristor-based solution to problem (8)

After completing squares with respect to \( x \) and \( s \) in (7), problem (8) becomes

\[
\begin{align*}
\text{minimize} & \quad \frac{\rho}{2} \| x - a \|^2 + \frac{\rho}{2} \| s - b \|^2 \\
\text{subject to} & \quad A x - s = y,
\end{align*}
\]

(10)

where \( a := w^k - (1/\rho)\mu^k \), and \( b := u^k - (1/\rho)\nu^k \).

The optimality condition of problem (10) can be obtained by setting the first-order derivative of the Lagrangian function of problem (10) equal to zero. This yields

\[
\rho x + A^T \lambda = \rho a, \quad \rho s - \lambda = \rho b, \quad A x - s = y,
\]

(11)

where \( \lambda \in \mathbb{R}^m \) is the Lagrangian multiplier. From (11), the solution of problem (10) is then given by

\[
\begin{bmatrix}
\rho I_n & 0 & A^T \\
0 & \rho I_m & -I_m \\
A & -I_m & 0
\end{bmatrix}
\begin{bmatrix}
x \\
s \\
\lambda
\end{bmatrix}
=
\begin{bmatrix}
\rho a \\
\rho b \\
y
\end{bmatrix}, \quad \iff \quad C z = d,
\]

(12)

where \( I_n \) denotes an identity matrix of size \( n \), \( z := [x^T, s^T, \lambda^T]^T \) is the vector of primal and dual variables of problem (10), and \( d := [\rho a^T, \rho b^T, y^T]^T \). In (12), \( C \) corresponds to the coefficient matrix of the left equation, which is invertible (due to the theory of Schur complement) and is independent of the ADMM iteration.

Note that the analytical solution of (12) is given by \( z = C^{-1} d \), which requires \( O(n^3) \) arithmetic operations due to the presence of matrix inversion. To further reduce the computational complexity, a memristor crossbar could be utilized to solve (12) by configuring memristance values according to the matrix \( C \) and applying \( d \) at the output of the memristor crossbar in Fig. 1. Since there may exist negative entries in \( C \), in what follows we propose a novel matrix representation that eliminates those negative entries and maintains valid memristance values.

By introducing auxiliary variables \( z \), we rewrite (12) as the following system of linear equations

\[
\begin{bmatrix}
(C) + & B \\
D & I_n
\end{bmatrix}
\begin{bmatrix}
z \\
\bar{d}
\end{bmatrix}
=
\begin{bmatrix}
d \\
0_n
\end{bmatrix},
\]

(13)

where \( z \in \mathbb{R}^n, \bar{n} \) is the number of columns of \( C \) that contain negative elements, \( (x)_+ = \max\{0, x\} \) is a positive operator defined in an elementwise fashion for a matrix argument, \( B \in \mathbb{R}^{n \times \bar{n}} \) is a submatrix of \(( -C) \) after the columns of all zeros are removed, \( D \in \mathbb{R}^{\bar{n} \times \bar{n}} \) is a submatrix of \( I_n \) after the rows, indexed by the columns of \( C \) that contain nonnegative elements, are removed, and \( 0_n \) is a zero vector of size \( \bar{n} \). We note that if \( \bar{n} = 0 \), the linear system (13) reduces to (12).

For ease of notation, we define \( Q := \begin{bmatrix} (C) + & B \\ D & I_n \end{bmatrix} \). We illustrate the construction of \( Q \) through the following example with \( n = 3 \),

\[
C = \begin{bmatrix}
2 & -0.1 & 0.1 \\
-0.1 & 2 & 0.1 \\
0.1 & 0.1 & 2
\end{bmatrix} \Rightarrow (C)_+ = \begin{bmatrix}
2 & 0 & 0.1 \\
0 & 2 & 0.1 \\
0.1 & 0.1 & 2
\end{bmatrix},
\]

\[
(-C)_+ = \begin{bmatrix}
0 & 0 & 0 \\
0.1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & 0.1 \\
0.1 & 0 \\
0 & 0
\end{bmatrix}, \quad D = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

\[
I_n = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}, \quad Q = \begin{bmatrix}
2 & 0 & 0.1 & 0.1 \\
0 & 2 & 0.1 & 0.1 \\
0.1 & 0.1 & 2 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

(14)

Based on (13), we can configure the memristance values (according to \( Q \) and utilize the memristor crossbar to obtain the solution of problem (8). As demonstrated in Sec. II-B, a programmed memristor crossbar only requires a constant-time complexity \( O(1) \) to solve a system of linear equations.

B. Solution to problem (9)

After completing squares with respect to \( w \) and \( u \) in (7), problem (9) becomes

\[
\begin{align*}
\text{minimize} & \quad \| w \|_1 + \tau \| u \|_1 + \frac{\rho}{2} \| w - p \|^2 + \frac{\rho}{2} \| u - q \|^2, \\
\text{subject to} & \quad A x - s = y,
\end{align*}
\]

(15)

where \( p := x^{k+1} + (1/\rho)\mu^k \) and \( q := u^{k+1} + y + (1/\rho)\nu^k \).

Problem (15) can be further decomposed into two subproblems

\[
\begin{align*}
\text{minimize} & \quad \| w \|_1 + \frac{\rho}{2} \| w - p \|^2, \\
\text{subject to} & \quad \| u \|_2 \leq \epsilon.
\end{align*}
\]

(16)

(17)

The solution to problem (16) is given by the soft thresholding operator \[24\]

\[
w = (p - 1/\rho I)_+ - (-p - 1/\rho I)_+,
\]

(18)

where \( I \in \mathbb{R}^n \) is a vector of all ones.

The solution of problem (17) is given by projecting \( q \) onto an Euclidean ball,

\[
u = \min\{\epsilon, \| q \|_2 \} \frac{q}{\| q \|_2}.
\]

(19)

We remark that the difficulty of hardware-based calculation of (18)–(19) lies in calculating the \( \ell_2 \)-norm of a vector, which can be realized using peripheral circuits including analog multipliers and summing amplifiers in the analog domain \[25, 26\]. Or we can convert the vector to the digital domain and then calculate its norm.

Following (8) and (9), the solution of robust CS is readily obtained by using memristor crossbars and elementary hardware-based vector computations. In the next section, we will elaborate on the algorithm complexity and the impact of hardware variations on the memristor-based CS solution.

IV. COMPUTATIONAL COMPLEXITY AND DEVICE VARIATIONS

ADMM has a linear convergence rate \( O(1/k) \) for general convex optimization problems \[27\], where \( k \) is the number of iterations. In other words, given the stopping tolerance \( \xi \), ADMM requires \( O(1/\xi) \) iterations to converge. However, it is often the case that ADMM converges faster to provide modest accuracy that is sufficient for many applications \[23, 24, 28-30\]. At each iteration of ADMM, the computational complexity is approximated by \( O(n) \), where we obtain

a) \( O(1) \) complexity by utilizing memristor crossbars to solve a system of linear equations (13), and
b) \( O(n) \) complexity for vector operations in (18) and (19). In the big data context with large \( n \), the memristor crossbar-based CS solver yields the complexity \( O(n) \). Compared to the software approach, e.g., SOCP with complexity \( O(n^{3.5}) \), the proposed solver achieves \( O(n^{2.5}) \) speed-up.

The hardware design of the proposed memristor crossbar-based robust CS solver also exhibits relatively low complexity, and mainly consists of two parts. The first part is the memristor crossbar-based linear system solver to solve problem (8), in which only a single memristor crossbar is needed. The second part is the digital (or
This is not surprising, since the sparsity prior plays a key role in the accuracy of using the memristor-based solver. The recovered sparse signal is comparable to an accumulator, and a divider when solving iteratively in the digital domain. In addition, the updating of dual variables \( \mu^{k+1} \) and \( \gamma^{k+1} \) involves standard addition/subtraction calculations in digital or analog domains. We stress that the solution framework exhibits low hardware complexity because only one memristor crossbar is required.

It is known from [13] that the memory devices relying on the ion/defects motion typically show noticeable device variations from cell-to-cell and from cycle-to-cycle. Therefore, to turn the memristor crossbar based CS framework into real-life applications, we face the following obstacle. The presence of hardware variations leads to a reduced reading accuracy of \( Q \) configured in memristor crossbar arrays, where \( Q \) is introduced in (14). As a result, the matrix used in ADMM is actually modified to \( Q = Q + \tau \Sigma \), where \( \tau \Sigma \) represents the hardware variation, \( \tau \) governs the variation strength, and \( \Sigma \) is \( \tau \)-dependent. Based on Taylor series expansion, we obtain that

\[
\bar{Q}^{-1} = Q^{-1} + \tau Q^{-1}\Sigma Q^{-1} + O(\tau^2),
\]  

(20)

which holds when \( \tau \) is a small number. It is clear from (20) that the matrix inversion \( \bar{Q}^{-1} \) is valid when the hardware variation does not dominate the matrix \( Q \). It is often the case that \( \tau \) is small since \( \|Q - \bar{Q}\|_F \) is typically less than 5% \( \sim 10\% \), where \( \| \cdot \|_F \) denotes the Frobenius norm of a matrix. Our numerical results in the next section will show that although there exists a slight decrease of recovery accuracy, the obtained sparse support (i.e., sparsity pattern) of the signal of interest is almost the same for different levels of hardware variations.

V. NUMERICAL RESULTS

In this section, we consider a sparse signal \( x\_s \) of length \( n = 1024 \) with \( s \) nonzero entries. These \( s \) nonzero spike positions are chosen randomly, and their values are chosen independently from the standard normal distribution. To specify the observation model (2), we consider \( m = 300 \) and generate a random \( m \times n \) matrix \( A \) with i.i.d. entries from the standard normal distribution. The vector of measurement noises \( v \) is drawn from the Gaussian distribution \( N(0, \sigma^2 I) \), where \( \sigma = 0.01 \). The accuracy tolerance \( \epsilon \) is set to \( \epsilon^2 = \sigma^2 (m + 2\sqrt{2m}) \), which provides a likely upper bound on \( \|v\|_2 \) [31]. We adopt \( \|x - x\_s\|_2 \) (averaged over 50 numerical trials) to measure the accuracy of the recovered sparse signal. The ADMM parameters are set to \( \xi = 10^{-5} \) and \( \rho = 10 \).

In Fig. 2, we present the error in sparse signal recovery as a function of signal sparsity \( s \) for different levels of hardware variations. We recall from (20) that \( \|Q - \bar{Q}\|_F / \|Q\|_F \) provides the level of hardware variations. For comparison, we also employ the commonly used orthogonal matching pursuit (OMP) algorithm [32] (MATLAB toolbox designed by [33]) to recover the sparse signal \( x\_s \). In both ADMM and OMP, we set the maximum number of iterations as 1000. We observe that the recovery accuracy improves as \( s \) decreases (namely, the number of nonzero entries in the sparse signal decreases). This is not surprising, since the sparsity prior plays a key role in stable signal recovery at a rate much smaller than what is commonly prescribed by Shannon-Nyquist [2]. We also note that the recovery accuracy of using the memristor-based CS solver is comparable to that of using OMP even in the presence of hardware variations. By fixing \( s \), we see that the recovery accuracy decreases while increasing the level of hardware variations. To clearly show the performance loss, in Fig. 3 we compare the recovered signal under 0% or 5% hardware variation with the original sparse signal to be recovered when \( s = 105 \). Clearly, the recovered signal yields almost the same sparse support as that of the original signal even if there exists 5%

![Fig. 2: Recovery accuracy versus signal sparsity s for different levels of hardware variations.](image)

![Fig. 3: Recovered signals versus original sparse signal for different levels of hardware variations.](image)

VI. CONCLUSION

In this paper, we have developed a novel CS framework using memristor crossbars. To be more specific, we first employed ADMM to extract systems of linear equations from the solution of robust CS problems. A memristor crossbar array is then utilized to solve the resulting linear equations with astonishing \( O(1) \) time complexity. Moreover, we elaborated on the impact of device variations on the memristor-based CS solver. We demonstrated that the proposed CS solver is robust to hardware variations and achieves \( O(n^{2.5}) \) speed-up compared to the conventional software approach. In future work, we would like to develop a unified memristor-based CS solver that addresses the problem of robust CS as well as 1-bit CS. We also would like to develop a real hardware system on chip for CS using memristor devices.
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