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ABSTRACT. The use of anisotropic Banach spaces has provided a wealth of new results in the study
of hyperbolic dynamical systems in recent years, yet their application to specific systems is often
technical and difficult to access. The purpose of this note is to provide an introduction to the
use of these spaces in the study of hyperbolic maps and to highlight the important elements and
how they work together. This is done via a concrete example of a family of dissipative Baker’s
transformations. Along the way, we prove an original result connecting such transformations with
expanding maps via a continuous family of transfer operators acting on a single Banach space.

1. INTRODUCTION

The study of anisotropic Banach spaces on which the transfer operator associated with a hyper-
bolic dynamical system has good spectral properties has been the subject of intense activity during
the past 15 years. Beginning with the seminal paper [BKL], there have been a flurry of papers devel-
oping several distinct approaches, first for smooth uniformly hyperbolic maps [B1, BT1, GL1, GL2],
then piecewise hyperbolic maps [DL, BG1, BG2], and finally to hyperbolic maps with more general
singularities, including many classes of billiards [DZ1, DZ3] and their perturbations [DZ2]. This
technique has also been successfully applied to prove exponential rates of mixing for hyperbolic
flows, a notoriously difficult problem, following a similar trajectory: first to contact Anosov flows
[L1, T], then to contact flows with discontinuities [BL] and finally to billiard flows [BDL].

The purpose of this note is to provide a gentle introduction to the study of anisotropic Banach
spaces via a concrete model: a family of dissipative Baker’s transformations. This family of
maps provides a prototypical hyperbolic setting and allows for the application of transfer operator
techniques without the technical difficulties associated with other concrete models, such as dispersing
billiards. On the other hand, it avoids the full generality necessary for an axiomatic treatment of
Anosov or Axiom A maps as found, for example, in [BT1, GL2]. Despite its simplicity, the study of
this family of maps includes all the essential elements needed for the successful application of this
technique to more complex systems: a suitable set of norms, the Lasota-Yorke inequalities required
to prove quasi-compactness of the transfer operator, a Perron-Frobenius argument for characterizing
the peripheral spectrum, and the approximation of distributions in the Banach space norm. Thus
we hope it will serve as an easily accessible introduction to the subject for those who wish to pursue
this mode of analysis in more complex systems. This note is based, in part, on introductory lectures
given at the June 2015 workshop DinAmici IV held in Corinaldo, Italy.

1.1. A brief survey of anisotropic spaces. As mentioned above, there has been a wealth of
activity in the application of anistropic Banach spaces to the study of hyperbolic systems. Although
they vary in their application, they have one feature in common: they all exploit the fact that
in hyperbolic systems, the transfer operator improves the regularity of densities along unstable
manifolds, and its dual improves the regularity of test functions along stable manifolds. This
differentiated treatment of stable and unstable directions is what makes these spaces anisotropic.

In this section, we outline some of the principal branches of these efforts. Roughly, they can be
divided into three groups:
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(1) The geometric approach pioneered by Liverani and Gouezel [GL1]. This approach
follows from the seminal work mentioned above by Blank, Keller and Liverani [BKL], who
viewed the transfer operator as acting on distributions integrated against vector fields and
various classes of test functions. An essential difference introduced in [GL1] was to integrate
against smooth test functions on stable manifolds only, or more generally admissible stable
curves whose tangent vectors lie in the stable cone, as opposed to integrating over the
entire phase space, thus simplifying the application of the method. In the smooth case, this
technique was able to exploit higher smoothness of the map to obtain improved bounds on
the essential spectral radius of the transfer operator [GL1], and is applied to generalized
potentials in [GL2]. It has also yielded significant results on dynamical determinants and
zeta functions for both maps [L2, LT] and flows [GLP].

For systems with discontinuities, integrating on stable curves greatly simplifies the geo-
metric arguments required to control the growth in complexity due to discontinuities. This
was implemented first for two-dimensional piecewise hyperbolic maps (with bounded deriva-
tives) [DL], and then for various classes of billiards [DZ1, DZ3| and their perturbations
[DZ2]. It has also led to the recent proof of exponential mixing for some billiard flows [BDL].
This geometric approach has proved to be the most flexible so far in terms of the types of
systems studied.

(2) The Triebel-type spaces introduced by Baladi [B1l]. These spaces are based on
the use of Fourier transforms to convert derivatives into multiplication operators. They
exploit the hyperbolicity of the map by taking negative fractional derivatives in the stable
direction and positive derivatives in the unstable direction. Initially, the coordinates for
these operators were tied to the invariant dynamical foliations associated with the hyperbolic
systems, and these were assumed to be C*° [B1]. They were later generalized to include
more general families of foliations (only C''*¢ smooth and such that the family of foliations
is invariant, not each foliation individually), and successfully applied to piecewise hyperbolic
maps [BG1, BG2]. They were also the first norms succesfully adapted to contact flows with
discontinuities in [BL].

(3) The Sobolev-type “microlocal spaces" of Baladi and Tsujii [BT1]. In some sense,
these spaces are an evolution of the Triebel-type spaces described above. The spaces still
exploit the hyperbolicity of the map by using Fourier transforms and pseudo-differential
operators, taking negative derivatives in the stable direction and positive derivatives in
the unstable direction. Now, however, the invariant foliations are replaced by cones in the
cotangent space on which these operators act, and the operators are averaged with respect
to an LP norm.

Such spaces, and the semi-classical versions of Faure and coauthors [FRS], have produced
extremely strong results characterizing the spectrum of the transfer operator for smooth
hyperbolic maps and flows [FT1, FT2, FT3]. This approach has also achieved the sharpest
bound to date for the essential spectral radius of the transfer operator via a variational
formula [BT2], and numerous results on dynamical determinants and zeta functions [B4].
However, they have not been applied to systems with discontinuities, and it seems some new
ideas will be needed to generalize them in this direction. [B3] contains a recent attempt to
develop this capability.

This is only a brief description of the types of Banach spaces used to study hyperbolic systems in
recent years, and is by no means a comprehensive listing. A more thorough and nuanced account
is contained in the recent article of Baladi [B2]. In addition, there are alternative approaches that
use similar types of anisotropic constructions adapted to special cases. The recent work [Gal, for
example, constructs spaces using an averaged type of bounded variation, which is shown to be
effective for a class of partially hyperbolic maps with a skew-product structure.
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In the present paper, we will follow the geometric approach of Liverani and Gouézel described in
(1) above. These spaces are the most concrete of the types listed above, the integrals being taken
on stable manifolds against suitable test functions, and as such fit our purpose here best, which is
to provide a hands-on introduction to the subject with as few pre-requisities as possible.

1.2. A pedagogical example. Before introducing the class of hyperbolic maps for which we will
construct an appropriate anisotropic Banach space, we consider the following simpler example! of
a contracting map of the interval.

For expanding systems, the fact that the transfer operator increases the regularity of densities is
well-understood. It is this feature which generally enables one to derive the Lasota-Yorke inequalities
needed to prove its quasi-compactness on a suitable space of functions compactly embedded in L'
with respect to some reference measure. Although L' is in general both too small and too large
a space in the context of hyperbolic maps, it is instructive to see that similar inequalities can be
derived in the purely contracting case as well, and to note that the transfer operator in this case
increases the regularity of distributions.

Let I = [0,1], and T : I O be a C' map satisfying [T'(z)] < A < 1 forall x € I. Tt is a
well-known consequence of the contraction mapping theorem that there exists a unique a € I such
that T'(a) = a.

For a € (0, 1], let C* denote the set of Holder continuous functions on I with exponent «. For
p € C%, define

(@) — ¢(y)]
(1.1) H%(p) = S T e and [p|ce = |@|co + H(p),
x,Y
Y

where |¢|co = sup,e; [p(z)|. Since T is C1, if ¢ € C%, then po T € C°.
Let (C*)* be the dual of C*. For a distribution u € (C*)*, we define the action of the transfer
operator £ associated with T via its dual,

Lu(p) =p(poT), for all ¢ € C*.

Thus Lp € (C)* as well.
For p € (C%)*, define
lulla = sup  p(p).
peC™
lploa<l
The reader can check that || - ||, satisfies the triangle inequality, and is a norm.

If f € CY(I), then we can identify f with the measure dyu = fdm, where m denotes Lebesgue
measure on . With this identification, C! C (C*)*. When we regard f € C' as an element of
(C)*, we will write f(¢) = [; fedm.

We define B* to be the space (C*)* equipped with the || - ||, norm. Note that B* is a Banach
space of distributions that includes all Borel measures on [; this includes the point mass at a, d,.

We will work with the spaces (B%| - ||o) and (B',]| - ||1), the latter of which has the same
definitions as B%, but with oo = 1.

For ¢ € C*, n > 0, define ,, = [; ¢ o T™ dm, recalling that m denotes Lebesgue measure.

Now fix a < 1. For ¢ € C* and n > 0, we estimate for yu € B<,

(1.2) L'u(p) = plp o T" = 2,) + (@) < llpllalp o T = @ploe + llulli[@nler-
Since p o T™ € C?, there exists u € I such that ¢ o T"(u) = B,,. Thus for z,y € I, we have
oo T™(x) =@yl = [ o T"(x) — o T™(u)| < [@loa|T" (x) — T (u)|* < A"|plca,

(1.3) _ _
[poT™(x) =Pn — o T™(y) + Pl < [pleaA™ |z —y|*.

IThis example was communicated to the author by C. Liverani some years ago and has served as inspiration ever
since.
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Thus [poT™ — Ploa < X*|p|ce, and @, |c1 < |@|co. Using these estimates in (1.2) and taking the
supremum over ¢ € C* with |p|ce < 1 yields,

(1.4) £l < X** |l + 1l

A simpler estimate (without subtracting the average in (1.2)) shows that ||L"u|l1 < ||u]1-

Since the unit ball of C! is compactly embedded in C¢, it follows by duality that the unit ball of
B* is compactly embedded in B'. Thus these inequalities constitute a standard set of Lasota-Yorke
inequalities for £ acting on B. Indeed, Hennion’s argument [H] using the Nussbaum formula [N]
for the essential spectral radius implies that the essential spectral radius is at most A\*. Since J,
belongs to B* and satisfies £, = &4, we conclude that £ is quasicompact as an operator on B“:
the spectral radius of £ is 1, and the part of the spectrum outside any disk of radius > A% is
finite-dimensional [HH].

Indeed, we can say much more about the peripheral spectrum. Since ||£"u|lo < ||it|la, no element
of the peripheral spectrum contains any Jordan blocks. Thus we have the following decomposition of
L. There exist N € N, 0; € [0,1), and operators II;, R : B* O, satisfying H? =1I;, II;R = RIl; =0
and II,II; = II;1I;, = O for k # j, such that

N
(1.5) L= %I +R,
§=0

and R satisfies ||R"|l, < Cr™ for some C > 0, r < 1, and all n > 0. By convention we consider
0o = 0, so Iy denotes the projection onto the subspace of invariant distributions in B%. Let
Vj = HjBa.

To characterize the 6;, it is convenient to note that £ is the dual of the Koopman operator
Ko = ¢oT acting on ¢ € C“. Indeed, by calculations similar to (1.3) above, it follows that

(K" ploa < A™[plca + |plco, and  [K"plco < plco,

thus K is quasi-compact as an operator on C'“, and its eigenspaces on the unit circle are finite
dimensional. By [RS, Theorem VI.7], the spectra of K and £ are the same so their eigenvalues on
the unit circle coincide.

Since C is closed under products, and K (p102) = (K¢1)(K¢2), it follows that if Ky = e2™i o,
and K@y = > gy, then K(p1p2) = e2mi0i+0k) p1 9. so that the peripheral spectrum of K, and
thus of £, forms a group. By quasi-compactness, the group must be finite, forcing 0; € Q for all
0<j<N.

Now suppose i € V;. Then for any ¢ € C* and n > 0,

(@) = L") = lu(p o T™)| < llpllalle o T"|co + H* (9 o T")) < [lulla(lelco + A" H* (¢)),

by (1.3). Taking the limit as n — oo yields, |u(p)| < ||pllalelco, so that p extends to a bounded
linear functional on C°(I), i.e. it is a Radon measure.

Thus each V; is comprised entirely of measures. Since 0; € Q, there exists ¢; € N such that for
each u € V;, L% = p, so that p is an invariant measure for 7% . But since 7™ is a C'* contracting
map for all n > 1, §, is its only invariant probability measure. Thus u = ¢d,, for some ¢ € R.

We have proved the following theorem.

Theorem 1.1. L acting on B* has a spectral gap: 1 is a simple eigenvalue and the rest of the
spectrum is contained in a disk of radius r < 1. Thus 04 is the only invariant distribution and L™u
converges at an exponential rate to o, for any p € B with u(1) = 1.

Remark 1.2. An important idea that emerges from this example is that for a contracting map, it is
not sufficient to consider the space of measures on I, i.e. the dual of C°(I), if we expect the transfer

ZRecall that a Radon measure is a measure that is both outer and inner regular and locally finite.
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operator to increase reqularity. This is clear from considering (1.4) with o = 0, which provides no
contraction. Thus we must look in a larger space of distributions.

This is the main idea motivating the norms that we shall define for hyperbolic maps: we will
construct spaces of distributions by integrating against Holder continuous test functions along stable
manifolds.

2. SETTING AND DEFINITION OF THE BANACH SPACES

In this section we define the class of hyperbolic maps with which we shall work. Before beginning,
it is helpful to outline the key elements of Section 1.2 that we will recreate in the hyperbolic setting.

(i) Two Banach spaces (B, || - ||) and (By, |- |w) (the strong and the weak) on which the transfer
operator L acts continuously.
(ii) Domination of the weak norm by the strong norm, |- |, < || - |-
(iii) The compactness of the unit ball of B in B,,.
(iv) Lasota-Yorke type inequalities: There exist C' > 0, p < 1 such that for all n > 0,

1L < Co™ Il + Clflw, L7 flw S Clflws  VfEB.

(v) Existence of a conformal measure m such that £*m = m.
(vi) A Perron-Frobenius type argument to characterize the peripheral spectrum of L.

These are the essential ingredients needed in the application of the method, which are common to
more complicated classes of maps. They also establish a sufficiently robust foundation from which
to apply various forms of perturbation theory [DL, DZ2]. We will show an application of this to a
degenerate limit in Section 2.5.

2.1. A family of Baker’s transformations. In this section, we describe the family of Baker’s
transformations for which we will construct our Banach spaces. Let M = [0,1]? be the unit square
in R?. Fix k € N, k > 2, and A € R such that 0 < A < 1/k. We describe a generalized (x, \) Baker’s
transformation geometrically as follows: We expand M in the horizontal direction by the factor
k and contract M in the vertical direction by the factor A. The resulting rectangle is then split
into k equal rectangles of length 1, and those rectangles are mapped isomorphically onto disjoint
horizontal rectangles in M. See Figure 1.

R; X ' T(R:)

M T(M)

FIGURE 1. The map T' = T}, ) with k =4 and A < 1/4. The image T'(M) is shown
in grey on the right.

An equivalent definition is to subdivide M into x vertical rectangles of width 1/k, denoted R;.
The Baker’s transformation 7' = T}, y : M O is defined by requiring the action of T'|r, to be an
affine expansion by & in the horizontal direction and contraction by A in the vertical direction, such
that the sets T'(R;), i = 1,. ..k, are pairwise disjoint (mod 0 with respect to Lebesgue measure).

This construction leaves us free to choose how to order the images T'(R;) in M, and also in what
orientation to place them. We do not specify these choices since they do not impact our analysis in
any way. All our results will apply to any choice of (k, \) Baker’s transformation as defined above.

Note that if A = 1/k, then T}, \ preserves Lebesgue measure on M. Otherwise, T}, » is dissipative.
We remark that for A < 1/k, T}, ) is not a piecewise diffeomorphism of M, i.e. Ul T, \(R;) & M,
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so that formally the general frameworks constructed in [DL] and [DZ3] for hyperbolic maps with
singularities do not apply, although their assumptions® on hyperbolicity and control of singularity
sets are satisfied. As we shall see, however, the method of those papers is readily implemented in
this setting.

Remark 2.1. The requirement that T; ) be piecewise affine is clearly not necessary to implement
any of the techniques in this paper. One could allow nonlinearities for T, as long as the key property
of bounded distortion were maintained. That is: Assume x,y lie on the same stable manifold W

of T. Then there exists C' > 0 such that for all n > 0, log 7 ;ngg < Cd(z,y)P for some p > 0,

where Jij, T™ is the (stable) Jacobian of T™ along W. Since the inclusion of nonlinear effects will
do nothing to illuminate the present technique, we omsit it.

2.2. Transfer operator. It is clear from the definition of T = T}, ) that 7" maps vertical lines into
vertical lines and horizontal lines to unions of horizontal lines. We denote by W?* (W") the set of
full vertical (horizontal) line segments of length 1 in M. These sets comprise a collection of local
stable and unstable manifolds, respectively.

We will work with classes of Holder continuous functions C%, a € [0, 1]. For simplicity, when we
write C!, we mean C® with o = 1, which is simply Lipschitz.

For « € [0, 1], define a Holder norm along stable leaves as follows. For any bounded function ¢,

llcapnsy = sup |@lcaqry, where [p|oamyy = sup |¢(@)] + Hyy (v),
wews zeW

and HE () is the Holder constant along W with exponent a, as defined in (1.1). Let C'(W?*)
denote the set of functions that are Lipschitz along stable leaves, i.e. measurable functions ¢ with
lplcrys) < 00. For a < 1, define C*(W?) to be the completion of C'(W?) in the |- |ca (s norm.*
Similarly, for each W € W*, C*(W) denotes the completion of C'(W) in the | - |ca(yy norm. The
reader can check that C“(W?) is a Banach space for all « € [0, 1]. We define C*(W") similarly.

If ¢ € CYW?), then ¢ o T € C*(W?). This is because T is C' on vertical lines, and for any
W e W*, T~™W is a union of elements of W? for all n > 1. This allows us to define the transfer
operator £ = L,; » associated with T'= T}, y on (C*(WW?))* as follows,

(2.1) Lf(p)=flpoT), for all ¢ € C*(W?), f € (C*(W?*))*.

Denote Lebesgue measure on M by m. We identify f € C*(W") with the measure dpy = fdm.
With this identification, f € (C*(W?®))*, and Lf is associated with the measure having density

o~ 1(36) foT Y (x)
1

JT(T B

22) Lf(@) = 5=

with respect to m. Here, JT denotes the Jacobian of T with respect to m, which is simply xA. This
is the familiar pointwise formula for the transfer operator. With this pointwise definition, Lf =0
on M\ TM. In addition, m is a conformal measure for £, i.e. L*m =m.

We will use the notation f(¢) = [,, f ¢ dm throughout the paper. We will also denote by 1 the
constant function with value 1 on M.

3[DZS} has the further problem that (H1) of that paper is not satisfied in the present setting. (H1) would require
that the Jacobian of T », which equals k), is large compared to the contraction obtained in the Lasota-Yorke
inequalities, i.e. from Prop. 4.2, kA > max{\%, ﬁfﬁ}n which clearly fails when A is much smaller than x~*.

4We could simply define C*(W*) to be the set of functions ¢ such that |plca(wsy < 0o, but we find the slightly
smaller space convenient for establishing the injectivity of the embedding B < B,, in Lemma 2.4. With this definition,
C*(W?) includes all functions ¢ such that |9"‘Cﬂ’(ws) < oo for some o’ > a.
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2.3. Definition of the Banach spaces. Considered one stable leaf at a time, the action of T is
very similar to that of the contracting map discussed in Section 1.2. The weak norm defined below
will play the analogous role to || - ||1 from Section 1.2. However, since the Baker’s map is hyperbolic,
the strong norm will have two components: a strong stable norm, which plays the role analogous to
that of || - || from Section 1.2, considering the map one stable leaf at a time; and a strong unstable
norm, which allows us to compare integrals along different stable leaves. The strong unstable norm
has no analogue in Section 1.2 and exploits the fact that £ increases regularity of functions along
unstable leaves.
For f € C1(WY), define the weak norm of f by

|flo= sup  sup /fsodmw,
Wews pect(w) JW

|€0|cl(w)§1

where myy is the arclength measure on W.
Next, for W € W?* we define the following coordinates,
(2.3) W ={(s,t) € M : s =sw,t €0,1]},

where sy is the horizontal coordinate of the vertical segment W. With these coordinates, we can
define the distance between two curves Wi, Wy € W?, to be d(Wi, Wa) = |sw, — sw,|. Moreover,
for two test functions ¢; € C*(W;), i = 1,2, we define the distance between them by

dO(‘Plv ()02) = Ssup ’(pl(swut) - (p?(swwt)"
t€0,1]

Now fix a, 8 € (0,1) with® 3 < 1 — a. Define the strong stable norm of f by

7= s sup [ fodmy.
WeWws pec(w) JW

leloe w)<1

Finally, define the strong unstable norm® of f by

Ifle= swp  sup d(Wl,%)—B’/ fovdmw,— [ fordm,
W1, WaeWS o, cCH (W) Wi Wa

|%|cl(wi)§1
do(p1,42)=0

Finally, the strong norm of f is defined by || fllz := [|flls + |/l

Definition 2.2. We define the weak space By, to be the completion of C*(W") in the weak norm,
and the strong space B to be the completion of C*(W") in the strong norm.

Remark 2.3. One may view the norms | - |, and || - ||s integrating against test functions on
stable leaves as dual in spirit to the notion of standard pairs, which have been used extensively in
hyperbolic dynamics. Originally formulated by Dolgopyat [Do| as a way to generalize the coupling
method introduced by Young [Y1], standard pairs have evolved to be one of the principal tools in the
analysis of the statistical properties of nonuniformly hyperbolic dynamical systems (see [CM, Section
7.3] for an historical overview).

5The restriction B <1— «is used only in the proof of Lemma 3.1.

6An alternative strong unstable norm is || f||. = sup sup / (d" f) ¢ dmw, where d" f is the derivative of
Wews oectw) Jw
lelot )<t
f in the unstable direction; however, this does not work well in more general systems when the distortion of DT is
only Holder continuous, as in the case of billiards, or when the unstable foliation is less regular. So we adopt the
definition of || f]|. that is analogous to that used in other works with low regularity [DL, DZ1].
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2.4. Statement of results for A > 0. In this section, we summarize the principal results of the
paper for the class of Baker’s transformations T}, .

Although our spaces are defined abstractly as closures of C1(W%) in the strong and weak norms,
the following lemma connects our spaces with distributions of order one on M, and provides useful
relations to more familiar function spaces.

Lemma 2.4. For any 3’ € (B, 1], we have the following sequence of continuous embeddings,
CHM) = CP(W™) = B = By, — (C*(W*))*.

All the embeddings are injective except’ Cﬁl(W“) — B. Moreover, the embedding B — B, is
relatively compact.

The proof of Lemma 2.4 appears in Section 3.
Choose k > 2 and A € (0,x7 Y], and fix a Baker’s map T, »- The main theorem characterizing
the spectrum of £ = L, ) on B is the following.

Theorem 2.5. L is quasi-compact as an operator on B: Its spectral radius is 1 and its essential
spectral radius is bounded by p = max{A®, /1*5} < 1. Moreover,

a) L has a spectral gap: the eigenvalue 1 is simple, and all other eigenvalues have modulus
strictly less than 1.

b) The unique element py of B such that Lug = po with po(l) = 1 is a measure. It is the
unique physical measure® for the system and its conditional measures on unstable leaves are
equal to arclength.’

c¢) There exists 0 < 1 and C > 0 such that for any f € B satisfying'® f(1) = 1, we have

1L f = polls < Co™|| fllg,  foralln=0.
Theorem 2.5 is proved in Section 4.2.

2.4.1. Limit theorems. The power of the present method is demonstrated by the fact that once
a spectral gap for £ has been established, it in turn implies many limit theorems and statistical
properties for T using standard arguments. These limit theorems have been the subject of many
recent studies via a variety of techniques, including the use of Young towers [HH, MN, CG, RY, GJ.
The present framework, however, provides strengthened results in some cases, since it allows one to
derive limit theorems with respect to non-invariant measures as well as invariant ones.

We state several limit theorems here and show how they follow from our functional analytic
framework in Section 4.3.

Throughout this section, g denotes a real-valued function in C'(M), and S, g = ;7”:_01 goTI.

Large deviation estimates. Large deviation estimates typically take the form

1 1
iij}r%)ggrgoﬁloguo (x e M: - wg(z) €[t —6,t—|-€]) =—1(t),
where I(t) > 0 is called the rate function. When I(¢) > 0, such estimates provide exponential
bounds on the rate of convergence of %Sng to po(g). More generally, one can ask about the above
limit when pg is replaced by a non-invariant measure v, for example Lebesgue measure or some other
reference measure. In the present context, we prove a large deviation estimate for all probability
measures v € B with the same rate function 1.

"Note, however, that the embedding C* (M) < B is injective.

8An invariant measure 1 is said to be a physical measure for T if there exists a positive Lebesgue measure set
B C M such that L 377 o T%(z) — p() for all z € B and all ¢ € C°(M).

9This implies in particular that uo is the unique SRB measure for the system. See [Y2] for a discussion of the
importance of such measures.

10Here f(1) denotes the distribution f applied to the constant function 1.
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Central Limit Theorem. Assume i(g) = 0 and let (g o 77) en be a sequence of random variables
on the probability space (M, v), where v is a (not necessarily invariant) probability measure on the
Borel o-algebra. We say that the triple (g, T, v) satisfies a Central Limit Theorem if there exists a

constant ¢ > 0 such that

Sng  dist. 9
un — N(0,¢%),

where N(0,s?) denotes the normal distribution with mean 0 and variance ¢2.

Almost-sure Invariance Principle. Assume again that po(g) = 0 and as above distribute (g o 77) jEN
according to a probability measure v. Suppose there exists € > 0, a probability space 2 with a

sequence of random variables { X, } satisfying Sy g dlét‘ X,, and a Brownian motion W with variance

¢2 > 0 such that
X, = W(n)+0O(n'?>%) as n — oo almost-surely in €.
Then we say that the process (g o T7) jen satisfies an almost-sure invariance principle.

Theorem 2.6. Let T be a Baker’s map as above. If'' g € C1(M), then

(a) g satisfies a large deviation estimate with the same rate function I for all (not necessarily
invariant) probability measures v € B.

Assume that po(g) =0, let v € B be a probability measure and distribute (g o T7);en according to v.
Then,

(b) (g9,T,v) satisfies the Central Limit Theorem;
(c) the process (g oT7);jen satisfies an almost-sure invariance principle.

The proof of this theorem is contained in Section 4.3.

Although we have stated Theorem 2.6 in the present context of the Baker’s map 7} », it holds
under quite general assumptions on the Banach spaces and transfer operator £, as can be seen from
the proof in Section 4.3. The essential ingredients we use are:

(i) £ has a spectral gap on B;
(ii) the perturbed operator L., f(v) = f(e*9 -9 oT) is a continuous perturbation of £ in the
B-norm for z € C close to 0.

Indeed, these properties are stronger than what is really needed, especially for items (b) and (c) of
the theorem, where a spectral gap is not needed. See |G| for a more general approach with weaker
assumptions. Property (ii) can be verified by proving a type of bounded multiplier lemma such as
Lemma 3.1, which is then applied as in the proof of Lemma 4.8. Thus the observable g need not
be smooth as long as it has this type of bounded multiplier property in B.

Once (i) and (ii) are known, part (a) of the theorem follows taking z real, while parts (b) and
(c) follow taking z purely imaginary.

2.5. The singular limit A — 0. We establish a formal connection between a family of Baker’s
maps T}  and the singular transformation obtained in the limit A — 0 by showing that the spectra
and spectral projectors of the associated transfer operators vary continuously in the B,, norm. This
result may be of interest to the study of so-called slap maps derived from polygonal billiards, which
consider similar degenerate limits of the associated piecewise hyperbolic maps [DDGLP, DDGL].

To make this precise, fix k > 2 and choose k distinct unstable leaves U; € WY, ¢ = 1,...,k.
Define a family of Baker’s transformations (7} »)x such that the x vertical rectangles R; defined in
Section 2.1 on which T}, 5 is smooth is the same for all A, and for each A, T}, x(R;) D U;. With this
definition, the set T}, (M) converges in the Hausdorff metric to U, U; as A — 0.

L1f one wishes to prove limit theorems for less regular g € C7(M) for v < 1, then one merely needs to reduce
the regularity of the test functions used in definition of the norms. Choosing a@ < v < 1 and requiring ¢ € C*(W)
in|-|lsand ¢ € CY(W)in | |« and | - | would suffice, for example. This is done in [DZ1] and more generally in
[DZ3] for observables with singularities.



10 MARK F. DEMERS

Since & is fixed, we will drop the subscript and refer to our family of maps as (T))xejo,5,] for
some Ao < 1/k. When A = 0, Tj is the singular transformation which maps M onto My = Ui, Us.

Starting from Lebesgue measure m, it follows that (7p).m is singular with respect to m and
supported on M(. In order to study the evolution of measures, we recall the notion of standard
pairs, which were briefly mentioned in Remark 2.3.

For our purposes, a standard pair is a measure supported on a single U € W" together with
a smooth density. Let 6y denote the uniform (Lebesgue) measure restricted to U € W*". For
f € CL(W¥), we denote by fdy the standard pair supported on U € W* with density f, i.e.

fou(w) = [ o fdmy.  forall v e ),

where my is Lebesgue measure on U. The first key fact allowing us to work with such measures is
the following.

Lemma 2.7. Standard pairs belong to B.

This lemma is proved in Section 5.1.

2.5.1. The transfer operator Ly. Despite the singularity of Tp, it still holds as in (2.1), that
Lyf(p) = flpoTy), for all f € (C*(W?*))* and p € C*(W?).

Yet we will find it convenient that Lgf can be viewed in the sense of distributions as a limit of
Lyf as X = 0, where £, denotes the transfer operator associated to T).

Lemma 2.8. For f € CY(WY), we have,

K
(2.4) Lof =Y & 'foTy " oy,

i=1
where f(z) = Jw, fdmyw,, and W, is the element of W* containing x.
Proof. For W € W* and i = 1,...,k, we consider W N Ty(R;). Recall that T)(R;) is a horizontal
strip of width A containing U;. For ¢ € C1(W), we have

/ E,\fwdmwszl/ [ oThdmwy,
wWnTy(R;) w'

where W' = T (W N T\(R;)). Note that by assumption on the family Ty, W’ is independent of .
Taking the limit as A — 0 yields,

lim Lafodmy =k} (/ fd'mWr> (W nNU;),
A—=0 JWNTy(R;) w’
where W’ = T5"1(W N U;). Summing over i proves (2.4). O

Remark 2.9. The lemma shows that Lo f is the sum of standard pairs. Perhaps more importantly,
the proof of the lemma makes clear how Lof (and standard pairs in general) should be viewed as a
distribution on each stable leaf W € W*: On W, Lof acts as a sum of point masses with weights
kL fo Tyt
Next, iterating (2.4) for n > 1, we obtain,
K
of = Zn‘lgdw, where g(z) = k"1 Z fw, forzeUs,
i=1 TPW =z

and the cardinality of {W : TfW =z} is x" ! for each z € U, i = 1,... K.
In Section 5, we extend the characterization of Lof (and the meaning of f) to all f € B. With
these preliminaries established, we can state the following result, which is proved in Section 5.2
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Theorem 2.10. Ly is bounded as an operator on B and By,. It is quasi-compact as an operator on
B: its spectral radius is 1, while its essential spectral radius is at most k.

Indeed, Lo has a spectral gap on B and its unique invariant probability measure in B is given by
po = K135 0u,. As a consequence, there exists C > 0 and o < 1 such that for any f € B with
f(1) =1, we have

I£6f — wolls < Co™| flls,  for alln = 0.

2.5.2. Perturbation theory for Ly. Unfortunately, it does not follow from the set-up above that
Ly — Lo in B. However, using an approach introduced by Keller and Liverani [KL1], we adopt
a more flexible approach and view the operators as acting from B to B,. From this perspective,
Ly can be viewed as a continuous limit of £y, and the spectral data can be shown to vary Holder
continuously in A.

It is worth remarking on the wide use of this approach, which greatly broadens the classes of
perturbations of hyperbolic dynamical systems able to be studied via the transfer operator. In
particular, it has been used extensively in the study of open systems [LM, KL2, FP, DT], random
perturbations [BSV], hitting times and extreme events [K], computations of linear response [BGNN],
and perturbations of dispersing billiards [DZ2].

To implement this idea, define the following norm for an operator £ : B — B,

L] = sup{|Lflw : [ £lls < 13

The principal innovation of [KL1] is that instead of requiring that a family of operators converge
in the strong || - || norm, we require only that they converge in the weaker ||| - ||| norm. Provided
that they obey a uniform set of Lasota-Yorke inequalities of the form given by Proposition 4.2 and
Lemma 5.2, this convergence is sufficient to conclude the convergence of their spectra and spectral
projectors outside the disk of radius x—7.

Theorem 2.11. Let (L£x)xeo,ny] be the family of transfer operators associated with (Tx)xe[o,x,] @5
defined above. We have

(2.5) I[|Lo — Lall] < A7, VA €0, Al

Thus the spectra and spectral projectors of Lo and Ly vary Hélder continuously in X outside the
disk of radius k=P. In particular, if py denotes the unique invariant probability measure in B for
Ty, then |pux — polw — 0 as A — 0, where po = k=1 3%, oy,

Theorem 2.11 is proved in Section 5.3. A remarkable feature of the present framework is that
the same Banach space can be used to characterize the spectra of the transfer operators for the
hyperbolic maps T as for the expanding map Tj. For another variation on this type of connection,
see [D].

3. PROPERTIES OF THE BANACH SPACES

We begin by proving Lemma 2.4 and then establish some preliminary facts about our spaces.

Proof of Lemma 2.4. The first and third embeddings are trivial: We have the easy inequalities
|fleran = | flesr ey and | flls > |f|w, proving the continuity of the inclusions, while the injectivity
of C*(M) in CP' (W*) is obvious, and that of B in B,, follows from the fact that we have defined
C*(W) so that CY(W) is dense in C*(W) for all W € W#. The fact that B is relatively compact
in B, is proved in Lemma 3.2.

For the second inclusion, it is not enough that |f|cgl(wu) > || flls- Since we have defined B to

be the completion of C'(W*) in the || - ||z norm, we must approximate f € C% (W*) by functions
g- € CtOwm).
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Let 5/ € (B,1]. Let p > 0 be a C* bump function on R, supported on [—1,1], such that
f_llpdt = 1. For € > 0, define p.(t) = e 'p(t/e). For f € CF(W*), and U € W, let = = (s,ty),
s € [0, 1], denote coordinates on U (where t; € [0, 1] is fixed for all x € U). Define the convolution,

1
(3.1) 0:0) = 9w t) = | 1) pela =) dmuy) = [ f(s,10) pelu—9) s

It is an elementary estimate that g. € C'(W") with |ge|c1pu) < Csﬁl*l\ﬂcy (wu)» and |ge|Cﬁl(Wu) <
‘f|(13’(W“)’ for some C' > 0 depending on p.

We claim that [g: — flospyuy < 4\f|05/(wu)55/_5. To see this, fix U € W" and the vertical
coordinate t; corresponding to U. Then for any u € U, using the notation in (3.1), we have,

3 u+te , -
ge() — F1 < [ 1700) — F6)lpetu— ) < ) [ = ol pelu— ) < 7 HE (1),
u—e
Then for u,v € U, we have on the one hand,
[(9- = )(w) = (9 = N)(v)] < 27 H (1),
while on the other hand,

(92 = F)@) = (g- = H(0)] < [g=(u) — g ()| + | £ (u) = F(0)] < 2lu— o HY (f).
Interpolating, we conclude that!?
(32) (e — Hw) = (9= = ()| < 2H (f) min{e? |u — v, Ju — o]~} < 20 (f)e” 7.

Putting these estimates together, we have [g. — flcsoyu) < 4|f]05/(wu)85/*5, as claimed.
It is clear that, ||gells < [gelcopyuy < [flcopmwy.-
Next, for any Wi, Wa € W* and ¢; € CH(W;) with |@5]c1 ;) < 1 and do(e1, 2) = 0, we have

1
/W 9= 01 dmwl—/w ge p2 dmyy, =/O (9= (sw» £)—ge (5w, 1)) 01 (5w, 1) dt < [swy —swa |92l oo o
1 2

where (sw;,t), t € [0,1], are the coordinates in W; according to (2.3). Thus [|gc[l« < C|f|csonuy), SO
that the family (gc)e>0 is bounded in B.
The above estimates also show that ||g[|s < |g|csyuy for any g € CP(W*). Thus

lge = fllB < lge — f’C’ﬁ(W”) < 4’ _ﬁ’f’c'ﬂ’(wu)'

We conclude that the sequence g. converges to f in the || - | norm, and thus f € B.

We have shown Cﬁ/(W”) C B, if 8/ > 8, and the continuity of this inclusion follows from
|fles oy 2 I1fll5- Injectivity may fail if, for example, two functions in CP (W) differ on a zero
measure set of unstable leaves.

Finally, we turn to the fourth inclusion. Let ¢ € C*(W?*) and f € C'(W"). We index the
elements of W* by Wy, s € [0,1]. Then, recalling the identification of f with the measure fdm,

or= [, o] =|f |, rovms

By density, this bound extends to all f € B,,, which proves the continuity of the embedding.
To prove the injectivity, consider f € C'(W") and W € W?. Define,

(3.3) (DY (f / fodmy, e ClW).

1
< [ Wflulelen gy ds < Flullorove

12Here we use that for any A, B >0 and ¢ € (0,1), min{A, B} < A" B9, For us, ¢ = 3/8'.
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Since [(Dyy (f), ©)] < |flwlelcrows), Dy (f) is an element of (C*(W?))*. Moreover, since the map
[+ D}, (f) is continuous in the | - |, norm, it can be extended to all of B,,. Thus each element of
f € By, defines a family of distributions of order 1 on the leaves W € WS,

Now suppose f € B, with |f|, # 0. Then there exists Wy € W* and ¢ € C'(Wj) such that
<D11/V0 (f),) =0 > 0. We may extend ¢ to a function @ on M by making @ constant on unstable
leaves. Then @ € C'(W?). For g € C*(W"), since ||gllu < |glc1oyw), the map W — (D (g), @) is
continuous in W. By density, the map is continuous for all g € B,,.

Thus there exists € > 0 such that for all W € W* such that d(W, W) < €, we have (D},,(f),?) >
§/2. Now define p. = % - 1y_(w,), where N.(-) denotes the € neighborhood of a set in M. It still
holds that @, € C*(W?). Then indexing the stable leaves in N.(Wp) by W, s € (—¢,¢), we estimate

1@ = [ D ()@ ds 2 25 >0,

—&

Thus f # 0 as an element of (C*(W?*))* and the inclusion B, — (C'(W?))* is injective. O

The following multiplier lemma is convenient for establishing the spectral decomposition and
limit theorems for 7.

Lemma 3.1. If g€ CY(M) and f € B, then gf € B and |gf|l5 < 3|glcran)ll f15-

Proof. By density, it suffices to prove the statement for f € C1(W*) and g € C'(M). It is clear
that fg € C*(WW*). We proceed to estimate the strong norm of the product.
Let W € W* and ¢ € C%(W) such that |¢|camyy < 1. Then

/ngwdmw <[ fllslgplcamwy < I fllslglcawnlocamy < 11 fllslgler -

Next, choose W1, Wa € W, and ¢; € C*(W;) such that lpilcrwy < 1,4 = 1,2, and do(p1, p2) = 0.
Let © : Wy — W1 be the holonomy map sliding along unstable leaves and define § = g o © on W.
Note that [g|c1(wy) < |glcr(ary- Then

/f9901dmwl—/ f9802de2=/ fgSplde1_/ f§¢2dmw2+/ (9 — g)p2 dmyy,.
Wy Wo W Wa Wa

Since dop(gp1,gp2) = 0, we may estimate the difference in integrals on the right hand side by
I fllulgler (aryd(Wi, W3)8. For the third integral on the right hand side, we estimate using the strong
stable norm,

(3.4) . (G = g)p2dmw, < |[|flls|g — glcewa)lp2lcewy)-
2

Since g € CY(M), we have for z € Wo,

1§(z) — g(z)] < |glcran |z — O(@)] < |glorand(Wi, Wa).
While for z,y € W, we have on the one hand
d(z,y)" (g — 9)(x) — (G — 9)W)| < 2|glcrand(z, y)~*d(W1, Wa),
while on the other hand, using the fact that § and g are separately C!,
d(z,y)"(G — 9)(x) = (G = 9)W)| < 2lglornyd(z, )~

Interpolating as in (3.2), we conclude,

15— gleery < 2lglorand(Wr, Wa)' =%
Using this estimate together with (3.4), we have

‘/ fgsmdmwl—/ f gp2dmyy,
W1 W2

< (I f1lud(W1, W2)? + 2|| f[|sd(W1, W2)' =) gl o1 ar)-
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Since 1 — a > 3, we divide through by d(W7, WQ)B and take the suprema over Wi, Wy € W?* and
@i € C1(W;) with |@i]c1w,) < 1 to obtain the required estimate. O

Lemma 3.2. The unit ball of B is compactly embedded in B,,.

Proof. The proof proceeds in two steps. Fix e > 0. First, for each W € W#, the unit ball of C'(W)
is compactly embedded in C*(W). Let CH(W) = {¢ € CY(W) : |p|ciwy < 1} be the unit ball in
CY(W). By compactness, there exists a finite collection of functions ¢;, i = 1,... N(e), such that
@i € C1(W) and the set {p;}1L forms an e-cover of Cf (W) in the |- |ca(y) norm. Indeed, we can
extend ; to M by defining the extension @; to be constant on unstable leaves. Then {3, }}¥, forms
an e-cover of CH(W’) in the |- [ca(y) norm for any W’ e W5,

Next, choose a finite set {W }]L:1 C W? which forms an e-cover of W? in the metric d(-, -) between
stable leaves.

Now for f € C*(W*), W € W* and ¢ € C{ (W), choose W; and %, such that d(W;, W) < ¢ and
@i — @leawy < €. Then,

[ redmy ~ [ seidm| <| [ 1o-gdmy|+ | [ seidmy - [ reidm,
w W; w w W;

< Iflsle = Bilcawy + lsw = sw, 1PN fllu < el flls + 71 Sl < %1115

Taking the supremum over W and ¢ yields that |f],, can be approximated by the finite set of linear
functionals ¢; ;(f) = fwj f®;dmw,;, 1 <i< N,1<j < L. This implies the required compactness
by the following argument.

Let B; be the unit ball in B. If f € By, then {/; ;(f)}i; can be identified with a vector (¢; ;(f))i ;
in the unit ball of RN¥*L. Since this is a compact set, there exists a finite set {g, }_; C By whose
set of associated vectors {(4; j(gn))i j}n forms an e-cover of the unit ball in RN*Z. By the triangle
inequality, any f € B; can be approximated up to €? in the weak norm by an element of the set

{gn}fz(:l' OJ

4. SPECTRAL PROPERTIES OF THE TRANSFER OPERATOR

In this section, we prove Theorem 2.5 in a series of steps, first proving quasi-compactness of the
transfer operator acting on B, then a characterization of the peripheral spectrum, and finally the
existence of a spectral gap. We begin by establishing the continuity of £ on our spaces B and B,,.

Lemma 4.1. The transfer operator L is a bounded, linear operator on both B and B,,.

Proof. The proof is straightforward given that £ preserves!? the space C*(WW*). More precisely,
if f € CY(WY), then it is clear from (2.2) that £f € C1(W") since for any U € W, T1U c U’
for some U' € W*. Indeed, |Lf|cor) < |f|CO(T_1U)(n)\)_1 and HY(Lf) < HE(fo T H(kA) 7L <
H}_.;(f)k~2X~L. Taking the supremum over U € W* yields ILfleropmy < |f\01(wu)(fs>\)_1.

Finally, Proposition 4.2 proves that for f € B, |[Lf||g < C||f||5 for some C > 0 independent of
f. Thus if g € B and (f,)nen € C1(WY) is a sequence converging to g in the || - ||z norm, then
(Lfn)nen C CHWY) is a sequence converging to Lg in the B norm, since || L f, —Lglls < C||fn—9gll5-
Since B is the completion of C'(W%), we conclude Lg € B.

A similar argument holds for B,,. (]

L3y many systems with discontinuities, it is not so simple to find a space like C*(W") that is preserved by £. In
such cases, this proof must proceed by approximation, for example approximation of £f by smooth functions in the
B norm. See, for example, [DZ1, Lemmas 3.7 and 3.8].
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4.1. Quasicompactness of L.

Proposition 4.2. For anyn >0 and f € B,

(4.1) IL7Flls < A flls + | fleos
(4.2) 1Ll < K|
(4.3) L7l < |flo-

Proof. By density of C*(W") in both B and B,, it suffices to prove the bounds for f € C*(WY).
For W € W?® and n > 1, we note that T~"W = U;W;, where each W; € W?. We call this set the
nth generation of W and denote it by G,,(W). It follows from the definition of 7" that the cardinality
of G, (W) is k™.
We begin by proving (4.3).
Weak Norm Bound. Let f € C'(W"), W € W*, and suppose ¢ € C'(W) with |¢|c1y) < 1. For
n > 1, we estimate,

/ﬁ"fcpdmw— Z /fnpoT”()\fi) " Ty, T dmyy,
ergn(

- 3 n—”/ f oo T dmu,,
Wi

(4.4)

where Jy, T™ = A" represents the stable Jacobian of 7™ along W;. Now for z,y € W;,
oo T"(z) — o T"(y)| < Hyy(9)|T"z — T"y| < A"|a —y],

so that | o T"|c1w,) < |¢lcrwy < 1. Thus applying the definition of the weak norm to each term
of the sum in (4. 4) we have,

| fedmy < S Uflur =1l
W Wi €Gn(W)
Taking the suprema over ¢ € C'(W) with |¢|ciyy < 1 and W € W* yields (4.3).

Strong Stable Norm Bound. As before, let f € C1(W%), W € W, and suppose ¢ € C%(W) with
l¢lcawy < 1. For n > 1, on each W; € G,,(W), define ; = [ ¢ o T" dmw;,. Then following (4.4)
and (1.2), we write,

/ L'fodmy = > flpoTm —3,) k™" dmy, +/ F@in " dmw,
WieGn(w) Wi Wi
(4.5) €0
<K D Nflsle o T =Bl ooy + | f ol @ilorws) -
WEQn(W)

For the first term on the right side of (4.5), we use (1.3) to estimate |©oT" —3;|cow,) < A" |@[caw),
while [7;|c1w,) < [plcogwy since @; is constant on W;. Putting these together, We Conclude

|oerredmu <k S (XS +1F10) <X

W'Leg'n(w)
and taking the appropriate suprema proves (4.1).
Strong Unstable Norm Bound. Let f € C*(WY). For W1, W2 € W?, let p; € CY(W?), i = 1,2, such
that |@i|c1wy < 1 and do(p1, p2) = 0. This assumption requires that ¢1(z) = ¢2(y) whenever z
and y lie on the same horizontal line.

Note that due to the product structure of the map, the elements of G,(W') and G, (W?) are in
one-to-one correspondence: for each W} € G, (W1), there is a unique element W2 € G,,(W?) lying
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in the maximal vertical rectangle containing W} on which 7™ is smooth. With this pairing, we
estimate,

| ensovdmy — [ rfprdmy, = Y[ fereTrdmyy — [ fiao T dmy
wi Wa Wiegn(W) wi i w2 i

<k S AW WAl
WleGn(W)

where we have applied the strong unstable norm since do(1 07", p20T™) = 0 and |p; OT"|01(W;) <
lejlcrwy < 1. Since d(W}!, W) = k™ "d(W', W?), we conclude

dwt, w?)=#

e rerdmw = [ £7f admus| < 5P 1]
wi Wa
and taking the appropriate suprema proves (4.2). O

Proposition 4.3. The operator L : B O is quasi-compact: its spectral radius is 1 and its essential
spectral radius is bounded by p = max{\®, H*B} < 1. The part of the spectrum outside the disk of
radius p+¢ for any € > 0 is finite dimensional. Finally, the peripheral spectrum of L is semi-simple,
i.e. the eigenvalues of modulus 1 have no Jordan blocks.

Proof. The proposition is a simple corollary of Proposition 4.2. The estimates (4.1) and (4.2) imply
that for any f € Band n > 1,

1€ flls = 1L Flls + L™ Flla < A lls + 577 N+ o < 2" 1115+ 1F -

This, coupled with the compactness of the unit ball of B in B, (Lemma 3.2), implies the stated
bound on the essential spectral radius of £ by the standard Hennion-Nussbaum argument [N, H].

The bounds also imply that the spectral radius of £ is at most 1. Since £*m = m, 1 is in the
spectrum of £*, and therefore in the spectrum of £ [RS, Theorem VI.7|. Thus the spectral radius
of Lis 1> p, and L is quasi-compact.

With quasi-compactness established, the fact that the peripheral spectrum is semi-simple follows
immediately from the bound ||£" f||g < || f||5, for all n € N, f € B, which in turn follows from the
proof of Proposition 4.2. O

4.2. Characterization of the peripheral spectrum. The next step needed to complete the
spectral decomposition of the transfer operator is a characterization of the peripheral spectrum.
The quasicompactness of £ coupled with the absence of Jordan blocks implies that there exist
numbers 6; € [0,1) and operators II;, R : B O, j =0,... N, with H? = 1II;, II;R = RII; = 0 and
;1 = IR I1; = O for j # k, such that

N
(4.6) L£=>" eI + R.
j=0

Moreover, the spectral radius of R is bounded by some » < 1. We denote by V; the eigenspace
associated with 0; and set y = 0 so that V denotes the space of invariant distributions in B (which
is nonempty by Proposition 4.3 since 1 is in the spectrum).
Due to (4.6), we may characterize the spectral projectors II; by the following limit,
I = P
= fim, 7 2 e
k=0

which converges in the uniform topology of L(B,B). The following lemma summarizes the main
points.

Lemma 4.4. Define pg = lpl.
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(i) All the elements of V.= @®;V; are Radon measures absolutely continuous with respect to L.
(ii) There exist a finite number of qx € N such that U “olbi} = Uk{ p :0<p<gqpeN}

(iii) The set of ergodic probability measures absolutely contmuous wzth respect to o form a basis
for Vg.

Proof. (i) Choose j € [0, N] and let u € V;. Since C1(W") is dense B and II; is a bounded linear
operator, IL;C'(W") is dense in V;. Since V; is finite dimensional, we have IL;,C*(W¥) = V.
Thus there exists f € CT(W*) such that II, f = u. Now for each ¢ € CT(W?),

() = [T f(p)| < lim — Z £ f(p)] = 1320— Z [f(e 0 TH) < | flool@loo-
k=0
Since C1(W?) is dense in C°(M), u can be extended to a bounded linear functional on C°(M), i.e.,
1 is a Radon measure. This applies, in particular, to ,ug. Moreover, for any ¢ > 0,
1 n—1

() < lim =% L5 f(p)| < lim *Zlf!ooﬁk @) < [flooro(p),

n—o00 n n—00 N
k=0

so that u is absolutely continuous with respect to uy, and its Radon-Nikodym derivative f,, is in
L% (o).

(ii) Appealing to the dual of £ as in Section 1.2 is more involved in the present setting since B is not
exactly the dual of C'(W?). Instead, we prefer the following more general argument, which uses
item (i) of the lemma (see also [DL, Lemma 5.5]). Fixing again 6;, we choose p € V;. According to
(i), = fupo for some f, € L>(pp). Then for ¢ € CT(W?), we have

™0 (e )Zﬁu(so)Zu(sooT)Z/Msoonuduoz/MtpfuoT‘lduo.

Since this holds for each ¢ € C1(W?), we conclude that fuo T-1 = ¢2mi0; fu, po-almost everywhere.
Let f%k = (fu)k Then f%k S LOO(,U()) and fu,kz ol = 6_27Ti9jkfu7k.

We claim that pr = furpo € B. To see this, fix € > 0 and choose g € CY(M) such that
wo(lg — fuk|) < e. By Lemma 3.1, gug € B, and for ¢ € C1(W?),

lim — Z e TR L (gho) (0) = ((fu)"1o) ()

=0

= lim — Z e 203k o (g o o TY) — e 2™ 05% o ((fup 0 TF)
"o

n—1
= lim ~ Z e 20 1o((g = fun) po T) < lim — Zuo 19 = fukl © T @loo < €lploo-
=0 =0

Since f,, # 0, this calculation shows that (a) lim,, -~ L ZZ o € 2Ok LE (guup) #£ 0, so that kf; is in the
spectrum of £, and (b) = fyx po can be approxmlated by elements of V and so must belong to
V. Since this is true for each £ and the peripheral spectrum of £ is finite, we must have kf/; = 0
(mod 1) for some k, proving the claim.
(iii) Let 4 € Vg and f € C*(WW") such that Iy f = p. Setting f* = max{f,0} and f~ = max{—f, 0},
we have f* € CY(W%) and f = fT — f~. Then defining u* = Ilpf*, we have u* > 0 and
= pt — p~, so that Vg is the span of a convex set of probability measures.

Next, suppose that A C M is an invariant set with po(A) > 0. For each £ > 0, there exists
- € CH(M) such that uo(|14 — pe|) < €, where 14 is the indicator function of A. Thus for each
¥ € C°(M), we have

po(pe ¥ o T") = po(Lap o T") + O(ef]oo) = po(1a ) + O(elthloc) = po(pe ¥) + O(elthloo),
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where we have used the invariance of A for the second equality. On the other hand, letting pe = @e o,
we have p. € B by Lemma 3.1, and

n—I1 n—1
(Mo )($) = lim ~ 3 L%(6) = lim ~ 3 polie o %) = polip: ) + O(eltlc).
n—oo n, P n—oo n b

Thus, since pa(:) := po(la-) can be approximated by elements of Vi, it must belong to V.
Since this is true for each invariant set A, and Vj is finite dimensional, there can be only finitely
many invariant sets of positive g measure. Let {A;} denote the minimal (finite) partition of M
into invariant sets of positive po measure. It follows that any u € Vg can be written as a linear
combination of the measures fi4,. g

Many other properties regarding the characterization of physical measures and the ergodic
decomposition with respect to Lebesgue measure can be derived in this general setting. We refer
the interested reader to [DL, Lemma 5.7]. As an example, we present one such result here, whose
proof is similar to that of Lemma 4.4(iii).

Lemma 4.5. T admits only finitely many physical measures and they belong to Vy.

Proof. Suppose p is a physical measure and let B C M with m(B) > 0 be such that

n—1
Jim DS poTHa)=u(), Vo B, we (M)
k=0

Let ¢ > 0 and take p. € C'(M) such that m(|1p — ¢.|) < . Define m. = @.m. Then for
b € CO(M),
1 n—1 . 1 n—1 "
Mome(¢v) = nh_g)go - Z L¥m(Y) = nh—>Holo - Z me(1p o T)
k=0 k=0
. 1 n—1
= Jlim > m(1py o T + Ofeldlcn) = m(B)u(w) + Ofelilcn).
k=0
Since Ilgm, € VYV, we see that u can be approximated by elements of V, and therefore belongs to

Vo. Since Vj is finite dimensional and a physical measure is necessarily ergodic, there can be only
finitely many physical measures for 7' g

Since our Baker’s transformation 7' is mixing, we proceed to prove that £ has a spectral gap.
Lemma 4.6. T has a single ergodic component with positive pg measure.

Proof. Let A = A; be an invariant set with positive 1o measure on which (7, ug) is ergodic. For
x € M, let U(z) denote the element of W" containing z. Define A, = UzcaU(x). Clearly,
T-1A, C A,. We claim that po(4, \ A) = 0.

To see this, for each 1 € C°(M), the backward ergodic average of 1) on A, equals the ergodic
average of ¢ on A. Thus for z € A,,

L= o k(g s Ho(¥14)
(4.7) nl;)w T %(x) — o(A)

Now puo(p o T7%14,) < po(¢14,) due to the inclusion T7'A, C A,. Thus integrating over both

sides of (4.7) yields uo(¢14,) > %MO(AU). For each € > 0, we choose . € C°(M) such that
1o(]14a —e|) < €. Then the above inequality yields po(A) > po(Ay) + O(e), which proves the claim
since A C A,,.

Next, let A% = Uzea, W(z), where W (z) is the element of WW# containing x. Due to the product
structure of W* and W", it is clear that A = M. Repeating the argument above, we can show
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that po(AS \ Ay) = 0 (using the forward ergodic average, and integrating over AJ rather than A,,).
Thus po(M \ A) =0, so that T has a single ergodic component with positive uy measure. O

Corollary 4.7. L has a spectral gap on B.

Proof. From Lemma 4.6, we see that the eigenspace V( is one-dimensional for any 17" = T}, \. Now
suppose the peripheral spectrum contains an eigenvalue 2™ and let u € V, be a probability
measure. By Lemma 4.4(ii), § = p/q, for some p,q € N. Thus L9 = u, and so p is an invariant
measure for 7. But T\ \ = Tya e is simply another Baker’s map of the type described in Section 2.1,
and so Lemmas 4.4 and 4.6 apply to 19 as well. It follows that = pg and 8 = 0, so 1 is the only
element of the peripheral spectrum for £, and it is a simple eigenvalue. The quasi-compactness
of £ implies that the spectrum of £ outside the disk of radius p is finite, and so £ has a spectral
gap. O

Proof of Theorem 2.5. The first statement and item (a) of the theorem are Proposition 4.3 and
Corollary 4.7.

For item (b), Lemma 4.4 proves that g is a measure. The fact that its conditional measures
on unstable leaves are equal to arclength follows by applying (4.2) to o, which implies ||z, = 0.
Furthermore, letting K(W") denote the set of bounded, measurable functions on M which are
constant on unstable leaves, we note that L(K(W")) ¢ K(W") and K(W") c C'(W") C B. Thus
o lies in the closure of this set in the || - || norm and so has constant conditional densities on
unstable leaves. Finally, the claim about pg being the unique physical measure for the system
follows from Lemma 4.5 and Lemma 4.6.

The convergence for item (c) follows immediately from the decomposition (4.6) and the existence
of a spectral gap. O

4.3. Proofs of limit theorems. In this section, we outline how Theorem 2.6 follows from the
established spectral picture using standard arguments. Let g € C'(M) and define S,g = Z?:_& goTJ.
We define the generalized transfer operator £, on B by, L,f(¢) = f(e9 oT) for all f € B. It is
then immediate that

Lof(Y) = f(e5"99 o T™), for all n > 0.
The main element in the proofs of the limit theorems is that £.,, z € C, is an analytic perturbation
of L = Ly for small |z|.

Lemma 4.8. For g € C1(M), the map z — L., is analytic for all z € C.

Proof. The lemma will follow once we show that our strong norm || - ||z is continuous with respect
to multiplication by e*9. This is straightforward using Lemma 3.1.
Define the operator P, f = L(g"f), for f € B. Then Lemma 3.1 implies

1Pu(H)lls = 1£0g" s < 3INLNf 15 19" e

and | g”]cl( My < (| g|01( M))”. This allows us to conclude that the operator  >7 %T;Pn is well-defined
on B and equals L.,

Z Pt f(Z 9" on) F(€¥99) = Lo f (1), for v € CHW?),

n=0

since we know the sum converges in the || - ||g norm. O

With the analyticity of z — L., established, it follows from analytic perturbation theory [Kal
that both the discrete spectrum and the corresponding spectral projectors of L., vary smoothly
with z. Thus, since £y has a spectral gap, then so does L., for z € C sufficiently close to 0.

At this point, the proofs of Theorem 2.6(a), (b) and (c) can proceed verbatim as in [DZ1, Section
6] with only slight modifications for notation.
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5. SINGULAR LIMIT A — 0

In this section, we prove the results stated in Section 2.5. We recall the notation introduced
there for a sequence of Baker’s maps (Th)ae[o,z,] Such that Nyegjor,)Ta(Ri) = U; for a fixed choice
of U;, i =1,...,k. For the remainder of this section, we fix such a family of maps and prove the
relevant results.

5.1. Standard pairs and averages. For any f € B and W € W?, the distribution Dl (f) as
defined in (3.3) exists and is well-defined. Thus we may define a function f by

(51) fla) = (Dl (1) = [ f .

where W, is the element of W* containing wx, and the integral representation is valid for any
f € CY(WY). Since f is constant on stable leaves, we also denote f(x) by fy, when convenient,
where W = W,.

Lemma 5.1. If f € B, then f € CP(W") and
[flooowey < Iflw < Ifllss - sup HE(F) < (£l
Uewu
Similarly, if f € CY(WY), then f € CL(W") and |f]01(wu) <[ flerowwy-

Proof. As usual, by density, it suffices to prove the first statement for f € C*(W*). Since f is
constant on stable leaves, it suffices to check the C' norm on a single U € W".
Fix U € W" and let x € U. Then,

F@l=| [ fdm| <flaltlesm = |l

Thus sup,cy ]f(:):)] <|flw < || flls- Next, if z,y € U, then,

< I fllulz = yI°.

F@) = F@l = [ fdmw, | rmw,

Putting these estimates together proves the first statement of the lemma.
The second statement is proved similarly, using sup,cy, |f(2)| in place of ||f||s and H}(f) in
place of || f||x- O

Recall that a standard pair is a measure supported on a single U € W*" together with a smooth
density f € C1(W*%), which we denote by fdy. We next prove Lemma 2.7, that standard pairs
belong to B.

Proof of Lemma 2.7. Let U € W* and f € C'(U). To show that féy € B, we must approximate
féy in the B norm by elements of C*(W") viewed as densities with respect to Lebesgue measure.
For ¢ > 0, let N,/»(U) denote the £/2 neighborhood of U in M. N_/»(U) is a horizontal strip

of width . We extend f to N, /; as follows: Define f- to be a function constant on stable leaves
in N./5(U) such that fe(@) = e f(x) for x € U. On M \ N.jo(U), set f. = 0. It follows that
|[felerowy = e flovy-

We will show that (f:)s>0 forms a Cauchy sequence in B. Let 0 < £ < 9. Suppose W € W?
and ¢ € C*(W) with [¢|caw) < 1. Define py = (W NU). Then,

| e = Fepdm = [ (e = Fallo = o) dmw + [ (Fey = Fer)iow dmu.
w w w

The second integral above is 0 since ¢y is a constant and [y, fz, dmw = [y fep dmw = fF(W N U).
To estimate the first integral above, we use that,

sup{le(z) — ul: @ € WNN(U)} < e"Hiy(9), Ve >0.
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We split up the integral into two parts, using the fact that f., — fo, > 0on W, :=WnN NEI/Q(U).
Similarly, define W, = W NN, 5(U).

| = Foo = ooy dmy = [ (e = Fado vy dmw = [ (o = ) dmy
W Wey \We,

€1\ €1/2 _ _ €9\ €2/2 _
< (5) | fleown /_81/2(611—621)dt+2<2) |f|CO(U)//2 ey ' dt

€1
< (%)a|f|CO(U) (1 — i—;) —+ (%)QLHCO(U) (1 - %) < 2(%)a|f|CO(U).

Taking the appropriate suprema yields, ||fz, — fo,|ls < 2(%)% fleowy-
Next, let W; € W*, ¢; € C'(W;) with [@i|cigw,) < 1, @ = 1,2, and do(¢1,92) = 0. On the one
hand, by the previous estimate with a = 1, we have

/ (J?€1 - fez)‘ﬂl de1 _/ (]F61 - f62)§01 de1
W1 Wl

On the other hand, letting © : Wy — Wj denote the holonomy from W5 to W7, we note that
¢100 = g since do(p1, p2) = 0. Thus,

We,

(5.2)

< 2ea|flcoqy-

/ f81§01 dmyy, — / f81§02 dmy, = / (f_El 00— f_81) P2 dmw, < |902|C’0(W2)d(W17 WQ)Hb(f)
Wy Wo Wa

A similar estimate holds for f.,, so that

)/ (fT€1 - fez)‘;ol de1 - / (fz-:l - ]?52)901 de1 < 2d(W1> WQ)Hll](f)
W1 Wl

Combining this estimate with (5.2) and interpolating, we have that the difference in the integrals
is bounded by

2H} (f) min{es, d(W1, Wa)} < 2H} (f)ey "d(Wr, Wa)P.
Dividing through by d(W7, W5)# and taking the appropriate suprema yields || fo, — fo, |l < 2H5(f )Eé_ﬁ .

Thus (f:)eso forms a Cauchy sequence in B and therefore converges. Moreover, once it exists,
this limit must coincide with the limit of the sequence in (C'(W?))*, due to injectivity (Lemma 2.4),

and is thus the measure fd. O

5.2. Quasi-compactness of the transfer operator £y: Proof of Theorem 2.10. Recall that
the map Tp satisfies To(M) = UF_,U; = My. According to Lemmas 2.8 and 5.1, for f € B, the
transfer operator Lo is defined by (2.4), and its iterates by

KR
of = Z k'goy,, where g(x)=r"T! Z fw, forazeU,
=1 TPW=z

and f(z) = fw, is defined by (5.1). The following lemma provides the crucial Lasota-Yorke
inequalities for L.

Lemma 5.2. Ly is a bounded operator on B. Moreover, for each f € B, and n > 1, we have

(5-3) L6 flw = |flws
(5-4) Lo flls < [flw
(5:5) L5l < &7 f Nl

Proof. From (2.4) and Lemma 2.7, it follows that if f € C1(W%), then Lof € B. To extend this
to the completion, we need to show that Ly is continuous in the B norm. This follows from the
Lasota-Yorke inequalities, which we now proceed to prove.
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Proof of Weak and Strong Stable Norm Estimates. Let f € B, W € W* and ¢ € C*(W) such that
l¢lcawy < 1. Then for n > 1,

| g5t dmy = D

i=1 TPW;=WnU;

< Z > & weUin W),
i=1 TpW;=WnU;
where we have used the fact that ¢ o T is constant on W since T3 (W;) = W N U;. For each i,
the cardinality of {W; € G,(W) : T¢W; = W N U;} is k"1, Also, |fw,| < |flw by Lemma 5.1.
Combining these facts yields,

el / f @Yo Tél dej
W;

| g3t edmy < £l
w

Now taking the supremum over W € W# and ¢ € C%(W) yields (5.4). On the other hand, replacing
0 € CYW) by ¢ € CY(W) in the estimates above yields (5.3).

Proof of Strong Unstable Norm Estimate. Take again f € B, WF € W*, o, € CY(WF), with
loklcrwry < 1, k= 1,2, and do(p1,p2) = 0. Then for n > 1, denoting by {Wf}j = G, (WF) the
set of stable leaves such that T”Wk Wk N U; for some i, we estimate

/W1 Ly f o1 dmyy, —/ Ly f o2 dmyy,

- ﬁLZ Z /f%ﬁloTodel—/ f¢20T0de2

i=1 T"Wl =W1inu;

=r" Z Z P (W N Up) (/W.1 fdmwjl - /W.2 f def)

=1 Té’lel:I/VlﬂUi
< &AWL W2 s
where we have used the fact that o1 (W!'NU;) = 02(W2NU;) since do(p1, p2) = 0. Dividing through
by d(Wh, Wg)ﬁ and taking the appropriate suprema yields the required estimate. ]

Corollary 5.3. Ly is quasi-compact as an operator on B. Its spectral radius equals 1, and its
essential spectral radius is at most k7.

Proof. That the essential spectral radius is at most x~? follows from the estimate,

L5 Fll8 < 577" Fllw + | Flw < 57 Fll5 + | fuws

and the standard Hennion argument [H]. Replacing |f|, above by | f||s yields || £ flls < | fls,
which implies that the spectral radius is at most 1. To see that the spectral radius is in fact 1, note
that o := k=1 3°F, oy, belongs to B by Lemma 2.7, and Lopuo = o since (dy,) = 1 on M for each
i, where (0y,) is defined by (5.1). O

Proof of Theorem 2.10. Lemma 5.2 and Corollary 5.3 together prove the first two statements of
Theorem 2.10.

To prove that Ly has a spectral gap, we could proceed to prove a spectral decomposition as in
Lemma 4.4; however, in the case A = 0, we have a simpler argument at our disposal.

Let Ty be the restriction of Ty to My = U¥_,U;. It is clear that T is a uniformly expanding map.
Indeend {U;}f, constitutes a finite Markov partition for T, and Ty is full-branched map on this
partition: To(U;) = My for each i. Let Ly denote the transfer operator corresponding to T. It is
by now a classical result that Lo has a spectral gap on C?(My) (see, for example [R, Chapter 5)).
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It is clear from (2.4) that restricted to Uf_,U;, and Ly = Ly. Moreover, by Lemma 5.1 it follows
that Lo(B) can be identified with a subset of C#(Mj). Thus any element of the peripheral spectrum
of Ly, must belong to C#(Mj). Since Lo has no other eigenvalues aside from 1 on the unit circle,
and 1 is a simple eigenvalue, this must also be true of Ly; and by quasi-compactness, Ly has a
spectral gap on B.

The formula for the unique invariant probability measure pg follows by inspection as in the proof
of Corollary 5.3. Finally, the exponential convergence to g follows from the spectral gap. ([l

5.3. Proof of Theorem 2.11. Recall the norm, defined in Section 2.5, for an operator £ : B — B,,,
L[] = sup{[Lflw : [Ifllz < 1}

In this section, we will prove Theorem 2.11, whose main estimate is the bound on |||y — L,|||
stated in (2.5).

Proof of Theorem 2.11. Let f € B, W € W* and ¢ € C'(W) such that |¢|c1yy < 1. Note that
W' e W satisfies ToW' C W if and only if T\W' C W for all A < \g. Moreover, for each i = 1,.. .k,
there is a unique W; € W?* such that ToW; = W N U;. We estimate,

/W(Eo —Ly\)fpdmw =) £ /WZ_ f(poTo—poTy)dmw,

=1

K
<D flslp o To = o Thlea .
i=1

For x € W;, we have To(z) = W NU; and Ty(z) C W N Nyx(U;), thus,

|00 To(x) = ¢ o Ta(x)| < Hyy (9)|To(x) — Ta(x)] < Hyy ().
Now for z,y € W;, since ¢ o Typ(x) = ¢ o Ty(y), we have

[(poTy—@oTy)(x) = (poTy—poTy)(y)| = lpoTh(z)—poT(y) < Hy(p)z—yl
< Hiy () —y[*A' 7.

Putting these estimates together, we conclude |¢ o Ty — @ o Tx|caqw,) < A ™%|@|cr (). Thus,

[ (€0 £0f pdmw < 118

and taking the appropriate suprema proves (2.5).

The claim regarding the spectra and spectral projectors of £y and £ follow from [KL1, Corollary
1] and the uniform (in \) Lasota-Yorke inequalities given by Proposition 4.2 and Lemma 5.2. Since
Lo has a spectral gap, the convergence of the spectral projectors also implies the convergence of
the invariant measures p), as claimed. O

REFERENCES

[BSV]  W. Bahsoun and S. Vaienti, Escape rates formulae and metastability for randomly perturbed maps, Nonlin-
earity 26 (2013), 1415-1438.

[BGNN] W. Bahsoun, S. Galatolo, I. Nisoli and X. Niu, A rigorous computational approach to linear response,
Nonlinearity 31:3 (2018), 1073-11009.

[B1] V. Baladi, Anisotropic Sobolev spaces and dynamical transfer operators: C* foliations, Algebraic and
Topological Dynamics, Sergiy Kolyada, Yuri Manin and Tom Ward, eds. Contemporary Mathematics, Amer.
Math. Society, (2005) 123-136.

[B2] V. Baladi, The quest for the ultimate anisotropic Banach space, J. Stat. Phys. 166 (2017), 525-557.

[B3] V. Baladi, Characteristic functions as bounded multipliers on anisotropic spaces, to appear in Proc. Amer.
Math. Soc.

[B4] V. Baladi, Dynamical Zeta Functions and Dynamical Determinants for Hyperbolic Maps, Ergebnisse der

Mathematik und ihrer Grenzgebiete. 3. Folge / A Series of Modern Surveys in Mathematics 68, Springer
International Publishing (2018), 291 pp.



24
[BDL]
[BG1]
[BG2]
(BL]
[BT1]

[BT2]

[BKL]
[CG]

(CM]

MARK F. DEMERS

V. Baladi, M.F. Demers and C. Liverani, FExponential decay of correlations for finite horizon Sinai billiard
flows, Invent. Math. 211:1 (2018), 39-177.

V. Baladi and S. Gouezel, Good Banach spaces for piecewise hyperbolic maps via interpolation, Annales de
I'Institute Henri Poincaré / Analyse non linéare 26 (2009), 1453-1481.

V. Baladi and S. Gouezel, Banach spaces for piecewise cone hyperbolic maps, J. Modern Dynam. 4 (2010),
91-137.

V. Baladi and C. Liverani, Fxponential decay of correlations for piecewise cone hyperbolic contact flows,
Comm. Math. Phys. 314 (2012) 689-773.

V. Baladi and M. Tsujii, Anisotropic Holder and Sobolev spaces for hyperbolic diffeomorphisms, Ann. Inst.
Fourier. 57 (2007), 127-154.

V. Baladi and M. Tsujii, Dynamical determinants and spectrum for hyperbolic diffeomorphisms, in Proba-
bilistic and Geometric Structures in Dynamics, K. Burns, D. Dolgopyat, Ya. Pesin (eds.), Contemp. Math.
469 Amer. Math. Soc., Providence, RI (2008), pp. 29-68.

M. Blank, G. Keller and C. Liverani, Ruelle-Perron-Frobenius spectrum for Anosov maps, Nonlinearity, 15:6
(2001), 1905-1973.

J.-R. Chazottes and S. Gouezel, On almost-sure versions of classical limit theorems for dynamical systems,
Prob. Th. and Related Fields, 138 (2007), 195-234.

N. Chernov and R. Markarian, Chaotic Billiards, Mathematical Surveys and Monographs, 127, AMS,
Providence, RI (2006), 316 pp.

[DDGLP] G. Del Magno, P. Duarte, J.P. Gaivao, J. Lopes Dias, and D. Pinheiro, SRB measures for polygonal billiards

[DDGL]
(DL]

(D]
[DZ1]

[Dz2]
[DZ3]
DT
[Do]
[FRS]
[FT1]

[FT2]

[FT3]

with contracting reflection laws, Commun. Math. Phys. 329:2 (2014), 687-723.

G. Del Magno, P. Duarte, J.P. Gaivao, and J. Lopes Dias, Ergodicity of polygonal slap maps, Nonlinearity
27:8 (2014), 1969-1983.

M.F. Demers and C. Liverani, Stability of statistical properties in two-dimensional piecewise hyperbolic maps,
Trans. Amer. Math. Soc. 360:9 (2008), 4777-4814.

M.F. Demers, Functional norms for Young towers, Ergod. Th. Dynam. Sys. 30 (2010), 1371-1398.

M.F. Demers and H.-K. Zhang, Spectral analysis for the transfer operator for the Lorentz gas, J. Mod. Dyn.
5 (2011) 665-709.

M.F. Demers and H.-K. Zhang, A functional analytic approach to perturbations of the Lorentz gas, Comm.
Math. Phys. 324 (2013) 767-830.

M.F. Demers and H.-K. Zhang, Spectral analysis of hyperbolic systems with singularities, Nonlinearity 27
(2014) 379-433.

M.F. Demers and M. Todd, Slow and fast escape for open intermittent maps, Comm. Math. Phys. 351:2
(2017), 775-835.

D. Dolgopyat, On dynamics of mostly contracting diffeomorphisms, Commun. Math. Phys. 213 (2000),
181-201.

F. Faure, N. Roy and J. Sjéstrand, Semiclassical approach for Anosov diffeomorphisms and Ruelle resonances,
Open Math. J. 1 (2008), 35-81.

F. Faure and M. Tsujii, Band structure of the Ruelle spectrum of contact Anosov flows, C.R. Math. Acad.
Sic. Paris 351:9-10 (2013), 385-391.

F. Faure and M. Tsujii, Semiclassical approach for the Ruelle-Pollicott spectrum of hyperbolic dynamics,
Analytic and Probabilistic Approaches to Dynamics in Negative Curvature, Springer INdAM Ser. 9, Springer
(2014), 65-135.

F. Faure and M. Tsujii, The semiclassical zeta function for geodesic flows on negatively curved manifolds,
Invent. Math. 208:3 (2017), 851-998.

A. Ferguson and M. Pollicott, Escape rates for Gibbs measures Ergod. Theory Dyn. Syst. 32 (2012), 961-988.
S. Galatolo, Quantitative statistical stability, speed of convergence to equilibrium and partially hyperbolic
skew products, J. de 'Ecole Polytechnique — Mathématiques 5 (2018), 377-405.

P. Giulietti, C. Liverani and M. Pollicott, Anosov Flows and Dynamical Zeta Functions, Annals of Mathe-
matics 178:2 (2013), 687-773.

S. Gouezel, Almost sure invariance principle for dynamical systems by spectral methods, Ann. Prob. 38:4
(2010), 1639-1671.

S. Gouézel and C. Liverani, Banach spaces adapted to Anosov systems, Ergod. Th. and Dynam. Sys. 26:1,
189-217 (2006).

S. Gouézel and C. Liverani, Compact locally maximal hyperbolic sets for smooth maps: fine statistical
properties, J. Diff. Geom. 79 (2008), 433-477.

H. Hennion, Sur un théoréme spectral et son application aux noyaux Lipchitziens, Proc. Amer. Math. Soc.
118:2 (1993), 627-634.



A GENTLE INTRODUCTION TO ANISOTROPIC BANACH SPACES 25

H. Hennion, L.Hevré, Limit Theorems for Markov chains and stochastic properties of dynamical systems by
quasi-compactness, 1766, Lectures Notes in Mathematics, Springer-Verlag, Berlin, 2001.

T. Kato, Perturbation Theory for Linear Operators, 2nd edition, Grundlehren der mathematischen
Wissenchaften 132, Springer: Berlin, 1984.

G. Keller, Rare events, exponential hitting times and extremal indices via spectral perturbation, Dyn. Syst.
Int. J. 27 (2012), 11-27.

G. Keller, C. Liverani, Stability of the spectrum for transfer operators, Annali della Scuola Normale Superiore
di Pisa, Scienze Fisiche e Matematiche, (4) XX VIII (1999), 141-152.

G. Keller and C. Liverani, Rare events, escape rates, quasistationarity: some exact formulae, J. Stat. Phys.
135:3 (2009), 519-534.

C. Liverani, On contact Anosov flows, Ann. of Math. 159 (2004) 1275-1312.

C. Liverani, Fredholm determinants, Anosov maps and Ruelle resonances, Discrete and Continuous Dynamical
Systems 13:5 (2005), 1203-1215.

C. Liverani and V. Maume-Deschamps, Lasota-Yorke maps with holes: conditionally invariant probabil-
ity measures and invariant probability measures on the survivor set, Annales de I'Institut Henri Poincaré
Probability and Statistics, 39 (2003), 385-412.

C. Liverani and M. Tsujii, Zeta functions and Dynamical Systems, Nonlinearity 19: 10 (2006), 2467-2473.

I. Melbourne and M. Nicol, Almost sure invariance principle for nonuniformly hyperbolic systems, Commun.
Math. Phys. 260 (2005), 393-401.

R.D. Nussbaum, The radius of the essential spectrum, Duke Math. J. 37 (1970), 473-478.

M. Reed and B. Simon, Methods of Modern Mathematical Physics I: Functional Analysis, revised edition,
Academic Press: San Diego, 1980, 400 pp.

L. Rey-Bellet and L.-S. Young, Large deviations in non-uniformly hyperbolic dynamical systems, Ergod. Th.
and Dynam. Systems 28 (2008), 587-612.

D. Ruelle, Thermodynamic Formalism, 2nd ed. Cambridge University Press, Cambridge, UK (2004), 174 pp.
M. Tsujii, Quasi-compactness of transfer operators for contact Anosov flows, Nonlinearity 23 (2010) 1495—
1545.

L.-S. Young, Recurrence times and rates of mizing, Israel J. Math. 110 (1999), 153-188.

L.-S. Young, What are SRB measures and which dynamical systems have them? J. Stat. Phys. 108 (2002),
733-754.

DEPARTMENT OF MATHEMATICS, FAIRFIELD UNIVERSITY, FAIRFIELD CT 06824, USA
E-mail address: mdemers@fairfield.edu



	1. Introduction
	1.1. A brief survey of anisotropic spaces
	1.2. A pedagogical example

	2. Setting and Definition of the Banach Spaces
	2.1. A family of Baker's transformations
	2.2. Transfer operator
	2.3. Definition of the Banach spaces
	2.4. Statement of results for > 0
	2.5. The singular limit 0

	3. Properties of the Banach Spaces
	4. Spectral Properties of the Transfer Operator
	4.1. Quasicompactness of L
	4.2. Characterization of the peripheral spectrum
	4.3. Proofs of limit theorems

	5. Singular Limit 0
	5.1. Standard pairs and averages
	5.2. Quasi-compactness of the transfer operator L0: Proof of Theorem 2.10
	5.3. Proof of Theorem 2.11

	References

