






probability ǫ. We include one over-exploring agent (0.9-
Greedy) and one under-exploring agent (0.1-Greedy). In iso-
lation, 0.1-Greedy obtains lower regret than 0.9-Greedy, but
both have significantly higher regret than UCB and HA-
UCB (Fig. 2).

Experimental Design

User Study

We ran a user study in which participants played a game
with multiple slot machines (i.e., arms). Users collaborated
with different agents, that suggest which slot to pick at each
iteration. We introduced these agents as “robots” to users,
to concisely communicate that the suggestions were from a
non-human actor.

When collaborating with an agent, users are first asked
which slot they would like to play before seeing the agent’s
suggestion. After this, the user is shown the agent’s sugges-
tion via highlighting the slot(s) the agent would pick. If the
agent has no preference among multiple slots (for instance,
when greedy algorithms choose randomly), then all of those
slots will be highlighted. Once they see the suggestion, users
are free to select any slot.

Manipulated Variables

We manipulated the learning algorithm with five levels:
Unassisted, 0.1-Greedy, 0.9-Greedy, UCB, and HA-UCB.
We purposefully chose these agents to span the exploration
vs. exploitation spectrum. We used a within-subjects design
for this variable and counterbalanced the order.

Objective Measures

• Regret: The total regret accumulated after all n = 30
pulls.

• Inherent Compatibility: The amount of time it takes for
users in isolation to pick arms which each agent would
have suggested had they been assisting.

• Explicit Influence: The percentage of time the human’s
choice changes to the agent’s suggestion after seeing it.

• Implicit Influence: The difference between inherent
compatibility and how long users actually take to pick
arms that agents suggest.

• Decision Scores: The normalized score assigned by HA-
UCB to the decision made, based on the history of pulls
and rewards. This allows us to analyze users’ strategies
before and after getting assistance.

• Entropy: The entropy of the distribution over how often
users choose each arm; this measures whether they under-
explore or over-explore. A perfectly greedy policy will
have entropy 0, whereas a perfectly uniform policy (with
K = 6 arms as in the user study) will have entropy 2.58.

Subjective Measures

We also care about the users’ perceptions of the agents,
so we ask three Likert scale questions about whether they
trusted the agent, whether they thought the agent was useful,
and whether they followed the agent’s advice. We also ask

users to rank the agents in order of how much they enjoyed
collaborating with them.

Participants

We used Amazon Mechanical Turk to recruit a total of 52
users (33% female, mean age 33). Users were compensated
$3.75 for the study, which lasted approximately 20 minutes.
Users were also given up to a $1 reward depending on their
average payout across all collaboration settings. Users were
informed of this reward bonus before starting the study, in
order to incentivize them to pay attention and try their best.

Analysis

The team can be better than the best team member. In
isolation, UCB and HA-UCB perform the best in terms of
cumulative regret, scoring 23 and 22 respectively. Humans
in isolation perform similarly, getting an average regret of
23. ǫ-Greedy agents perform notably worse than this, with
0.1-Greedy and 0.9-Greedy getting regret of 36 and 40 re-
spectively (Fig. 2).

The performance of the human-agent team only improves
when people are paired with HA-UCB. This is expected, but
it is exciting to see that the team outperforms HA-UCB in
isolation (Fig. 3). Not only are people able to improve their
own performance, but the human-agent team—when paired
with the right agent—can do better than either humans or
agents in isolation. Interestingly, we find that particular indi-
viduals perform even better still (significantly) when paired
with HA-UCB; these are the individuals labeled “Group 1”,
which we will discuss later in this section.

Optimizing team performance is not the same as optimiz-
ing learning performance. We expected that in general, the
performance of the agent in isolation will have some corre-
lation with the performance of the human-agent team. But
even though the best agent led to the best team, the correla-
tion did not hold in general.

We ran repeated measures ANOVA for our objective mea-
sures of Regret and did post-hoc analyses with Tukey HSD.
We found that the learning algorithm factor has a significant
effect on Regret (F (3, 48) = 11.529, p < 0.01) and that
HA-UCB is significantly different from 0.9-Greedy (Tukey
HSD). One interesting result is that while HA-UCB only
outperforms UCB by 1 point in isolation, human-HA-UCB
teams significantly outperform human-UCB teams (Fig. 3),
by an average of 6 points. This sixfold increase in the differ-
ence in performance indicates that HA-UCB’s suggestions
were somehow more helpful and made more sense to peo-
ple than UCB’s, leading to people being able to make much
more informed decisions.

Another interesting result is that the team’s performance
can improve slightly (or at least remain unaffected) despite
pairing the human with a worse agent. UCB in isolation
outperforms .1-Greedy (Fig. 2) by an average of 13 points,
while the two human-agent teams perform very similarly.
0.1-Greedy even gets slightly lower regret by 2 points on av-
erage (Fig. 3). Though this difference is not statistically sig-
nificant, it stands in stark contrast to how much better UCB
performs than 0.1-Greedy in isolation.
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people take about 2.5 pulls before following its decisions in
both cases (Fig. 4). The other agents (UCB and 0.9-Greedy)
see a slight improvement, but not nearly as large as that of
HA-UCB.

Though we see that HA-UCB has the most implicit in-
fluence on people, they do not directly take its suggestions
very often. Instead, they are influenced to change their over-
all strategy after seeing its suggestions.

People perform better with agents that are more like
them. Next, we turned to understanding what might be re-
sponsible for this difference in influence. We looked at unas-
sisted users first and plotted the entropy of the distribution
of arms they had selected up to each time step. We found
that users naturally fell into two distinct groups. Users were
manually separated into these groups and no users were ex-
cluded. 21 users were placed into Group 1 and 31 into Group
2.

As we see in Fig. 5, people in Group 1 will initially ex-
plore all or almost all arms as evident by the entropy steadily
increasing to the maximum entropy 2.58. The entropy then
steadily decreases, indicating that users will settle on one or
two arms to continue pulling for the remainder of the time
horizon. In contrast, Group 2 will continue to explore all
arms at approximately the same rate for the entirety of the
time horizon, as evident by the entropy curve increasing to
and leveling out at 2.4.

Remarkably, if we look at which agent each person in
these groups got their personal high score with, there is a dis-
tinct difference between them. As shown in Fig. 5, a majority
of users in Group 1 (57%) get their highest score when col-
laborating with HA-UCB, whereas only only 16% of users
in Group 2 do. In contrast, only 7% of users in Group 1 get
their highest score when collaborating with 0.1-Greedy as
compared with 39% of users in Group 2. Now, if we plot
the entropy curves for these two agents in isolation averaged
over 10,000 trials (Fig. 5), we see the shapes tend to corre-
spond with those of the two groups. This lends credence to
the idea that users perform best when being assisted by an
agent which acts like them.

We see that Group 1, which matches HA-UCB, reduces
regret to 16 when assisted by HA-UCB, which is far lower
than even HA-UCB’s performance (regret 22). While we do
not make statistical claims, people have a better sense of
what the best arm looks like (in terms of average reward),
whereas HA-UCB starts with no information. With HA-
UCB assisting, people are inclined to explore arms which
they would not have on their own, so the team in total is bet-
ter able to identify the best arm than either would have in iso-
lation. The same group performs worse with 0.1-Greedy, de-
creasing performance also when compared to how well these
users did in isolation. Particularly surprising is that more
Group 2 users perform better with 0.1-Greedy than with HA-
UCB, despite HA-UCB being the better algorithm. Group 2
performs slightly better when assisted by 0.1-Greedy than
when unassisted, whereas Group 1 performs worse.1

1On the surface, this analysis seems to contradict that the aver-
age total regret accumulated by Group 2 when collaborating with
HA-UCB is not significantly different from when collaborating

Statement Group 1 Group 2
“I trusted the agent” 3.4 ± 0.35 4.5 ± 0.27

“I thought the agent was useful” 3.2 ± 0.47 4.4 ± 0.28

“I followed the agent’s advice” 2.7 ± 0.42 4.2 ± 0.28

Rank [1: best, 4: worst] 3.0 ± 0.25 2.3 ± 0.17

Table 2: Post-study Likert ratings for 0.1-Greedy. (Differ-
ences between the two groups were negligible for other
agents.) Group 2, who performs better when collaborating
with 0.1-Greedy, overall has a positive view of the agent
while Group 1 has a negative view.

When looking at the subjective measures split by groups,
we find that they disagree in their opinion of 0.1-Greedy.
Group 1, who is more aligned with HA-UCB, rates the 0.1-
Greedy much lower than Group 2 (Table 2).

Overall, we find that people have different strategies, and
many of them team up best with agents that match their strat-
egy. We found it striking that 39% of people with the greedy-
like strategy perform best with greedy, whereas only 16% of
them perform best with HA-UCB, and this is in spite of HA-
UCB’s superiority in isolation.

Discussion and Future Work

We saw that human-agent teams can outperform humans and
agents in isolation. But our analysis suggests that achiev-
ing this, or even just improving upon human performance,
is much more subtle than we expected. The agent’s sugges-
tions do not change a person’s decisions explicitly, but rather
influence their later decisions. Further, people benefit differ-
ently from different agents, depending on the similarity be-
tween their strategy and the agent’s.

These results show that helping a person manage explo-
ration exploitation trade-offs is distinct from directly making
those trade-offs. We can alternatively formulate this prob-
lem as a cooperative game between the human and the
robot (Hadfield-Menell et al. 2016), where both the robot
and the human are optimizing to maximize the cumulative
reward from the human’s arm selections. Crucially, the robot
is forced to operate through making changes to the human’s
internal or information state. In future work, we plan to
explore this formulation of the problem and develop algo-
rithms that leverage models of human internal state to make
helpful suggestions and work with humans to explore and
exploit appropriately to maximize long term reward.
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