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The relationship between rainfall, especially extreme rainfall, and increases in waterborne infectious diseases is
widely reported in the literature. Most of this research, however, has not formally considered the impact of exposure
measurement error contributed by the limited spatiotemporal fidelity of precipitation data. Here, we evaluate bias in
effect estimates associated with exposure misclassification due to precipitation data fidelity, using extreme rainfall
as an example. We accomplished this via a simulation study, followed by analysis of extreme rainfall and incident
diarrheal disease in an epidemiologic study in Ecuador. We found that the limited fidelity typical of spatiotemporal
rainfall data sets biases effect estimates towards the null. Use of spatial interpolations of rain-gauge data or satellite
data biased estimated health effects due to extreme rainfall (occurrence) and wet conditions (accumulated totals)
downwards by 35%–45%. Similar biases were evident in the Ecuadorian case study analysis, where spatial incom-
patibility between exposed populations and rain gauges resulted in the association between extreme rainfall and
diarrheal disease incidence being approximately halved. These findings suggest that investigators should pay
greater attention to limitations in using spatially heterogeneous environmental data sets to assign exposures in epi-
demiologic research.

bias; environmental epidemiology; exposuremisclassification; extreme weather; measurement error; precipitation;
waterborne diseases

Abbreviations: CI, confidence interval; GC, Atlantic Gulf Coast; NW, Pacific Northwest.

A growing body of epidemiologic research has reported asso-
ciations between climate features—including extreme or heavy
rainfall—and increases in the incidence of waterborne infectious
diseases (1–7). These studies generally use summary measures
of spatiotemporal environmental data, with a growing literature
focused on rainfall data, specifically (1, 2, 8–10). Different sum-
mary measures (e.g., cumulative or maximum rainfall), as
well as rainfall data drawn from different sources (e.g.,
weather stations or satellites), are used to derive exposures
for estimating associations with disease. Error in the spatio-
temporal representation of these variables, which in part deter-
mines data fidelity (defined as data quality in the context of
its use (11), including instrument and sampling error), can be
an important source of bias and uncertainty in effect esti-
mates (12–15). While analogous issues related to measurement
error and bias have been explored in air pollution epidemiology

(12, 13, 16–21), findings generalizable to the unique charac-
teristics of meteorological exposures—particularly extreme
values—are lacking.

Analysis of measurement error in environmental data across
different sources is an emerging area of research in the envi-
ronmental sciences (22–26) as well as in air pollution epidemiol-
ogy, where exposures are commonly assessed using sophisticated
models (13–15, 20, 27, 28). Air-pollution epidemiologic research
has shown that spatial errors in the measurement of air pollutant
data, as well as errors introduced by modeled representations
of those data, can bias effect estimates towards or away from
the null value, depending on data treatment decisions and epi-
demiologic design. Specifically, spatial incompatibilty, defined
as the lack of colocated environmental and epidemiologic
data—such as in cases where researchers use nonlocal envi-
ronmental monitoring data to quantify local exposure—have
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been shown to produce bias in effect estimates (13–15, 27).
However, few studies have compared results across vari-
ous exposure data sources and types (e.g., across the num-
ber of sensors or gauges (16, 29) or for in situ versus satellite
sources (20)).

As epidemiologic research expands its analysis of the ef-
fects of extremeweather onwaterborne diseases (1–7), research-
ers need a clear understanding of the impact that meteorological
exposure measurement error has on understanding patterns of
risk. Developing this understanding is challenging given that
complex relationships between climate regimes, seasonality,
and topography result in variable spatial patterning of rainfall,
especially in regions with complex physical or climatological
characteristics (30–32). This suggests the need for high-resolution
and regionally specific characterizations of rainfall. However,
given constraints in obtaining optimal exposure measurement,
there is also a need for guidance on how best to minimize bias
when using low-fidelity data.

To this end, we examined the implications of spatiotempo-
ral environmental data fidelity, as quantified by exposure mea-
surement error, for epidemiologic analyses of rainfall effects
on waterborne diseases. We quantified bias in the estimated
health effects of exposure to extreme rainfall using a simula-
tion study wherein we derived exposure variables from com-
monly used sources of environmental data, including satellite
data and interpolations of weather station data, across randomly
sampled configurations of exposed community and rainfall
measurement locations and time periods. We then examined
the consequences of measurement error through a case study,
wherein we reanalyzed associations between extreme rainfall
and diarrheal disease (2) with respect to different levels of
rainfall data fidelity. While rainfall data include both spatial
and temporal components, we focused on the effects of spa-
tial error within spatiotemporal rainfall data (Web Appendix
1, available at https://academic.oup.com/aje). While numer-
ous additional sources of error can affect spatiotemporal envi-
ronmental data (Web Appendix 1), we focused here on isolating
and exploring the potential for insufficient spatial fidelity implicit
in commonly used sources of meteorological data to bias epide-
miologic effect estimates.

METHODS

Simulation study

Simulation data. In the simulation study, which relies on
commonly used spatiotemporal rainfall data sets, we considered
3 different types of rainfall data: 1) reference data, from which
we obtain simulated “in situ” measurements; 2) interpolated in
situ data; and 3) satellite data. Each data set included daily aver-
age depths of rainfall in units of millimeters per day (mm/day)
for the period of 1983–2015 (33 years), which we aggregated to
weekly summaries for analysis. We obtained data for 2 study
regions in the United States (Figure 1), the Atlantic Gulf Coast
(GC), located at latitudes 31–35 degrees north and longitudes
84–94 degrees west (area of 414,608 km2), and the Pacific
Northwest (NW), located at latitudes 44–48 degrees north
and longitudes 114–124 degrees west (area of 343,851 km2).
We selected these regions due to: 1) their high density of weather
stations, which enabled optimal characterization of spatiotempo-
ral rainfall patterns by the reference data set (see below); and 2)
the regions’ relatively high annual rainfall and seasonal variation,
which are patterns characteristic of rainfall evaluated in epidemi-
ologic studies. Precipitation in the GC is less spatially varied
than in the NW (Figure 1), and the GC experiences a greater
number of mid- to high-magnitude rainfall events relative to
the NW (Web Figure 1).

Reference rainfall data (Figures 2A and 3A) refers to high-
quality gridded (0.04-degree, approximately 4 km × 4 km)
Parameter-elevationRelationships on Independent SlopesModel
(PRISM) daily precipitation, which is produced from sophis-
ticated, validated spatial interpolations of in situ data over the
continental United States (33, 34). Satellite data (Figure 2B
and 3B) refers to PrecipitationEstimation fromRemotely Sensed
Information using Artificial Neural Networks–Climate Data
Record, Version 1.1 (PERSIANN-CDR), a satellite-derived,
global gridded (0.25-degree, approximately 28 km × 28 km)
daily precipitation data set (35). While other satellite sources
exist, we limited our evaluation to a single, state-of-the-art
satellite data set, representative of satellite sources in general
(Web Appendix 2). Interpolated in situ data (Figures 2C and

Figure 1. Regions and rainfall distributions for a simulation study. Mean annual precipitation from 1985–2013 in each of the 2 simulation study re-
gions: the Pacific Northwest (NW, top left) and the Atlantic Gulf Coast (GC, bottom right) of the United States. Data represent daily precipitation
from the Parameter-elevation Relationships on Independent SlopesModel (PRISM) (33, 34).
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2D and 3C and 3D) refers to spatial interpolations of rainfall
from simulated rain-gauge locations, which are spatial points
in the study regions from which time series of reference rain-
fall data are extracted.We used ordinary krigingwith exponential

covariance to interpolate simulated rain-gauge data at simulated
exposed community locations (WebAppendix 2,Web Figure 2).

Epidemiologic model for simulation study. The simula-
tion study implemented a simple Poisson regression model

Figure 2. Rainfall data and sources in the Pacific Northwest (NW) region of the United States, 1985–2013. Rainfall data sources are reference
(A), satellite (B), and interpolated in situ from 25 (C) and 100 (D) rain gauges. Reference precipitation is from the Parameter-elevation Relationships
on Independent Slopes Model (PRISM) (4-km resolution) (33, 34); satellite precipitation is from the Precipitation Estimation from Remotely Sensed
Information using Artificial Neural Networks–Climate Data Record (PERSIANN-CDR) (28-km resolution) (35); and “rain gauges” used in interpola-
tions are samples from PRISM, which are interpolated (shown at a 4-km resolution) using ordinary kriging.

Figure 3. Rainfall data and sources in the Atlantic Gulf Coast (GC) region of the United States, 1985–2013. Rainfall data sources are reference
(A), satellite (B), and interpolated in situ from 25 (C) and 100 (D) rain gauges. Reference precipitation is from the Parameter-elevation Relationships
on Independent Slopes Model (PRISM) (4-km resolution) (33, 34); satellite precipitation is from the Precipitation Estimation from Remotely Sensed
Information using Artificial Neural Networks–Climate Data Record (PERSIANN-CDR) (28-km resolution) (35); and “rain gauges” used in interpola-
tions are samples from PRISM, which are interpolated (shown at a 4-km resolution) using ordinary kriging.
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of disease incidence (counts) as it relates to a single rainfall
exposure, summarized for a given community location (point)
and week. We defined the target parameter as the exponen-
tiated rainfall exposure coefficient ( )β̂e , or incidence rate ratio,
for which we estimate bias. Based on a review of epidemio-
logic literature (Web Table 1), we summarized the rainfall ex-
posure in 2 ways: 1) an indicator of exposure to extreme rainfall
events, expressed as the occurrence of 1 or more days in a week
with rainfall exceeding the 90th percentile of daily rainfall (here-
after, “extreme rainfall exposure”); and 2) an indicator of expo-
sure to wet conditions, expressed as total weekly rainfall
exceeding the 66th percentile of total weekly rainfall (here-
after, “wet conditions exposure”). We assumed all commu-
nities have a constant, same-size population.

Simulation procedure. We used aMonte Carlo procedure
(1,000 iterations) to obtain distributions of the incidence rate
ratio across simulated, randomly sampled configurations of
rain-gauge locations, community locations, and time periods.
We calculated bias by comparing the incidence rate ratio (mean
across samples) with the true assigned incidence rate ratio. We
evaluated the effect on estimation precision by comparing the
standard deviation of the effect estimates and mean standard
error calculated using interpolated and satellite data with those
statistics calculated using reference rainfall data (Web Appen-
dix 2). The simulation evaluated 2 connected determinants of
spatial error in exposure measurement: 1) rain-gauge density
(number of gauges per unit area); and 2) rain-gauge proxim-
ity (distance of communities to a rain gauge). For simulation
details, see Web Appendix 2, and for example code, see Web
Appendix 3. Additional code and data are available upon request
to the authors.

Rain-gauge density. Within each iteration and region (GC
and NW), we first sampled 25 community locations and 100
rain-gauge locations (both defined as randomly selected points
within the region extent), and a 2-year time period (730 conse-
cutive days from within the 33-year record). We refer to a sin-
gle realization of the sampling in this first step as a “sample
configuration.” In our second step, we simulated disease counts
at community locations using the true β = 1.0 and the refer-
ence rainfall at the community. In our third step, we used rain-
fall from the satellite data (grid cells overlapping community
locations) and interpolated data (interpolated to community
locations using region-specific,fixed kriging parameters) derived
from a range of between 1 and 100 simulated rain gauges, to
fit the Poisson model. We repeated the second and third steps
100 times, such that we simulated disease counts and fitted
the Poisson model 100 times per sample configuration, and
we averaged the results. Thus, we generated 1 average effect
estimate (β̂) and standard error specific to satellite and inter-
polated data sets per sample configuration. We modeled this
analysis after a common scenario in epidemiologic studies
carried out at large spatial scales, where rainfall measurement
density varies by region.

Rain-gauge proximity: interpolation setting. Within a
single iteration and region (defined above), we estimated β̂
with interpolated data for individual communities located clos-
est to (<1 km) versus farthest from (50–700 km) any gauge
included in the interpolated data set. This analysis investigated
whether data fidelity with respect to (1-dimensional) spatial

proximity was similar to data fidelity with respect to (2-dimen-
sional) density.

Rain-gauge proximity: individual rain-gauge setting.

Within a single iteration and region, we estimated β̂ for an indi-
vidual community for which rainfall was obtained from a sin-
gle simulated rain gauge located at increasing distances
(0–100 km) from the community (Web Appendix 2); no satel-
lite data were used. We modeled this analysis after a common
scenario in epidemiologic studies in data-limited regions,
where rainfall measurements might be available only at a sin-
gle, potentially distant rain gauge.

In environmental epidemiologic studies, the researcher rarely
selects the weather characteristics of the study period or the spa-
tial configuration of rain-gauge locations and exposed commu-
nity locations. We intended the simulation design to represent
average bias across an array of real-world study designs real-
ized from a large number of different time periods and spatial
configurations. While our reference data set is available only
over the continental United States, our simulation approach is
generalizable to other regions and reference data sets: One could
generate “true” exposures and disease data from analogous ref-
erence data sets (seeWebAppendix 2).

Epidemiologic analysis of rainfall and diarrhea incidence
in Ecuador

We built on and reanalyzed data from prior research on the
association between rainfall and diarrheal diseases in northern
coastal Ecuador (2, 36–38) in order to assess the sensitivity of
this association to spatial incompatibility between epidemio-
logic and rainfall data. In the prior research, extreme rainfall
following dry periods was found to be positively associated
with diarrheal disease incidence, based on a combination of
temporal imputation and spatial kriging of precipitation mea-
surements from 3 rain gauges in the study region (2). To im-
prove upon the original rainfall exposures, we increased the
rain-gauge density by adding data from 3 additional govern-
ment meteorological stations (Figure 4), and we modified the
interpolation approach, using ordinary kriging with exponen-
tial variance and no temporal imputation (Web Appendix 4).

Epidemiologic model. We employed the samemodel used
in the original study (2): a random effects Poisson regression
formulated to estimate the association between extreme rain-
fall following wet, moderate, and dry periods and diarrheal dis-
ease (2 weeks after rainfall exposure) across 19 villages between
February 18, 2004, and April 18, 2007. The outcome variable
was the number of incident diarrhea cases in a given village
and week, and the model included an offset for village popu-
lation, village random effects, village diarrhea incidence in the
prior week, and village remoteness (2, 36). The target parame-
ter was the exponentiated coefficient (incidence rate ratio) on
the interaction of an extreme rainfall indicator (occurrence of
daily rainfall >90th percentile of rainfall within a week) with
a dry period indicator (cumulative rainfall over the preceding
eight weeks in the lower tertile).

Analysis of bias. In the prior epidemiologic analysis, the
interaction of extreme rainfall and prior dry periods was sig-
nificantly associatedwith increased diarrheal disease incidence.
To explore bias in this association potentially attributable to
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spatial incompatibility between epidemiologic and rainfall data
sources, we evaluated differences between incidence rate ratios
estimated on collections of villages that varied in their proxim-
ity to a local rain gauge. We estimated the incidence rate ratio
on sets of villages, starting with the villages closest to a rain
gauge, and progressively incorporated additional villages in
order of their distance to a rain gauge. We compared the inci-
dence rate ratios from this distance-based ordering with the
incidence rate ratios made using averages from 1,000 random
sequences of villages (we selected 1,000 sequences based on
achieving stability in results). This comparison tested for devia-
tions of the incidence rate ratios observable in distance-ordered
sets from incidence rate ratios estimated with same-sized ran-
dom groupings of villages.

RESULTS

Simulation study

Implications of rain-gauge density for bias in epidemio-
logic parameters. Effect estimates from satellite data and in-
terpolations of 1–100 rain gauges exhibit significant biasing
towards the null (no association) (Figure 5). For the extreme
rainfall exposure, use of satellite rainfall downwardly biased
incidence rate ratio estimates by 42% in the GC region and 43%
in the NW region, and use of interpolated rainfall downwardly
biased incidence rate ratio estimates by up to 45% (GC) and up
to 40% (NW). For the wet conditions exposure, downward bias
in the incidence rate ratio when using satellite rainfall was 37%
(GC) and 36% (NW) and, when using interpolated rainfall, up
to 43% (GC) and up to 35% (NW). Percent bias in terms of β̂

was greater (Web Appendix 2,Web Figure 3). Variance of the
effect estimate was relatively well-characterized by satellite
and interpolated data for both exposures and across data sets,
although modest bias was observed (Web Appendix 2, Web
Figure 4). While bias in the NW area was slightly less nega-
tive than in the GC (WebAppendix 2), bias patterns with respect
to rain-gauge density were similar across the 2 regions, despite
significant differences in topography and climate. A sensitiv-
ity analysis revealed that effect estimate bias was sensitive to
the magnitude of the true effect; the greater the true effect, the
greater the downward bias (Web Appendix 2,Web Figure 5).

In all cases, interpolated rainfall from 5 or more rain gauges
(just over 1 rain gauge per 105 km2 for both regions) resulted
in less bias than exposures generated from satellite data.While
in all cases greater rain-gauge density reduced the magnitude
of bias, there were decreasing marginal returns of increasing
rain-gauge density, and substantial negative biases remained
at high rain-gauge densities (Figure 5). For example, for the
extreme rainfall exposure in the GC region, incidence rate ratio
bias decreased by 18 percentage points (45%–27%)when increas-
ing from 1 to 25 gauges but decreased by only 2 percentage
points (21%–19%)when increasing from 75 to 100 gauges.Using
100 rain gauges (24 and 29 rain gauges per 105 km2 for the
GC and NW, respectively), incidence rate ratio bias ranged
from 12% to 19%, depending on exposure and region. For
context, these high rain-gauge densities would be considered
suitable for the development of gridded rainfall data in data-
scarce developing country regions (39). However, optimal den-
sity for capturing higher rainfall intensities (40) would require
8,000–9,000 rain gauges over the simulation regions. Optimally

Figure 4. Relative location of rain gauges and villages in coastal Esmeraldas Province, Ecuador, 2004–2007. The map shows the location of the
study region, within which there are 19 villages (points) and both original (plusses, from a previous study (2)) and new, supplementary rain-gauge
data (crosses) from the same period. Shading indicates the distance of each village to the closest rain gauge; gray lines are the river network along
which villages are situated; and the black outline is the coastal-draining river basin within which villages are located.
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high densities are therefore generally infeasible except at small
spatial scales.

Implications of rain-gauge proximity for bias in epidemio-
logic parameters: interpolation setting. We evaluated the
effect of proximity of individual communities to the nearest rain
gauge in the case where we derived community rainfall expo-
sures from interpolation of multiple gauges. This provided a
stratified analysis of the rain-gauge density results, showing
that incidence rate ratios for communities within 1 km of a rain
gauge were unbiased, while incidence rate ratios for communi-
ties with distant gauges (50–700 km) were significantly biased
(Web Appendix 2, Web Figures 6 and 7). This analysis dem-
onstrated that environmental and epidemiologic spatial incom-
patibility governed bias associated with low rain-gauge density
(Figure 5). Combined, these analyses demonstrate that elimi-
nation of bias in cases of spatial incompatibility between epi-
demiologic and environmental data through the increase of
rain-gauge density (e.g., taking the horizontal axis of Figure 5
to its extreme) would require that densities be increased until
epidemiologic and environmental data-source locations are
approximately colocated.

Implications of rain-gauge proximity for bias in epidemio-
logic parameters: individual rain-gauge setting. We evalu-
ated the effect of proximity of individual communities to an
individual rain gauge from which rainfall estimates at the com-
munity are derived. For all exposures, the bias of the effect esti-
mates increased with distance. For both exposures, use of a
rain gauge not located “on site” (e.g., <1 km) resulted in bias
towards the null (Figure 6). At the maximum distance evalu-
ated of 100 km, estimates of the incidence rate ratio were
biased downward by 32% and 35% for the extreme rainfall
exposure, and 27% and 31% for the wet conditions exposure,

in the NW and GC, respectively. Percent bias in terms of β̂
was greater (WebAppendix 2,Web Figure 8). This result fur-
ther demonstrates that the effect of spatial incompatibility
realized in an interpolation setting is also present in the use of
a single, distant data source used to quantify exposure. The
estimated percent bias at different distances pertains both to
use of an individual gauge and to the case where the distance
of the closest rain gauge used in an interpolation is equivalent
to those distances.

Epidemiologic analysis of rainfall and diarrhea incidence
in Ecuador

When estimated with improved rainfall exposure data (see
Methods), the incidence rate ratio associatedwith extreme rain-
fall events following dry periods in the Ecuador study region
(incidence rate ratio = 2.05, 95% confidence interval (CI):
1.36, 3.11) was higher than the estimate from prior work
(incidence rate ratio = 1.39, 95% CI: 1.03, 1.87). Subsetting
the analysis to villages increasingly proximal to rain gauges
increased the magnitude of the estimated incidence rate ratio
(Figure 7A). For example, when the model was fitted using
only the 5 villages less than 5 km from a rain gauge, the inci-
dence rate ratio increased substantially (incidence rate ratio =
4.93, 95% CI: 2.89, 8.42). Assuming that villages close to or
far from a rain gauge did not vary systematically in their sen-
sitivity to rainfall exposures, the comparison between these
incidence rate ratio estimates provides an approximation of
the bias induced by spatial incompatibility (i.e., the incidence
rate ratio increased above 5 when gauges and villages were
colocated and decreased to less than 2.5 when including vil-
lages located up to 15 km from a rain gauge).

Figure 5. Bias in the estimated incidence rate ratio (IRR) measuring the effect of extreme rainfall and wet conditions on disease incidence in the
simulation study based on data from the Pacific Northwest (NW) and the Atlantic Gulf Coast (GC) of the United States, 1985–2013. Bias in the
extreme rainfall exposure (A) and wet conditions exposure (B) are shown with respect to region, indicated by color, and data type, where solid lines
and dotted lines are results from interpolated and satellite data, respectively. The number of rain gauges (horizonal axis) does not pertain to satellite
data. Bias is quantified as the percent of the true value of the IRR (exp( ) = 2.72β ); negative bias indicates bias towards the null. Results are the
mean of 1,000 simulation iterations; line thickness includes simulation uncertainty error.
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There was substantial uncertainty in the estimates of inci-
dence rate ratios for subsets of villages nearest to rain gauges
due to small sample sizes (as indicated by the grey areas in
Figure 7). However, comparison of the downward trend in
estimates of the incidence rate ratio obtained using distance-
based orderings of villages with estimates obtained using ran-
dom orderings of villages (Figure 7B) strongly suggests that
distance from a rain gauge explains the observed change, with
distance, in the magnitude of the incidence rate ratio. The dif-
ference between the incidence rate ratios estimated for distance-
based and random-ordered sets of villages are not statistically
significant due to low statistical power when analyzing small
subsets of villages. Nevertheless, a suggestive pattern emerged
that is consistent with the simulation findings, showing an
approximately 50% downward bias due to spatial incompati-
bility between epidemiologic and rainfall data.

DISCUSSION

In the simulation and case study settings, exposure misclas-
sification due to spatial incompatibility between epidemio-
logic and precipitation data resulted in a bias towards the null.
This effect attenuation stems from reduced correlation of the
outcome with the modeled exposure relative to the true expo-
sure. In the case of interpolated or satellite data, this is a result
of smoothing of the rainfall signal (25, 26). A quantile-based
threshold applied on smoothed data, relative to reference data,
will generate the same total number of extreme exposures;
however, some modeled exposures will occur on days differ-
ent from those indicated by reference data. The observed atten-
uation of the effect measure is consistent with prior findings in

air pollution epidemiology where use of exposure models
tends to smooth an exposure measure, attenuating effect esti-
mates and their standard errors (13–15, 17, 20, 27, 28). In the
case of the use of a single distant rain gauge rather than interpo-
lation, the attenuation is due to spatial correlation in rainfall
naturally decreasing with distance, which occurs at different
rates in different regions (41).

Two potential limitations of the simulation warrant discus-
sion. First, we fixed interpolation parameters a priori in order
to focus on error induced solely by rain-gauge density. Because
interpolation specification generally depends on the number
of rain gauges, our estimates of effect bias due to exposure mea-
surement error might represent lower bound estimates. How-
ever, preliminary analyses and prior research (22) suggest that
modification of the interpolation specification would have a
limited impact on simulation findings, relative to the density
of rain-gauge data being interpolated (see Web Appendix 2
and Web Figure 9). The magnitude of bias from the single-
gauge distance analysis (Figure 6), where interpolation plays
no role, further supports this view. Second, our simulation
analysis design assumed that measures of rainfall deter-
mined counts of disease according to a model with no
confounding. In reality, a combination of hydrological,
ecological, and social processes might confound the rela-
tionship between rainfall and disease (9, 10). Nevertheless,
the similarity of conclusions from the Ecuadorian case study,
which examined the influence of spatial incompatibility on
estimates of the incidence rate ratio using data with residual
confounding, revealed similar downward biases. This sup-
ports the conclusion that spatial incompatibility between
epidemiologic and environmental data can be a primary cause
of bias in environmental epidemiologic studies. Relative to

Figure 6. Bias in the estimated incidence rate ratio measuring the effect of extreme rainfall and wet conditions on disease incidence as a function
of distance between an individual community and rain gauge in the simulation study based on data from the Pacific Northwest (NW) and the Atlantic
Gulf Coast (GC) of the United States, 1985–2013. Bias in the extreme rainfall exposure (A) and wet conditions exposure (B) are shownwith respect
to region, indicated by color. Bias is quantified as the percent of the true value of the incidence rate ratio (exp( ) = 2.72β ); negative bias indicates
bias towards the null. Results are themean of 5,000 simulation iterations; line thickness includes simulation uncertainty error.
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the attention paid to confounding, the issue of spatial incom-
patibility receives little attention in the literature despite the
significant bias it generates.

In situations where investigators have access to more than
1 environmental data source, investigators are commonly
encouraged to compare sources by evaluating basic data fea-
tures (e.g., spatial and temporal resolution) a priori to judge
their analytical suitability (42). Yet, examining such features
is often not sufficient to understand how the choice of data
source might yield exposure measurement error and bias in
estimated effects. Thorough understanding generally requires
a study design- and site-specific evaluation of multiple envi-
ronmental exposure data sets or data models (20), which might
not always be possible. Unfortunately, few studies of the asso-
ciation between rainfall and the incidence of waterborne dis-
ease include adequately detailed information about rainfall data
sources to perform such assessments post hoc, which limits
their reproducibility and generalizability (43).

Given the reality of environmental data limitations, our find-
ings indicate 3 recommendations. First, environmental epide-
miologic studies in regionswith limited environmentalmonitoring
would benefit from reporting of data-source fidelity. For exam-
ple, this could include reporting of average distance between
epidemiologic and environmental data measurement points when
in situ (e.g., weather station) or interpolated data are used; in
situ measurement location density when interpolations are used;
and in situ measurement location densities as reported in quality-
controlled global data sets used in calibration and validation
of most satellite and gridded data sets (e.g., the National Center
for Atmospheric Research and Global Precipitation Climatology
Centre data sets) when gridded products are used. This would
indicate (qualitatively) the vulnerability of study findings to
bias in regions where it is not possible to determine and select
an optimal data source.

Second, studies with more than one accessible data source
could include exploratory analyses that evaluate differences
in effect estimates as a function of environmental data distance
or density, as was demonstrated in our Ecuador case study.
For example, when multiple weather stations are used in an
analysis, estimates conditional on station proximity could be
compared; when satellite data are used, satellite data–derived
estimates could be compared with estimates made with avail-
able ground network data. Differences between results achieved
at different spatial proximities, or between results achieved by
satellite and ground network sources, would provide an esti-
mate of bias attributable to data-source fidelity. The likely out-
come of these efforts would be improved understanding of the
true magnitude of effects of extreme climate on disease,
which, according to this study, are susceptible to substantial
underestimation.

While this study focused on rainfall, the findings are rele-
vant to other environmental data types as well. The limited
exploration of measurement error issues in estimating rain-
fall exposures for epidemiology, as well as rainfall’s high spa-
tial heterogeneity relative to other environmental features,
motivated our analysis. Because other environmental features
(e.g., temperature) tend to be less spatially variable, we would
expect similar biases to arise for other environmental expo-
sures but to a lesser degree. While our results are specific to
indicator exposures, exploratory analyses demonstrated that
similar biases arise for continuous exposures (Web Appendix
2, Web Figures 10–12). A thorough examination of continu-
ous exposure quantifications was beyond the scope of this study,
largely due to the diversity of continuous exposure formulations
in the literature, and significant variation in their association with
disease, relative to indicator exposures (Web Appendix 1,
Web Table 1). While topographic and climate regime varia-
tion between different regions generated differences in bias,

Figure 7. Changes in the incidence rate ratio (IRR) measuring the association between extreme rainfall and disease incidence according to vil-
lage and rain-gauge proximity, using data from previous studies in Ecuador (2, 36–38). A) Points and lines are IRR estimates made using data from
groups of villages that include those closest to (left) and those farthest from (right) a rain gauge; the horizontal axis is the maximum distance from
any village in the group to a rain gauge. The points indicate values (IRR, maximum distance) for groups of villages (increasing in count from 2 to 19)
that were used for regression model fitting. B) The same black line as in panel A, plotted along the number of villages (instead of distances) and
alongside the mean IRR from 1,000 random sequencing of same-sized groups of villages (gray line). The shaded regions are the 95% confidence
intervals.
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bias trends and magnitudes were nevertheless remarkably simi-
lar. While the 2 simulation regions do not capture the complete
set of topographies, climate regimes, and spatial scales repre-
sented in health studies, the results indicate that significant bias-
ing might arise in any study where data constraints or study
design prohibit close proximity between environmental and
epidemiologic data.
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