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This paper proposes a paradigm for coordination of multiple unmanned aerial vehicle (UAV) clusters 
in a shared motion space. UAVs are arranged in a finite number of teams each bounded by a leading 
triangle. Collective motion of each UAV cluster is managed by a continuum deformation defined by three 
leaders at the vertices of a leading triangle and followers contained within this triangle. Each triangular 
cluster can deform substantially to support maneuverability in constrained spaces. This paper specifies 
necessary conditions to guarantee obstacle avoidance as well as collision avoidance within and across all 
clusters operating in a shared motion space. Given initial and target configurations, an existing planner 
(A*) identifies the shortest coordinated leader UAV paths from initial to final configuration in a manner 
that satisfies safety constraints. An illustrative simulation case study is presented. Continuum deformation 
containment offers scalability in collision-free UAV motion planning not previously realized in the detect-
and-avoid literature. The proposed multi-cluster coordination protocol also extends previous cooperative 
control to address detect-and-avoid (DAA) given multiple cooperative teams with different destinations.

© 2019 Elsevier Masson SAS. All rights reserved.
1. Introduction

Multi-agent system coordination is an active research area. For-
mation and cooperative control in a multi-agent system can en-
hance resilience to failure [1], improve efficiency, and reduce mis-
sion cost [2]. Applications include surveillance [3], air traffic man-
agement [4], formation flight [5–7], and connected vehicle control 
[8], and cooperative payload transport [9,10]. This paper studies 
optimal coordination of many UAVs, clustered into distinct teams, 
flying in a shared airspace. The paper treats agent optimal coor-
dination as a multi-cluster continuum deformation problem and 
manages team path planning complexity by abstracting each team 
to a triangular geometry defined by three leaders.

1.1. Related work

Virtual structure, consensus, containment control, and contin-
uum deformation are available methods for agent coordination in a 
3D motion space. A virtual structure centrally coordinates agents; 
each agent’s desired position is defined by a reference position 
vector and a relative displacement vector with respect to this ref-
erence [11]. If the agents’ relative distances from the reference 
position remain constant, the multi-agent system can be treated 

* Corresponding author.
E-mail addresses: hosseinr@umich.edu (H. Rastgoftar), ematkins@umich.edu

(E.M. Atkins).
https://doi.org/10.1016/j.ast.2019.05.002
1270-9638/© 2019 Elsevier Masson SAS. All rights reserved.
as a rigid body [12]. A flexible virtual structure formation control 
has also been proposed [13].

Consensus [14–16], containment [17,18], and continuum defor-
mation [19–23] are decentralized multi-agent system (MAS) coor-
dination approaches. Consensus is the most common approach for 
MAS formation and cooperative control. Both leaderless [14] and 
leader-based consensus [16,24] approaches have been proposed. 
Consensus coordination under switching and fixed communication 
topologies is studied in Refs. [25–27]. Stability of consensus in the 
presence of communication delays is analyzed in Refs. [28,29]. Fi-
nite time consensus control of multi-agent systems is studied in 
Refs. [30,31].

Similar to consensus, containment control is a decentralized co-
ordination approach. Under containment control, leaders move in-
dependently and guide overall team motion. Follower agents com-
municate with in-neighbor agents to coordinate motions through 
local communication [17,18]. Containment control under fixed and 
switching communication topologies is studied in [32]. MAS con-
tainment control, guided by stationary and moving leaders, is stud-
ied in [33]. Retarded containment control stability is analyzed in 
[34]. Finite-time MAS containment control [35] and containment 
control of heterogeneous MAS [36] have also been studied.

Continuum deformation is inspired by the principles of con-
tinuum mechanics. Under continuum deformation, inter-agent dis-
tance can change over time while inter-agent collision avoidance 
can be guaranteed [37,38]. Leader-follower formation control via 
continuum deformation was developed in [21]. Ref. [21] formulates 
an n-dimensional (n = 1, 2, 3) homogeneous transformation based 
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on trajectories of n + 1 leaders forming an n-dimensional poly-
tope in a 3D motion space. Ref. [21] shows how follower agents 
can acquire desired trajectories through local communication. De-
centralized continuum deformation coordination using area preser-
vation and alignment strategy are demonstrated in [20] and [23]; 
Ref. [19] analyzes stability of continuum deformation coordination 
in the presence of communication delay. Sufficient conditions for 
inter-agent collision avoidance are defined in [19,20] while [22]
formulates continuum deformation coordination under switching 
communication topologies.

Robot and vehicle motion planning has been widely studied. 
Optimal graph search planning methods include dynamic program-
ming [39] which given an admissible heuristic can improve search-
space ordering in A* [40]. Rapidly-expanding Random Trees (RRT) 
[41] were proposed to offer a real-time graph search method ap-
plicable for path planning in known and unknown environments. 
Model predictive control (MPC) [42] is a well-known approach for 
trajectory (control vector) optimization that accounts for motion 
costs and vehicle dynamics constraints [43]. Researchers have pro-
posed centralized [44–46] and decentralized [47–49] approaches 
for multi-agent path planning. Ref. [44] applies A* for first respon-
der multi-agent team planning in a cluttered environment while 
Ref. [45] applies mixed integer programming. Multi-agent path 
planning using decentralized RRT is studied in Ref. [48]. Decen-
tralized coordination of mini drones is investigated in Ref. [49]. 
Furthermore, Ref. [50] proposes a digital pheromones approach for 
autonomous coordination of a UAV team.

1.2. Contribution and outlines

This paper extends our previous contributions in single-cluster 
continuum deformation to support multi-cluster continuum de-
formation coordination over many UAVs. To manage coordination 
computational complexity, UAVs are clustered into multiple teams, 
where each team or cluster forms a bounded triangular geome-
try that evolves internally as particles of a deformable body or 
continuum. Given initial and target configurations for each UAV 
cluster, optimal team leader paths are planned to meet waypoint 
objectives and satisfy safety constraints. A feedback linearization 
controller performs optimal trajectory tracking. Compared to re-
lated work, this paper offers the following contributions:

• An innovative hierarchical coordination strategy is proposed 
to manage computational and coordination complexity. At the 
top level cluster leader UAV trajectories are optimized and de-
conflicted. The remaining follower UAVs are contained within 
their cluster’s leading triangle thus pose no collision risk to 
other teams. Centralized (top-level) and decentralized (cluster-
level) approaches are combined to optimize multi-cluster con-
tinuum deformation in a shared motion space. Collective mo-
tion of many UAVs, clustered into a finite number of groups, 
can be optimized with modest computation cost.

• Formal mathematical analysis assures UAV cluster containment 
and privacy. Cluster containment assures no UAV leaves the 
cluster over the entire collective motion period. Cluster privacy 
guarantees that a cluster is not trespassed (entered) by any 
agent from another cluster over the entire collective motion 
period. Continuum deformation is applied to assure inter-agent 
collision avoidance for any two agents within the same cluster.

• To the best of our knowledge, this is the first paper study-
ing collective motion optimization of deformable clusters in 
a shared motion space. Cluster deformability enables flight 
through narrow passages and in constrained airspace volumes 
while allowing the cluster to resume an optimal geomet-
ric configuration for flight through open airspace. The paper 
formally verifies safety and mathematically formulates inter-
agent collision avoidance conditions.

The paper is organized as follows. Preliminaries on graph theory, 
coordinate systems, and continuum deformation are presented in 
Section 2. Cluster containment and privacy are mathematically for-
mulated in Section 3. The multi-cluster optimization problem is 
defined in Section 4, followed by formulation of a path-planning 
optimization strategy in Section 5. UAV dynamics and control are 
presented in Sections 6. Simulation case study results in Section 7
are followed by concluding remarks in Section 8.

2. Preliminaries

2.1. Coordinate systems

We define a ground coordinate system with bases ê1, ê2, ê3. 
Bases of the ground coordinate system are fixed in an inertial refer-
ence. Each UAV has its own local or body coordinate system. Bases 
of the body coordinate system of UAV i are denoted by i jb,i , j

j
b,i , and 

k j
b,i , where subscript i ∈ V j denotes the quadcopter index number 

and superscript j ∈ �CL assigns the cluster index number. Clus-
ter identification numbers are defined by the set �CL = {1, · · · , m}. 
Using a 3 − 2 − 1 Euler angle rotation, i jb,i , j

j
b,i , and k j

b,i are related 
to ê1, ê2, ê3 by

j ∈ �CL, i ∈ V j,

⎡
⎢⎣
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k̂ j
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where φ j
i , θ

j
i , and ψ j

i are the roll, pitch, and yaw angles of UAV 
i ∈ V j . Also, C j

(·) and S j
(·) stand for cos(·) and sin(·), respectively.

2.2. Position terminology

In this paper, the actual position of UAV i ∈ V j is given by

j ∈ �CL, i ∈ V j, r ji = x j
i ê1 + y j

i ê2 + z j
i ê3. (2)

The global desired position of agent i ∈ V j is denoted by

j ∈ �CL, i ∈ V j, r ji,HT = x j
i,HT ê1 + y j

i,HT ê2 + z j
i,HT ê3. (3)

In Section 2.4, global desired coordination, treated as continuum 
deformation, is formulated. This paper assumes that the z compo-
nents of the global desired positions of all UAVs are the same:

∀ j ∈ �CL, ∀i ∈ V j, z j
i,HT = zHT .

Local desired position, denoted by r jd,i (i ∈ V j), is defined:

j ∈ �CL, r jd,i =
{
r ji,HT i ∈ V j

L∑
l∈N j

i
w j

i,lr
j
l i ∈ V j

F
, (4)

where communication weight w j
i,l is positive and 

∑
N j

i
w j

i,l = 1. 
In this paper, we assume communication weights are constant and 
consistent with UAV initial positions. Communication weight char-
acteristic equations are obtained in Section 2.5.
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Fig. 1. An example rectangular shared airspace MO with three obstacles O 1, O 2, 
and O 3. (For interpretation of the colors in the figure(s), the reader is referred to 
the web version of this article.)

Initial position of agent i ∈ V j is denoted by

j ∈ �CL, i ∈ V j, r ji,0 = x j
i,0ê1 + y j

i,0ê2 + z j
i,0ê3. (5)

Target position of agent i ∈ V j is denoted by

j ∈ �CL, i ∈ V j, r ji,F = x j
i,F ê1 + y j

i,F ê2 + z j
i,F ê3. (6)

2.3. Definitions of shared airspace, no-flight zones (NFZ), and navigable 
(NAV) zones

Let MO ⊂R2 be a closed set defining a finite two-dimensional 
shared airspace. Let �NFZ be a set consisting of no convex polygons 
enclosing obstacles or No-Flight Zones. Mathematically speaking,

�NFZ = {O 1, · · · , Ono }, (7)

where O i = O i
(
oi
1, · · · ,oi

pi

) ⊂ MO (i = 1, · · · , no) denotes the 
convex polygon (i = 1, · · · , no) defined as follows:

i = 1, · · · ,no, O i =
{ pi∑

k=1

ζ i
ko

i
k

∣∣ζ i
k ≥ 0,

pi∑
k=1

ζ i
k = 1

}
, (8)

where

oi
k = oik,xê1 + oik,y ê2 ∈ MO

is the position of the vertex k of convex polygon O i and 
∑pi

k=1 ζ i
ko

i
k

(i = 1, · · · , no, k = 1, · · · , pi, ζ i
k ≥ 0) is an interior or boundary 

point of convex polygon O i . Navigable Zone

�NAV = MO \ �NFZ (9)

is an open set denoting an obstacle-free or navigable airspace. No-
tice that ∂�NFZ defines the boundary of No-Flight Zone �NFZ.

Shown in Fig. 1 is the schematic for a shared space contain-
ing three obstacles, denoted by O 1, O 2, and O 3. Obstacle O 1 is a 
quadrilateral (p1 = 4), obstacle O 2 is a triangle (p2 = 3), and ob-
stacle O 3 is a pentagon (p3 = 5).

Motion space discretization: A uniform grid is distributed over 
the motion space MO. Define distance increments �x > 0 and 
�y > 0, grid nodes are mathematically defined by

M̄O = {(x̄, ȳ) ∣∣x̄ = x0 + kx�x,

ȳ = y0 + ky�y, kx,ky = 0,1,2, · · · }.

Key Assumption 1. This paper assumes that vertices of the poly-
gons O 1 through Ono are all positioned at the grid nodes defined 
by M̄O. Mathematically speaking,

∀i ∈ �NFX,k = 1, · · · , pi, oi
k ∈ M̄O.
2.4. Continuum deformation coordination definition

Consider a group of N UAVs divided into m clusters. Let

j = �CL, V j = {V j
L ,V

j
F

}
,

define local UAV index numbers in cluster j ∈ �CL , where V j
L =

{1, 2, 3} define three leaders and V j
F = {4, · · · , N j} define all fol-

lowers in cluster j. It is assumed that cluster j contains N j UAVs 
(
∑m

j=1 N j = N). Note that each UAV is identified by a cluster num-

ber j ∈ �CL and a local index number i ∈ V j . The paper treats 
UAVs in cluster j as a finite number of particles of a deformable 
body or continuum.1 The desired coordination of cluster j is de-
fined by a homogeneous transformation:

t ≥ t0, j ∈ �CL, i ∈ V j, r ji,HT = Q j(t, t0)r
j
i,0 +d j (t, t0) , (10)

where t0 is the initial time and Q j ∈ R3×3 and d j ∈ R3×1 are the 
continuum deformation Jacobian matrix and rigid body displace-
ment vector, respectively. Without loss of generality, we consider 
2-D continuum deformation, where

j ∈ �CL, Q j =
[
Q j
CD 0

0 1

]
=

⎡
⎢⎢⎣

Q j
1,1 Q j

1,2 0

Q j
2,1 Q j

2,2 0

0 0 1

⎤
⎥⎥⎦ (11a)

j ∈ �CL, d j =
[
d j
1 d j

2 0
]T

. (11b)

Elements of Q j
CD (Q j

1,1, Q
j
1,2, Q

j
2,1, Q

j
2,2), d

j
1 and d j

2 can be de-
fined based on the global desired positions of the leaders [19]:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q j
1,1(t)

Q j
1,2(t)

Q j
2,1(t)

Q j
2,2(t)

d j
1(t)

d j
2(t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x j
1,0 y j

1,0 0 0 1 0

x j
2,0 y j

2,0 0 0 1 0

x j
3,0 y j

3,0 0 0 1 0

0 0 x j
1,0 y j

1,0 0 1

0 0 x j
2,0 y j

2,0 0 1

0 0 x j
3,0 y j

3,0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x j
1,HT (t)

x j
2,HT (t)

x j
3,HT (t)

y j
1,HT (t)

y j
2,HT (t)

y j
3,HT (t)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(12)

Polar Decomposition of the Continuum Deformation Jacobian 
Matrix: Using polar decomposition, Q j

CD can be expressed as

j ∈ �CL, Q j
CD = R j

CDU
j
CD, (13)

where U j
CD is a positive definite (and symmetric) matrix and R j

CD is 
an orthogonal matrix, i.e., (R j

CD)TR j
CD = I2 where I2 is the identity 

matrix. Eigenvalues of the matrix U j
CD are positive and real and 

denoted by λ j
1 and λ j

2 (0 < λ
j
1 ≤ λ

j
2).

Key Property of a Homogeneous Deformation: Let the three 
leaders of cluster j form a triangle at all times t . Therefore,

∀t ≥ t0, j ∈ �CL, Rank
([

r j2,HT − r j1,HT r j3,HT − r j1,HT

])
= 2.

The triangle formed by the leaders of cluster j ∈ �CL is called lead-
ing triangle j. Under a homogeneous deformation, x and y compo-
nents of the global desired position of UAV i ∈ V j can be expressed 
as [19]

1 A continuum is a continuous domain consisting of infinite number of particles 
with infinitesimal size [51].
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j ∈ �CL, i ∈ V j
F , Y j

i,HT =
[
x j
i,HT (t)

y j
i,HT (t)

]
=

3∑
l=1

α
j
i,l

[
x j
l,HT (t)

y j
l,HT (t)

]
,

(14)

where α j
i,1, α

j
i,2, are α

j
i,3 time-invariant parameters and

α
j
i,1 + α

j
i,2 + α

j
i,3 = 1. (15)

Parameters α j
i,1, α

j
i,2, are α

j
i,3 are computed from the initial posi-

tion of UAV i and the three leaders as follows [19]:

j ∈ �CL, i ∈ V j
F ,

⎡
⎢⎣ x j

1,0 x j
2,0 x j

3,0

y j
1,0 y j

2,0 y j
3,0

1 1 1

⎤
⎥⎦
⎡
⎢⎣

α
j
i,1

α
j
i,2

α
j
i,3

⎤
⎥⎦=
⎡
⎢⎣ x j

i,0

y j
i,0
1

⎤
⎥⎦ .

(16)

2.5. Continuum deformation acquisition through local communication

We assume that cluster j’s collective motion is guided by 
three UAV leaders moving independently. Leaders all communi-
cate with each other and evolve in a centralized fashion. However, 
follower UAVs communicate with local UAVs to update their posi-
tions. Inter-agent communication among UAVs is defined by graph 
G j = G j

(
V j,E j,W j

)
, where E j ⊂ V j × V j defines edges of the 

graph E j . We define

j ∈ �CL, i ∈ V j
F , N j

i = { (l, i) ∈ E j
∣∣l ∈ V j}

as the in-neighbor set of follower UAV i ∈ V j
F . Communication of 

follower i ∈ V j
F with in-neighbor UAV l ∈ N j

i is assigned weights 
w j

i,l , where 
∑

l∈N j
i
w j

i,l = 1. Communication graph G j can be ex-

pressed as G j = ∂� j ∪ � j , where ∂� j ∩ � j = ∅. ∂ψ j defines the 
boundary of graph G j and sub-graph � j = � j

(
V j

F ,E
j
F

)
is strongly 

connected.2 � j defines inter-agent communication for followers in 
cluster j ∈ �CL , i.e., E j

F ⊂ V j
F × V j

F defines � j graph edges. Note 
that nodes of the boundary graph ∂ψ j represents cluster j’s lead-
ers and nodes of sub-graph ψ j represent follower UAVs in cluster 
j ∈ �CL .

FL and FF Communication Matrices: We define weight matrix 
W j = [W j

il] ∈R
(
N j−3
)×N j with the i, l entry specified as follows:

W j
il =

⎧⎪⎨
⎪⎩
w j

i+3,l (i + 3) ∈ V j
F ∧ l ∈ N j

i+3

−1 l = i + 3

0 otherwise.

(17)

Partitioning W j

W j = [B j A j
] ∈R

(
N j−3
)×N j , (18)

where matrices B j ∈ R
(
N j−3
)×3 and A j ∈ R

(
N j−3
)×(N j−3

)
are called 

Follower-Leader (or FL) communication matrix and Follower-Follower 
(or FF) communication matrix, respectively. If communication weight 
w j

i,l (∀i ∈ V j
F , ∀ j) is positive, matrix A j is Hurwitz [19].

Followers’ Communication Weights in a Continuum Deforma-
tion Coordination: Followers’ communication weights are assigned 
based on UAV positions at initial time t0. Let UAV i ∈ V j

F , initially 
positioned at r ji,0 = x j

i,0ê1 + y j
i,0ê2 + z j

i,0ê3, communicate with in-
neighbor i1, i2, and i3 (i1, i2, i3 ∈N j

i , j ∈ �CL ), initially positioned 

2 Directed graph G j = G j
(
V j ,E j

)
, is called strongly collected, if there are directed 

paths from i ∈V j to l ∈V j and l to i (∀i, l ∈V j , i �= l).
at r ji1,0 = x j
i1,0

ê1 + y j
i1,0

ê2 + z j
i1,0

ê3, r
j
i2,0

= x j
i2,0

ê1 + y j
i2,0

ê2 + z j
i2,0

ê3, 
and r ji3,0 = x j

i3,0
ê1 + y j

i3,0
ê2 + z j

i3,0
ê3. It is further assumed that in-

neighbor UAVs i1, i2, and i3 form a triangle at the initial time t0, 
therefore,

Rank
[
r ji2,0 − r ji1,0 r ji3,0 − r ji1,0

]
= 2, (19)

and r ji,0 is uniquely expressed as follows:

r ji,0 =w j
i,i2

(
r ji2,0 − r ji1,0

)
+ w j

i,i3

(
r ji3,0 − r ji1,0

)
=
(
1− w j

i,i2
− w j

i,i3

)
r ji1,0 + w j

i,i2
r ji2,0 + w j

i,i3
r ji3,0

. (20)

Defining w j
i,1 = 1 − w j

i,i2
− w j

i,i3
, communication weights w j

i,i1
, 

w j
i,i2

, and w j
i,i3

are uniquely obtained by⎡
⎢⎣ x j

i1,0
x j
i2,0

x j
i3,0

y j
i1,0

y j
i2,0

y j
i3,0

1 1 1

⎤
⎥⎦
⎡
⎢⎣
w j

i,i1

w j
i,i2

w j
i,i3

⎤
⎥⎦=
⎡
⎢⎣ x j

i,0

y j
i,0
1

⎤
⎥⎦ . (21)

If follower i ∈ V j
F is inside the communication triangle defined by 

i1, i2, i3 ∈N j
i , then communication weights are all positive [19].

Proposition 1. Define

Z j
X,L,0 =

[
x j
1,0 x j

2,0 x j
3,0

]T
, (22a)

Z j
Y ,L,0 =

[
y j
1,0 y j

2,0 y j
3,0

]T
, (22b)

Z j
X,F ,0 =

[
x j
4,0 · · · x j

M j ,0

]T
, (22c)

Z j
Y ,F ,0 =

[
y j
4,0 · · · y j

M j ,0

]T
. (22d)

If communication weights satisfy Eq. (21), then the x and y compo-
nents of cluster j’s UAVs satisfy the following relations [19]:

B jZ j
X,L,0 + A jZ j

X,F ,0 = 0, (23a)

B jZ j
Y ,L,0 + A jZ j

Y ,F ,0 = 0, (23b)

where A j and B j are determined from Eqs. (17) and (18).

Proposition 2. If followers’ communication weights are consistent with 
agents’ initial positions and satisfy Eq. (21), then the FL communica-
tion matrix B j ∈ R

(
N j−3
)×3 and the FF communication matrix A j ∈

R
(
N j−3
)×(N j−3

)
, obtained by Eqs. (17) and (18), satisfy the following 

relation [19]:

W j
L = A j−1

B j =

⎡
⎢⎢⎣

α
j
4,1 α

j
4,2 α

j
4,3

...
...

...

α
j
N j ,1

α
j
N j ,2

α
j
N j ,3

⎤
⎥⎥⎦ , (24)

where α j
i,l is uniquely assigned using Eq. (16) given initial position of 

follower i ∈ V j
F and leaders of cluster j.

UAV Global Desired Trajectories: Defining Z j
q,L,HT (t) =

[q j
1,HT (t) q j

2,HT (t) q j
3,HT (t)]T and Z j

q,F ,HT (t) = [q j
4,HT (t) · · ·

q j
N j ,HT (t)]T (q = x, y), components of the global desired trajecto-

ries are defined by

j ∈ �CL, q = x, y, ∀t, Z j
q,F ,HT (t) = W j

LZ
j
q,L,HT (t). (25)
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3. Safety requirements: obstacle collision avoidance cluster 
containment and cluster privacy

Before proceeding to specify continuum deformation safety re-
quirements, we define⎡
⎢⎢⎣
a j
1

a j
2

a j
3

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

x j
1,HT x j

2,HT x j
3,HT

y j
1,HT y j

2,HT y j
3,HT

1 1 1

⎤
⎥⎥⎦

−1⎡
⎣ x

y
1

⎤
⎦ ,

where a j
h = a j

h

(
x j
1,HT , x j

2,HT , x j
3,HT , x, y j

1,HT , y j
2,HT , y j

3,HT , y
)

(h ∈
VL ), r = xê1 + yê2 is the position of a point in the x − y plane 
and x j

l,HT and y j
l,HT are position components of leader l ∈ V j

L . The 
solution of Eq. (16) can be expressed as

a j
r =

(
x j
q,HT − x j

p,HT

)(
y − y j

p,HT

)− (y j
q,HT − y j

p,HT

)
(x − x j

p,HT )(
x j
q,HT − x j

p,HT

)(
y j
r,HT − y j

p,HT

)− (y j
r,HT − y j

p,Ht

)(
x j
r,HT − x j

p,HT

) ,
(26)

where

(p,q, r) ∈ { (1,2,3) , (2,3,1) , (3,1,2)
}
. (27)

Both cluster containment and privacy must be satisfied and ob-
stacle collision avoidance must be ensured in a safe multi-cluster 
continuum deformation. Propositions 3, 4, and 5 formulate these 
three necessary conditions. By ensuring cluster containment, fol-
lower quadopter of cluster j ∈ �CL does not leave the cluster at 
any time t . By ensuring cluster privacy, a cluster is not trespassed 
by a UAV from a different cluster. Proposition 5 provides gaurantee 
condition for obstacle collision avoidance.

Key Assumption 2. In this paper, we assume that the desired way-

point of leader i, denoted by 
(
x̄ j
i,HT , ȳ j

i,HT

)
, is positioned on the 

motion space grid nodes. Mathematically speaking,

j ∈ �CL, i ∈ V j
L ,

(
x̄ j
i,HT , ȳ j

i,HT

)
∈ M̄O.

Proposition 3 (Containment condition). Followers are all inside the 
leading triangle j ∈ �CL at any time t, if

∀i ∈ V j
F ,

(
a j
1 ≥ 0
)

∧
(
a j
2 ≥ 0
)

∧
(
a j
3 ≥ 0
)

, (28)

where a j
r = a j

r

(
x j
1,HT , x j

2,HT , x j
3,HT , x j

i,HT , y j
1,HT , y j

2,HT , y j
3,HT , y j

i,HT

)
(r = 1, 2, 3, ∀i ∈ VF ).

Proof. a j
r = constant (r = 1, 2, 3) is an equation of the line parallel 

to the line segments connecting leaders p and q (p �= q, q �= r, r �=
p, p, q, r ∈ {1, 2, 3}). If follower i ∈ V j

F is located along the line 
segment connecting leaders p and q, the denominator of Eq. (16)
vanishes and a j

i,r = 0. Considering the signs of parameters a j
1, a

j
2, 

and a j
3 ( j ∈ �CL, i ∈ V j

F ), the horizontal plane is divided into the 
following 10 zones:

Zone 1 : a j
i,1 > 0, a j

i,2 > 0, a j
i,3 > 0.

Zone 2 : a j
i,1 > 0, a j

i,2 > 0, a j
i,3 < 0.

Zone 3 : a j
i,1 > 0, a j

i,2 < 0, a j
i,3 > 0.

Zone 4 : a j
i,1 < 0, a j

i,2 > 0, a j
i,3 > 0.

Zone 5 : a j
< 0, a j

< 0, a j
> 0.
i,1 i,2 i,3
Fig. 2. x − y plane partitioning into 10 zones based on the signs of parameters 
a j
1

(
xi,HT , yi,HT

)
, a j

2

(
xi,HT , yi,HT

)
, and α j

i,3

(
xi,HT , yi,HT

)
( j ∈ �CL , i ∈ V j

F ).

Zone 6 : a j
i,1 > 0, a j

i,2 < 0, a j
i,3 < 0.

Zone 7 : a j
i,1 < 0, a j

i,2 > 0, a j
i,3 < 0.

Zone 8 : ai,i1 = 0.

Zone 9 : a j
i,2 = 0.

Zone 10 : a j
i,3 = 0.

As shown in Fig. 2 α
j
1,2, α

j
2,3, and α j

3,1 are all positive, only if fol-
lower i ∈ V j

F is inside leading triangle j ∈ �CL , �
Proposition 4 (Privacy condition). It is ensured that cluster j1 ∈ �CL is 
not trespassed by a UAV i2 ∈ V j2 at any time t, if

∀ j1, j2 ∈ �CL, j1 �= j2, ∀i2 ∈ V j2(
a j1
1

(
x̄ j1
1,HT , x̄ j1

2,HT , x̄ j1
3,HT , x̄ j2

i2,HT , ȳ j1
1,HT , ȳ j1

2,HT , ȳ j1
3,HT , ȳ j2

i2,HT

)
< 0
)
∨(

a j1
2

(
x̄ j1
1,HT , x̄ j1

2,HT , x̄ j1
3,HT , x̄ j2

i2,HT , ȳ j1
1,HT , ȳ j1

2,HT , ȳ j1
3,HT , ȳ j2

i2,HT

)
< 0
)
∨(

a j1
3

(
x̄ j1
1,HT , x̄ j1

2,HT , x̄ j1
3,HT , x̄ j2

i2,HT , ȳ j1
1,HT , ȳ j1

2,HT , ȳ j1
3,HT , ȳ j2

i2,HT

)
< 0
)
.

(29)

Proof. If UAV i2 ∈ V j2 is outside cluster j1, then, a
j1
1

(
x̄ j1
1,HT , ̄x j1

2,HT ,

x̄ j1
3,HT , ̄x j2

i2,HT , ȳ j1
1,HT , ȳ j1

2,HT , ȳ j1
3,HT , ȳ j2

i2,HT

)
, a j1

2

(
x̄ j1
1,HT , ̄x j1

2,HT , ̄x j1
3,HT ,

x̄ j2
i2,HT , ȳ j1

1,HT , ȳ j1
2,HT , ȳ j1

3,HT , ȳ j2
i2,HT

)
, and a j1

3

(
x̄ j1
1,HT , ̄x j1

2,HT , ̄x j1
3,HT ,

x̄ j2
i2,HT , ȳ j1

1,HT , ȳ j1
2,HT , ȳ j1

3,HT , ȳ j2
i2,HT

)
( j ∈ �CL, i ∈ V j

F ) cannot be all 
non-negative (See Fig. 2). Therefore, privacy of cluster j1 is assured 
if condition (29) is satisfied for all UAVs in cluster j2. �
Proposition 5 (Obstacle collision avoidance). Cluster j ∈ �CL is assured 
to not collide with obstacle O i = O i

(
oi
1, · · · ,oi

pi

)
, i.e., cluster j does not 

enter No-Flight Zone O i , if

i = 1, · · · ,no, O i ∈ �NFZ, ∀ j ∈ �CL, k = 1, · · · , pi

a j
1

(
x̄ j
1,HT , x̄ j

2,HT , x̄ j
3,HT ,oik,x, ȳ

j
1,HT , ȳ j

2,HT , ȳ j
3,HT ,oik,y

)
∨

a j
2

(
x̄ j
1,HT , x̄ j

2,HT , x̄ j
3,HT ,oik,x, ȳ

j
1,HT , ȳ j

2,HT , ȳ j
3,HT ,oik,y

)
∨

a j
3

(
x̄ j
1,HT , x̄ j

2,HT , x̄ j
3,HT ,oik,x, ȳ

j
1,HT , ȳ j

2,HT , ȳ j
3,HT ,oik,y

)
.

(30)

Proof. Because obstacles (No-Flight Zones) are convex regions in 
the shared airspace, the position of any interior point of O j2 can 
be expressed as a convex combination of vertices o j2 , · · · , o j2

p . 
1 j2
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Therefore, obstacle O j2 can be represented by its vertices and clus-
ter j1 ∈ �CL does not collide with obstacle O j2 if condition (30) is 
satisfied. �
4. Problem statement and formulation

Consider a collection of m UAV clusters in a shared motion 
space. Each cluster forms a triangular domain and consists of a 
large number of small UAVs. Three leaders, located at the vertices 
of a triangular cluster, guide the collective motion. It is assumed 
that initial and target configurations of each triangular cluster are 
known. Given initial and target configurations, the objective is to 
minimize travel distance (path length) of every UAV from its initial 
destination to its target location ensuring inter-agent and obstacle 
collision avoidance, i.e., “No-Flight Zone” avoidance.

This problem is mathematically defined as follows:

min
∑
j∈�CL

∑
i∈V j

S j
i, f∫

0

dS, (31)

subject to containment, privacy, and obstacle avoidance guarantee 
conditions (28), (29), and (30) as well as the following constraints:

∀ j1, j2 ∈ �CL, ∀i ∈ V j1 ,∀l ∈ V j2 , i �= l,

‖r j1i − r j2l ‖ > 2ε,
(32a)

j ∈ �CL, i ∈ V j, r ji (0) = r ji,0, (32b)

j ∈ �CL, i ∈ V j, r ji

(
S j
i, f

)
= r ji,F , (32c)

j ∈ �CL, Rank
([

r j2,HT − r j1,HT r j3,HT − r j1,HT

])
= 2,

(32d)

where ε > 0 is the radius of a ball enclosing each UAV, and S j
i, f is 

length of the path connecting initial position r ji,0 to target position 
r ji,F .

Constraint equation (32a) ensures that no two separate UAVs 
collide. Constraint equation (32c) ensures that UAV i ∈ V j ulti-
mately reaches the target destination given the initial position 
assigned in constraint equation (32b). Constraint equation (32d)
guarantees leaders form a triangle at any time t . Eq. (32d) must 
be satisfied to ensure that the Jacobian matrix Q j is nonsingular at 
any time t , i.e., if rank condition (32d) is not satisfied, the leading 
triangle j is either mapped to a line or a single point.

The above optimization problem is highly nonlinear and com-
putationally expensive. To deal with complexity, we assume that 
each UAV i ∈ V j moves on a straight path over t ∈ [tk−1, tk]
(k = 1, 2, · · · ). Therefore, path planning can be treated as way-
point planning where leaders’ paths can be simply planned by 
connecting consecutive optimal waypoints. The paper applies a 
well-established A* method to find optimal leader waypoints and 
optimize continuum deformation of UAV clusters in a shared mo-
tion space such that geometric motion constraints are all satisfied. 
While A* has substantially overhead, its application to only leaders 
can provide manage complexity sufficiently given a limited num-
ber of interacting clusters. Once waypoints are defined, each UAV 
desired speed profile is then planned along the optimal waypoint 
sequence as described in Section 5.3.

5. Multi-cluster continuum deformation planning

In this paper we assume that the x − y plane is uniformly dis-
cretized. Let
Fig. 3. Straight path of leader l ∈ V j
L between current waypoint P j

l,c and P j
l,n .

j ∈ �CL, l = 1,2,3, P j
l,c =p j

x,l,c ê1 + p j
y,l,c ê2 ∈ M̄O

define the current desired waypoint of leader l ∈ V j . The next way-
point of each leader l is denoted by

j ∈ �CL, l = 1,2,3, P j
l,n =p j

x,l,nê1 + p j
y,l,nê2 ∈ M̄O,

where

q = x, y, p j
q,l,n = p j

q,l,c + hq�q (33a)

q = x, y, hq ∈ {−1,0,1}. (33b)

Note that �q > 0 (q = x, y) is constant. Let T̄ j
c = (P j

1,c, P
j
2,c, P

j
3,c)

denote the desired configuration of leading triangle j ∈ �CL

( j ∈ {1, · · · , m
}
) in the x − y plane at the current time. The 

next desired configuration of leading triangle j is denoted by 
T̄ j
n = (P j

1,n, P
j
2,n, P

j
3,n). In addition, T̄ j

g = (P j
1,g, P

j
2,g, P

j
3,g) and T̄ j

0 =
(P j

1,0, P
j
2,0, P

j
3,0) are the goal and initial configurations of leading 

triangle j ∈ �CL , where

l = 1,2,3, P j
l,g =p j

x,l,g ê1 + p j
y,l,g ê2 ∈ M̄O

l = 1,2,3, P j
l,0 =p j

x,l,0ê1 + p j
y,l,0ê2 ∈ M̄O

.

We assume leader l ∈ V j
L moves along the line segment con-

necting P j
l,c and P j

l,n (see Fig. 3). The desired path of leader l ∈ V j
L

is defined by

l ∈ V j
L , r jl,HT = (1− β)P j

l,c + βP j
l,n + zHT ê3, (34)

where multi-UAV system (MUS) elevation zHT is constant, l ∈
V j
L , j ∈ �CL , and β ∈ [0, 1].

5.1. Collision avoidance

It is computationally expensive to directly check for inter-agent 
collision avoidance with constraint Eq. (32a) for every UAV pair in 
the shared motion space. Because each cluster evolution is treated 
as continuum deformation, inter-agent collision avoidance can be 
assured with reduced computation cost. For this purpose, we first 
specify inter-agent collision avoidance and containment guaran-
tee conditions in Theorem 1. Assuming containment guarantee 
and collision avoidance at every cluster, Theorem 2 provides suf-
ficient conditions for inter-agent collision avoidance between any 
two agents in the shared motion space.

Theorem 1. Let d j
s be the minimum separation distance between two 

UAVs in cluster j ∈ �CL at initial time t0 , d
j
b be the minimum distance of 

a UAV from the edges of the leading triangle j ∈ {1, · · · , m
}
at time t0

(see Fig. 4), and each UAV be enclosed by a ball with radius ε . Define

δ
j
max = min

{
1

2

(
d j
s − 2ε

)
,
(
d j
b − ε
)}

. (35)

Let r ji,HT be the global desired position of a UAV i ∈ V j , given by a contin-
uum deformation (see Eq. (10)), r j be the actual position of UAV i ∈ V j , 
i
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Fig. 4. Schematic of initial leading triangle configuration j ∈ �CL showing two UAVs 
having minimum separation distance d j

s and a UAV with minimum distance d j
b .

and δ j be an upper limit for deviation of a cluster j UAV from continuum 
deformation desired position:

∀t ∈ [tk, tk+1], ∀i ∈ V j, ‖r ji (t) − r ji,HT (t)‖ ≤ δ j. (36)

Define

λ
j
CD,min = δ j + ε

δ
j
max + ε

. (37)

If

∀t ∈ [tk, tk+1], C j
Col,k = λ

j
CD,min − λ

j
1

(
U j
CD(t)
)

≤ 0, (38)

then,

1. Inter-agent collision avoidance in cluster j (constraint Eq. (32d)) is 
guaranteed and

2. All followers remain inside leading triangle j at all times t, i.e., con-
tainment condition (28) is satisfied.

Proof. See the proof in [19,20]. �
Theorem 2. Assume C j1

col,k and C j2
col,k ( j1, j2 ∈ �CL, j1 �= j2) are both 

satisfied at any time t ∈ [tk, tk+1] and⋂
β∈[0,1]

l1∈V j1
L ,l2∈V j2

L , j1 �= j2

‖r j1l1,HT − r j2l2,HT ‖ ≥
(
δ j1 + δ j2 + 2ε

)
.

(39)

Furthermore, assume privacy condition (29) is satisfied at all times t. 
Then, no two UAVs in clusters j1 and j2 collide.

Proof. If C j1
col,k ≤ 0 and C j2

col,k ≤ 0, then,

∀l1 ∈ V j1 , ‖r j1l1 − r j1l1,HT ‖ ≤ δ j1 , (40a)

∀l2 ∈ V j2 , ‖r j2l2 − r j2l2,HT ‖ ≤ δ j2 , (40b)

and the following statements are true:

1. Inter-agent collision avoidance is guaranteed in cluster ju (u =
1, 2).

2. No follower UAV leaves leading triangle ju (u = 1, 2).

Furthermore, cluster j1 ∈ �CL is not trespassed by a UAV from 
cluster j2, if privacy condition (29) is satisfied. UAV l1 ∈ V j1 never 
collides with UAV l2 ∈ V j2 if leaders of clusters j1 and j2 do not 
collide. By considering Eq. (40),∥∥∥r− r j1l1,HT

∥∥∥≤δ j1 + ε,∥∥∥r− r j2l2,HT

∥∥∥≤δ j2 + ε

are the safe zones of leaders l1 ∈ V j1
L and l2 ∈ V j2

L and must not be 
trespassed by any UAV. Collision avoidance between leaders l1 ∈
V j1 and l2 ∈ V j2 is guaranteed if inequality (39) is satisfied. �
L L
Definition 1 (Valid deformation). Define current configurations T̄ j1
c =

(P j1
1,c, P

j2
2,c, P

j2
3,c) and T̄ j2

c = (P j2
1,c, P

j2
2,c, P

j2
3,c) and next configurations 

T̄ j1
n = (P j1

1,n, P
j2
2,n, P

j2
3,n) and T̄ j2

n = (P j2
1,n, P

j2
2,n, P

j2
3,n). Assume leader 

lu ∈ V ju (u = 1) moves along a straight path connecting P ju
lu ,c and 

P ju
lu ,n as defined by Eq. (34):

u = 1,2, lu ∈ V ju
L , r julu,HT = (1− β)P ju

lu,c + βP ju
lu,n + zHT ê3.

Evolution of leading triangle ju is called a valid deformation if

1. P ju
l,n is defined by Eq. (33) and

2. Containment and collision avoidance condition (38), privacy 
condition (29), obstacle avoidance condition (30) and inequal-
ity constraint (39) are satisfied at any β ∈ [0, 1].

5.2. Cluster deformation optimization

We apply A* search to optimally plan the multi-cluster contin-
uum deformation leader waypoints given clusters’ initial and target 
configurations. To set up the path-planning problem, we define the 
following symbols:

s0 = (T̄10, · · · , T̄m0
) :=Initial node

sg = (T̄1g, · · · , T̄mg
) :=Goal node

sc = (T̄1c , · · · , T̄mc
) :=Current node

sn = (T̄1n, · · · , T̄mn
) :=Next node

Note that sn is a valid continuum deformation. Superscripts 1, · · · , m
denote cluster index numbers. Cluster leaders’ optimal paths are 
assigned by minimizing deformation cost

f (sn) = g (sn) + h (sn) , (41)

where h (sn) is the admissible heuristic cost assigned as follows:

h (sn) =
√√√√√∑

∀ j

∑
l∈V j

L

∥∥∥∥P j
l,n − P j

l,g

∥∥∥∥
2

, (42)

Note that h(sn) is the sum of leaders’ straight line distances from 
their target destinations. Furthermore, g (sn) is the minimum esti-
mated cost from s0 to sn

g (sn) = min
{
g (sc) + Cc,n

}
, (43)

where

Cc,n =
√√√√√∑

∀ j

∑
l∈V j

L

∥∥∥∥P j
l,n − P j

l,c

∥∥∥∥
2

. (44)

5.3. Leader trajectory planning

Leaders’ paths are all piecewise linear. To ensure that leaders’ 
trajectories are C2 continuous, β in Eq. (34) is given by a fifth 
order polynomial:

t ∈ [tk−1, tk], β (t) =
5∑

i=0

= ai,kt
5−i, (45)

subject to
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β
(
tk−1
)=0,

β
(
tk−1
)=1,

β̇
(
tk−1
)= β̇ (tk) = 0,

β̈
(
tk−1
)= β̈ (tk) = 0

(46)

Assuming �t = tk − tk−1 (∀k), a0,k through a5,k are determined by 
solving the following linear equality constraints:⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 1
�t5 �t4 �t3 �t2 �t 1
0 0 0 0 1 0

5�t4 4�t3 3�t2 2�t 1 0
0 0 0 2 0 0

20�t3 12�t2 6�t 2 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

a0,k
a1,k
a2,k
a3,k
a4,k
a5,k

⎤
⎥⎥⎥⎥⎥⎦=

⎡
⎢⎢⎢⎢⎢⎣

0
1
0
0
0
0

⎤
⎥⎥⎥⎥⎥⎦ . (47)

5.4. Follower coordination planning

Leaders’ global and local desired positions are the same and 
defined by Eq. (34) given current and new waypoints assigned by 
A*. Knowing leaders’ desired trajectories, UAV desired trajectories 
are assigned using Eq. (4).

6. Quadcopter dynamics and control

Dynamics: Define UAV i ∈ V j centroid position r ji = [x j
i y j

i z j
i ]T , 

Euler angles φ j
i , θ

j
i , and ψ j

i , mass mj
i , and thrust force F j

T ,i . The 
dynamics of UAV i ∈ V j

F is given by

ṙ ji =v j
i

v̇ j
i = [0 0 −g

]T + F̄ j
T ,ik̂

j
b,i .[ ¨̄F j

T ,i φ̈
j
i θ̈

j
i ψ̈

j
i

]T =
[
u j
T ,i u j

φ,i u j
θ,i u j

ψ,i

]T (48)

Note that gravity g = 9.81m
s2

and F̄ j
T ,i = F j

T ,i

m j
i

is thrust force per 

mass mj
i , and k̂ j

b,i is the thrust direction unit vector F̄ j
T ,i . Dynamics 

(48) can be rewritten in the following form:⎧⎨
⎩
Ẋ j

i = F j
i

(
X j

i

)
+ GV j

i

r ji = h j
i

(
X j

i

)
= [x j

i y j
i z j

i ]T
, (49)

where

X j
i = [x j

i y j
i z j

i v j
x,i v

j
y,i v

j
z,i F̄

j
T ,i φ

j
i θ

j
i ψ

j
i

˙̄F j
T ,i φ̇

j
i θ̇

j
i ψ̇

j
i ]T

is the control state, r ji is the control output, V j
i = [u j

T ,i u
j
φ,i u

j
θ,i] is 

the control input vector.

F j
i =[v j

x,i v
j
y,i v

j
z,i f j

4,i f j
5,i f j

6,i
˙̄F j
T ,i φ̇

j
i θ̇

j
i ψ̇

j
i 0 0 0 f j

14,i]T⎡
⎢⎣

f j
4,i

f j
5,i

f j
6,i

⎤
⎥⎦=
⎡
⎣ 0

0
−g

⎤
⎦+ F̄ j

T ,i

⎡
⎢⎢⎣
C

φ
j
i
S

θ
j
i
C

ψ
j
i
+ S

φ
j
i
S

ψ
j
i

C
φ

j
i
S

θ
j
i
S

ψ
j
i
− S

φ
j
i
C

ψ
j
i

C
φ

j
i
C

θ
j
i

⎤
⎥⎥⎦ ,

(50a)

G =
⎡
⎣09×3

I3
02×3

⎤
⎦ . (50b)

Internal Dynamics (Yaw Control): This paper chooses ψ̈ j
i = u j

ψ,i =
f j as follows:
14,i
Fig. 5. UAV controller block diagram.

u j
ψ,i = f j

14,i = ψ̈
j
d,i + k

ψ̇
j
i

(
ψ̇

j
d,i − ψ̈

j
i

)
+ k

ψ
j
i

(
ψ̇

j
d,i − ψ̈

j
i

)
,

where k
ψ

j
i
and k

ψ̇
j
i
are positive constants and ψ j

d,i , ψ̇
j
d,i , and ψ̈ j

d,i

are known. Therefore, ψ j
i is updated by the following stable second 

order dynamics (Fig. 5):(
ψ̈

j
i − ψ̈

j
d,i

)
+ k

ψ̇
j
i

(
ψ̇

j
i − ψ̇

j
d,i

)
+ k

ψ
j
i

(
ψ

j
i − ψ

j
d,i

)
= 0. (51)

Control: Defining the state transition X j
i →
(
r ji , ṙ

j
i , r̈

j
i ,
...
r j
i ,ψ

j
i , ψ̇

j
i

)
, 

UAV dynamics (49) is feedback linearizable and can be expressed 
as follows:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

d4r ji
dt4

= U j
i

d2ψ j
i

dt2
= ψ̈

j
d,i + k

ψ̇
j
i

(
ψ̇

j
d,i − ψ̈

j
i

)
+ k

ψ
j
i

(
ψ̇

j
d,i − ψ̈

j
i

)
.

(52)

With feedback linearization, the UAV internal dynamics, assigned 
by the second row of Eq. (52), is asymptotically stable. There-
fore, UAV dynamics (52) is stable, if r ji asymptotically tracks r jd,i =
[x j

d,i y j
d,i z j

d,i]. Note that x j
d,i , y

j
d,i , and z j

d,i are the components of 
the local desired position of UAV i ∈ V j defined by Eq. (4). The first 
equation of (52) can be expressed as follows:

d4r ji
dt4

= M j
Tφθ,iV

j
i +N j

Tφθ,i, (53)

where

M j
Tφθ,i =

[
�

j
1,i �

j
2,i �

j
3,i

]
, (54a)

N j
Tφθ,i = �̇

j
0,i + �̇

j
1,i

˙̄F j
T ,i + �̇

j
2,iφ̇

j
i + �̇

j
3,i θ̇

j
T ,i, (54b)

�
j
0,i = ψ̇

j
i

⎡
⎢⎢⎣

−C j
φi
S j

θi
S j

ψi
+ S j

φi
C j

ψi

C j
φi
S j

θi
C j

ψi
+ S j

φi
S j

ψi

0

⎤
⎥⎥⎦ , (54c)

�
j
1,i =

⎡
⎢⎢⎣
C j

φi
S j

θi
C j

ψi
+ S j

φi
S j

ψi

C j
φi
S j

θi
S j

ψi
− S j

φi
C j

ψi

C j
φi
C j

θi

⎤
⎥⎥⎦ , (54d)

�
j
2,i =

⎡
⎢⎢⎣

−S j
φi
S j

θi
C j

ψi
+ C j

φi
S j

ψi

−S j
φi
S j

θi
S j

ψi
− C j

φi
C j

ψi

−S j
φi
C j

θi

⎤
⎥⎥⎦ , (54e)

�
j
3,i =

⎡
⎢⎢⎣
C j

φi
C j

θi
C j

ψi

C j
φi
C j

θi
S j

ψi

−S j C j

⎤
⎥⎥⎦ . (54f)
θi φi
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Equating right-hand sides of Eq. (53) and the first row of Eq. (52), 
U j
i and V j

i are related by

V j
i = M j

Tφθ,i

−1 (
U j
i −N j

Tφθ,i

)
. (55)

Let U j
i be chosen as follows:

U j
i = P j

d,i

μi − P j
i , (56)

where

P j
i =

4∑
l=1

γ
j
l

d4− jr ji
dt

, (57a)

P j
d,i

μi =
μi∑
l=0

γ
j
4−l

dlr jd,i
dt

, (57b)

∀ j ∈ �CL, μi =
{
4 i ∈ V j

L

3 i ∈ V j
F

, (57c)

where γ j
1 , γ j

2 , γ j
3 , γ j

4 > 0 are appropriately chosen such that the 
MUS collective dynamics is stable. Stability of MUS collective dy-
namics is discussed in Theorem 3.

Define

q = x, y, z, Z j
q =[q j

1 · · · q j
N j

]T ,

q = x, y, z, Zq,L =[q j
1 q j

2 q j
3]T ,

q = x, y, z, Zq,F =[q j
4 · · · q j

N j
]T ,

q = x, y, z, Z j
MUS,q =

[
Z jT

q Ż jT
q Z̈ jT

q
...
Z jT

q

]T
,

q = x, y, z, U j
MUS,q =d4Z j

q,L,HT

dt4
.

(58)

If position of follower i ∈ V j is updated according to Eq. (56), then, 
collective dynamics of cluster j is expressed by

d4Z j
q,L

dt4
= d4Z j

q,L,HT

dt4
+

4∑
l=1

γ
j
l

d4−l
(
Z j

q,L,HT −Z j
q,L

)
dt4−l

, (59a)

d4Z j
q,F

dt4
=

4∑
l=1

γ
j
l A

j
d4−lZ j

q,F

dt4−l
+

4∑
l=1

γ
j
l B

j
d4−lZ j

L,q

dt4− j
. (60)

Collective dynamics (59) can be rewritten in the following state-
space form:

q = x, y, z, Ż j
MUS,q = A j

SYSZ
j
MUS,q + B j

SYSU
j
MUS,q, (61)

where

A j
SYS =

⎡
⎢⎢⎣

0N j IN j 0N j 0N j

0N j 0N j IN j 0N j

0N j 0N j 0N j IN j

γ
j
4A

j
MUS γ

j
3A

j
MUS γ

j
2A

j
MUS γ

j
1A

j
MUS

⎤
⎥⎥⎦ (62a)

A j
MUS =

[−I3 03×(N j−3
)

B j A j

]
, (62b)

A j
SYS = [03×3N j I3 03×(N j−3)

]T
. (62c)

Note that 0N j ∈ RN j×N j and 03×(N j−3
) ∈ R3×(N j−3

)
are zero-entry 

matrices and I3 and IN j are identity matrices.
Theorem 3. Define E j
q,L = Z j

q,L − Z j
q,L,HT and E j

q,F = Z j
q,F − Z j

q,F ,HT
as the error signals specifying deviation of cluster j leader and follower 
UAVs from global desired positions given by (10). If the position of UAV 
i ∈ V j is updated according to dynamics in (52) and (56), then the fol-
lowing statements hold:

• The error signals E j
q,L and E j

q,F ( j ∈ �CL, q = x, y, z) are updated 
by the following fourth order dynamics:

d4E j
q,L

dt4
=

4∑
l=1

γ
j
l

d4−l
(
E j
q,L

)
dt4−l

, (63a)

d4E j
q,F

dt4
=

4∑
l=1

γ
j
l

⎛
⎝A j

d4− jE j
q,F

dt4− j
+ B j

d4−lE j
q,L

dt4−l

⎞
⎠−W j

L

d4Z j
q,L,HT

dt4
.

(63b)

• Error dynamics (63a) and (63b) are asymptotically stable, if 
∣∣s4IN j−3

−∑3
l=0 s

lγ
j
4−lA

j
∣∣= 0, roots are all located in the left-hand side of 

the s-plane.

Proof. By subtracting 
d4Z j

L,q,HT

dt4
from both sides of Eq. (59a), Eq. 

(59a) can be rewritten as Eq. (63a) and (60) becomes

d4Zq,F

dt4
=

4∑
l=1

γ
j
l

⎛
⎝A j

d4−lZ j
q,F

dt4−l
+ B j

d4−lZ j
q,L,HT

dt4−l
+ B j

d4−lE j
q,L

dt4−l

⎞
⎠.

(64)

Substituting B = −AWL , Eq. (64) can be rewritten as follows:

d4Z j
q,F

dt4
=

4∑
l=1

γ
j
l A

j d
4−lEq,F
dt4−l

+
4∑

l=1

γ
j
l B

j d
4− jEL,q

dt4− j
. (65)

By subtracting d4Zq,F ,HT

dt4
= WL

d4Zq,L,HT

dt4
from both sides of Eq. (65), 

EF ,q is updated by Eq. (63b). Note that the error dynamics (63b) is 
asymptotically stable if the roots of the error characteristic equa-
tion,

j ∈ �CL,
∣∣s4 IN j−3 −

3∑
l=0

slγ j
4−lA

j
∣∣= 0,

are all located in the left-half s-plane. �
7. Simulation results

Consider an MUS consisting of two clusters (�CL = {1, 2}, m =
2 with initial configurations shown in Fig. 6. Each cluster consists 
of 18 UAVs (N1 = N2 = 18). Leader UAVs are identified by local 
index numbers 1, 2, and 3, and follower UAVs are locally indexed 
by 4, · · · , 18. As shown in Fig. 7, leaders of clusters 1 and 2 are 
initially placed at r11,0 = 10ê1 + 10ê2 + 10ê3, r12,0 = 40ê1 + 30ê2 +
10ê3, r13,0 = 10ê1 + 50ê2 + 10ê3, r21,0 = 100ê1 + 10ê2 + 10ê3, r22,0 =
100ê1 + 40ê2 + 10ê3, and r23,0 = 70ê1 + 30ê2 + 10ê3.

Followers’ Evolution: Communication graphs shown in Fig. 6
define inter-agent communication among UAVs in clusters 1 and 2. 
Given initial positions (shown in Fig. 6), communication weights 
are computed using Eq. (21). For instance, UAV 17 communicates 
with in-neighbor UAVs 11, 13, and 16 in cluster 1, where r1 =
17,0
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Fig. 6. Initial configurations of clusters 1 and 2. This figure also shows graphs defin-
ing inter-agent communication for clusters 1 and 2.

18.9548ê1 + 37.6103ê2, r117,0 = 17.6720ê1 + 40.7236ê2, r117,0 =
14.8149ê1 + 25.1496ê2, and r117,0 = 26.2303ê1 + 32.7599ê2. There-
fore, communication weights w1

17,11, w
1
17,13, and w1

17,16 are ob-
tained as follows:⎡
⎣17.6720 14.8149 26.2303
40.7236 25.1496 32.7599

1 1 1

⎤
⎦

−1⎡
⎣18.954814.8149

1

⎤
⎦=
⎡
⎣ 0.55
0.225
0.225

⎤
⎦

Follower communication weights calculated by Eq. (21) are as fol-
lows:

j ∈ �CL, w j
4,1 =w j

5,2 = w j
6,3 = w j

7,4 = w j
8,4 = w j

9,5 = w j
10,5

=w j
11,6 = w j

13,7 = w j
14,8 = w j

15,9 = w16,10

=w j = w j = 0.55.
17,11 18,12
The remaining communication weights are all 0.225. UAVs all 
choose γ

j
1 = 30.9375, γ

j
2 = 52.8438, γ

j
3 = 33.6875, and γ

j
4 =

9.5000 ( j ∈ �CL = {1, 2}).
Inter-agent Collision Avoidance Verification: We choose λ j

CD,min

= 0.5 ( j ∈ �CL = {1, 2}). In cluster 1 ∈ �CL , UAVs 9 ∈ V1
F and 

15 ∈ V1
F have the minimum separation distance d1s = 2.989m at 

the initial time. Furthermore, UAV 6 ∈ V1
F is at the closest dis-

tance from the boundary of the leading triangle 1 ∈ �CL . In cluster 
2 ∈ �CL , UAVs 10 ∈ V2

F and 16 ∈ V2
F have minimum separation dis-

tance d2s = 2.4789m at the initial time. Moreover, UAV 6 ∈ V2
F is 

at the closest distance d2b = 2.0206m from sides 1 − 3 of leading 
triangle 2 ∈ �CL . We assume each UAV can be enclosed by a ball 
with radius ε = 0.5m. Using Eq. (35),

δ1max =min

{
1

2

(
d1s − 2ε

)
,
(
d1b − ε

)}= 0.9944m

δ2max =min

{
1

2

(
d2s − 2ε

)
,
(
d2b − ε

)}
= 0.7395m

.

Therefore, δ1 = 0.2472m and δ2 = 0.1198m assign upper limits for 
UAV deviations in clusters 1 and 2, respectively, such that ‖ri (t) −
ri,HT (t)‖ ≤ δ

j
i , j ∈ �CL = {1, 2}, i ∈ V j = {1, · · · , 18}.

7.1. Case-study 1: limited airspace without no-flying zone

It is aimed that cluster leaders ultimately reach r11,F = 100ê1 +
40ê2 + 10ê3, r12,F = 100ê1 + 70ê2 + 10ê3, r13,F = 70ê1 + 60ê2 +
10ê3, r21,F = 40ê1 + 10ê2 + 10ê3, r22,F = 40ê1 + 40ê2 + 10ê3, and 
r23,F = 10ê1 + 30ê2 + 10ê3. The path of leader i ∈ V j

L ( j ∈ �CL =
{1, 2}) must satisfy motion constraints, defined in Eq. (32), to 
ensure collective motion safety. Optimal leaders’ waypoints are 
obtained using A* and listed in Table 1. Leaders’ straight paths 
Fig. 7. Initial and target configurations of UAV clusters 1 and 2 in Case Study 1. (a-c) Optimal path for leaders guiding cluster 1. (d) Optimal path for leaders guiding cluster 2.
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Fig. 8. Case-study 1: (a) x components of UAVs in cluster 1 versus time. (b) y components of UAVs in cluster 1 versus time. (c) x components of UAVs in cluster 2 versus 
time. (d) y components of UAVs in cluster 2 versus time.
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Table 1
Optimal waypoints assigned by A* in case study 1.

Time P1
1,c(m) P1

2,c(m) P1
3,c(m) P2

1,c(m) P2
2,c(m) P2

3,c(m)

t0 = 0s (10,10) (40,30) (10,50) (100,10) (100,40) (70,30)
t1 = 20s (20,10) (50,30) (20,50) (90,10) (90,40) (60,30)
t2 = 40s (30,10) (50,30) (2050) (90,10) (90,40) (60,30)
t3 = 60s (40,10) (50,30) (20,50) (90,10) (90,40) (60,30)
t4 = 80s (50,10) (50,40) (20,50) (9010) (90,40) (60,30)
t5 = 100s (50,20) (50,50) (20,50) (90,10) (90,40) (60,30)
t6 = 120s (50,30) (50,50) (20,50) (90,10) (90,40) (60,30)
t7 = 140s (50,40) (50,60) (30,50) (90,10) (90,40) (60,30)
t8 = 160s (60,40) (60,60) (40,50) (80,10) (80,40) (50,30)
t9 = 180s (60,50) (60,70) (40,60) (70,10) (70,40) (40,30)
t10 = 200s (70,50) (70,70) (50,60) (60,10) (60,40) (30,30)
t11 = 220s (80,50) (80,70) (60,60) (50,10) (50,40) (20,30)
t12 = 240s (90,50) (90,70) (60,60) (50,10) (50,40) (20,30)
t13 = 260s (90,40) (90,70) (60,60) (50,10) (50,40) (20,30)
t14 = 280s (100,40) (100,70) (70,60) (40,10) (40,40) (10,30)

Fig. 9. Case-study 1: (a) Deviation of cluster 1 UAVs from global desired coordination. (b) Deviation of cluster 2 UAVs from global desired coordination.

Table 2
Optimal waypoints assigned by A* in case study 2.

Time P1
1,c(m) P1

2,c(m) P1
3,c(m) P2

1,c(m) P2
2,c(m) P2

3,c(m)

t0 = 0s (10,10) (40,30) (10,50) (100,10) (100,40) (70,30)
t1 = 20s (20,10) (40,30) (10,50) (100,10) (100,40) (70,30)
t2 = 40s (30,10) (40,40) (10,50) (100,10) (100,40) (70,30)
t3 = 60s (40,10) (40,50) (10,50) (100,10) (100,40) (70,30)
t4 = 80s (40,20) (50,50) (20,50) (100,10) (100,40) (70,30)
t5 = 100s (50,20) (50,60) (30,50) (100,10) (100,40) (70,30)
t6 = 120s (50,30) (60,60) (30,60) (90,10) (90,40) (60,30)
t7 = 140s (50,40) (70,60) (40,60) (90,10) (90,40) (60,30)
t8 = 160s (60,40) (70,70) (40,70) (80,10) (80,40) (50,30)
t9 = 180s (70,40) (80,70) (50,70) (80,10) (80,40) (50,30)
t10 = 200s (70,50) (90,70) (60,70) (70,10) (70,40) (40,30)
t11 = 220s (70,60) (90,80) (60,80) (60,10) (60,40) (30,30)
t12 = 240s (70,70) (90,90) (60,90) (50,10) (50,40) (20,30)
t13 = 260s (80,70) (90,90) (60,90) (50,10) (50,40) (20,30)
t14 = 280s (90,70) (90,100) (60,90) (50,10) (50,40) (20,30)
t15 = 300s (100,70) (100,100) (70,90) (40,10) (40,40) (10,30)
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Fig. 10. (a-c) Optimal path for leaders guiding cluster 1 in Case Study 2. (d) Optimal path for leaders guiding cluster 2 in Case Study 2. (e-h) Cluster formations at t = 60s, 
t = 120s, t = 180s, and t = 240s.

Fig. 11. Case-study 2: (a) Cluster 1 continuum deformation: Eigenvalues of matrix U1
CD , denoted by λ1

1 and λ1
2, versus time. (b) Cluster 2 continuum deformation: Eigenvalues 

of matrix U2
CD , denoted by λ2

1 and λ2
2, versus time.
connecting two consecutive waypoints are shown in Fig. 7. We 
choose �t = tk+1 − tk = 20s (k = 0, 1, · · · , 13) such that P j

l,n (tk) =
P j
l,c

(
tk+1
)
, i ∈ V j

L , j ∈ �CL = {1, 2}. The global desired trajectory 
of leader l ∈ V j

L , �CL = {1, 2} is assigned using Eq. (34), where β (t)
is specified by Eqs. (45) and (46).

The x and y components of UAV positions in the x − y plane 
are shown in Fig. 8. It is seen that UAVs all reach their target des-
tinations while no two UAVs collide. Fig. 9 shows deviations of all 
UAVs from the global desired coordination references in clusters 
1 and 2. As shown the deviations of UAVs in cluster 1 are less 
than δ1 = 0.2472m. Also, UAV deviations in cluster 2 are less than 
δ2 = 0.1198m.

7.2. Case-study 2: limited airspace with no-flying zone

Clusters must avoid flying over No-Flight Zones O 1 and O 2. O 1
is a rectangular shape with vertices placed at o1

1 = 20ê1 + 80ê2, 
o1
2 = 35ê1 + 80ê2, o1

3 = 20ê1 + 100ê2, and o1
4 = 35ê1 + 100ê2. 

No Flight Zone O 2 is a triangle with vertices placed at o2 =
1
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Fig. 12. Case-study 2: (a) x components of UAVs in cluster 1 versus time. (b) y components of UAVs in cluster 1 versus time. (c) x components of UAVs in cluster 2 versus 
time. (d) y components of UAVs in cluster 2 versus time.
90ê1 + 50ê2, o2
2 = 100ê1 + 60ê2, and o2

3 = 85ê1 + 60ê2. Target 
destinations of cluster 1 leaders are the same as in Case Study 
1 but target destinations of cluster 2 leaders are different and 
given by: r11,F = 100ê1 +70ê2 +10ê3, r12,F = 100ê1 +100ê2 +10ê3, 
r13,F = 70ê1 + 90ê2 + 10ê3, r21,F = 40ê1 + 10ê2 + 10ê3, r22,F =
40ê1 + 40ê2 + 10ê3, and r2 = 10ê1 + 30ê2 + 10ê3. In Figs. 10
3,F
(a-d), leaders’ optimal paths connecting initial and target desti-
nations are shown. Figs. 10 (e-h) show UAV clusters at t = 60s, 
t = 120s, t = 180s, and t = 240s. Leaders’ optimal paths are also 
listed in Table 2. Eigenvalues of matrices U j

C D , denoted by λ j
1 and 

λ
j
2, are plotted versus time in Fig. 11 (The superscript j = 1, 2 is 

the cluster index number). Note that cluster 1 aggressively deforms 
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Fig. 13. Case-study 2: (a) Deviation of cluster 1 UAVs from global desired coordination. (b) Deviation of cluster 2 UAVs from global desired coordination.
in order to reach the desired final formation by passing through a 
narrow channel. However, cluster 2 moves as a rigid body; there-
fore, λ2

1(t) = λ2
2(t) = 1 at any time t . Furthermore, λi, j(t) > λ

j
CD,min

at any time t (i = 1, 2 and j = 1, 2). Therefore, followers all re-
main inside the triangular domain defined by the cluster leaders 
and no two quadcopters collide while cluster 1 aggressively de-
forms to avoid obstacles and reach the target formation. x and y
components of actual positions of quadcopters are plotted versus 
time in Fig. 12. Furthermore, Fig. 13 plots deviations of agents of 
cluster 1 and 2 from the desired continuum deformation.

8. Conclusion and future work

This paper studies the problem of multi-cluster continuum de-
formation optimization in which multiple UAV teams form clus-
ters that are safely coordinated for flight through a shared mo-
tion space. By treating MUS evolution with continuum deformation 
for contained UAV clusters, collision-free collective motion with 
minimal communication and manageable planning overhead are 
achieved despite changes in each cluster’s shape over the trajec-
tory. The paper contributes a novel hierarchical strategy for leader 
planning above continuum deformation collision-free coordination. 
Future work is necessary to extend the triangular clusters and 
constraint to constant altitude to a full three-dimensional cluster 
shape and trajectory space.

This work is based on the assumption that the total num-
ber of agents is fixed within every cluster in a continuum de-
formation coordination. In future work, we aim to enhance the 
resilience and scalability by forming a hybrid multi-cluster defor-
mation coordination framework with two modes: (i) “Merge-Split” 
and (ii) “Continuum Deformation”. In the “Merge-Split” mode, our 
recently-proposed deployment method [52] is used to safely merge 
and split clusters, and reduce or increase the number of clusters. 
In the “Continuum Deformation” mode, the multi-cluster contin-
uum deformation coordination approach, proposed in this paper, 
can be applied to safely manage coordination of many agents in 
an obstacle-laden environment.
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