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Abstract Even though power-law or close-to-power-law degree distributions are ubiqui-
tously observed in a great variety of large real networks, the mathematically satisfactory
treatment of random power-law graphs satisfying basic statistical requirements of realism is
still lacking. These requirements are: sparsity, exchangeability, projectivity, and unbiased-
ness. The last requirement states that entropy of the graph ensemble must be maximized
under the degree distribution constraints. Here we prove that the hypersoft configuration
model, belonging to the class of random graphs with latent hyperparameters, also known as
inhomogeneous random graphs or W-random graphs, is an ensemble of random power-law
graphs that are sparse, unbiased, and either exchangeable or projective. The proof of their
unbiasedness relies on generalized graphons, and on mapping the problem of maximization
of the normalized Gibbs entropy of a random graph ensemble, to the graphon entropy maxi-
mization problem, showing that the two entropies converge to each other in the large-graph
limit.
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1 Introduction

Random graphs have been used extensively to model a variety of real networks. Many of these
networks, ranging from the Internet and social networks to the brain and the universe, have
broad degree distributions, often following closely power laws [ 1-3], that the simplest random
graph model, the Erd6s—Rényi random graphs [4—6] with Poisson degree distributions, does
not reproduce. To resolve this disconnect, several alternative models have been proposed and
studied. The first one is the configuration model (CM), random graphs with a given degree
sequence [7,8]. This model is a microcanonical ensemble of random graphs. Every graph in
the ensemble has the same fixed degree sequence, e.g., the one observed in a snapshot of a real
network, and every such graph is equiprobable in the ensemble. The ensemble thus maximizes
Gibbs entropy subject to the constraint that the degree sequence is fixed. Yet given a real
network snapshot, one cannot usually trust its degree sequence as some “ultimate truth” for a
variety of reasons, including measurement imperfections, inaccuracies, and incompleteness,
noise and stochasticity, and most importantly, the fact that most real networks are dynamic
both at short and long time scales, growing often by orders of magnitude over years [1—
3,9,10].

These factors partly motivated the development of the soft configuration model (SCM),
random graphs with a given expected degree sequence, first considered in [11,12], and later
corrected in [13-16], where it was shown that this correction yields a canonical ensemble of
random graphs that maximize Gibbs entropy under the constraint that the expected degree
sequence is fixed. In statistics, canonical ensembles of random graphs are known as expo-
nential random graphs (ERGs) [17]. In [18,19] it was shown that the sparse CM and SCM
are not equivalent, but they are equivalent in the case of dense graphs [20]. Yet the SCM still
treats a given degree sequence as a fixed constraint, albeit not as a sharp but soft constraint.
This constraint is in stark contrast with reality of many growing real networks, in which
the degree of all nodes constantly change, yet the shape of the degree distribution and the
average degree do not change, staying essentially constant in networks that grow in size even
by orders of magnitude [1-3,9,10]. These observations motivated the development of the
hypersoft configuration model [21-24].

1.1 Hypersoft Configuration Model (HSCM)

In the HSCM neither degrees nor even their expected values are fixed. Instead the fixed
properties are the degree distribution and average degree. The HSCM with a given average
degree and power-law degree distribution is defined by the exponential measure p on the real
line R

where o > 1 is a constant, and by the Fermi-Dirac graphon W : R? — [0, 1]
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and v > 0 is another constant. The constants @ > 1 and v > 0 are the only two parameters
of the model. The HSCM random graphs of size n are defined by (W, A,,, i) via sampling
ni.id. points x1, ..., x, on A, according to measure (,, and then connecting pairs of points
i and j at sampled locations x; and x; by an edge with probability W (x;, x;).

An alternative equivalent definition is obtained by mapping (W, A, w,) to (Wy . I, p),
where I = [0, 1], u; = 1, and

1

Win(x,y) = PN
e () +1

., x,yel, 3)

In this definition, x;s are n i.i.d. random variables uniformly distributed on the unit interval
[0, 1], and vertices i and j are connected with probability Wy ,, (x;, x;).

Yet another equivalent definition, perhaps the most familiar and most frequently used one,
is given by (Wp ,,, P, up), where interval P = [V, 00), and measure jup on P is the Pareto
distribution

wp=aBV)*x77, xeP,

1
Wpn(x,y) = % x,y € P.
In this Pareto representation, the expected degree of a vertex at coordinate x is proportional
to x [15,16].

Compared to the SCM where only edges are random variables while the expected degrees
are fixed, the HSCM introduces another source of randomness—and hence entropy—coming
from expected degrees that are also random variables. One obtains a particular realization
of an SCM from the HSCM by sampling x;s from their fixed distribution and then freezing
them. Therefore the HSCM is a probabilistic mixture of canonical ensembles, SCM ERGs,
so that one may call the HSCM a hypercanonical ensemble given that latent variables x in
the HSCM are called hyperparameters in statistics [25].

1.2 Properties of the HSCM

We prove in Theorem 2 that the distribution of degrees D in the power-law HSCM ensemble
defined above converges—henceforth convergence always means the n — oo limit, unless
mentioned otherwise—to

'k —a, 'k —
B0 = b =a(pyE LB odﬂﬁ“% (1= Plh—a pr)). &

where I" (a, x) is the upper incomplete Gamma function, and P (a, x) is the regularized lower
incomplete Gamma function. Since P (a, x) ~ (ex/a)® fora > ex, while I'(k —a) /" (k +
1) ~ k=@+D for k > «, we get

PD=k) ~aBv)*k7, y=a+l. 5)

We also prove in Theorem 3 that the expected average degree in the ensemble converges to
E[D] = v. (6)

That is, the degree distribution in the ensemble has a power tail with exponent y, while the

expected average degree is fixed to constant v that does not depend on n, Fig. 1.
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Fig. 1 Degree distribution in the HSCM, theory vs. simulations, and in the Internet. The theory curve in
the left panel is Eq. (4) with @ = 1.1 (y = 2.1) and v = 4.92. The simulation data shown by symbols is
averaged over 100 random graphs for each graph size n. All the graphs are generated according to the HSCM
with the same o = 1.1 and v = 4.92. The average degrees, averaged over 100 random graphs, in the graphs
of size 104, 105, and 106, are 1.73, 2.16, and 2.51, respectively. The Internet data comes from CAIDA’s
Archipelago measurements of the Internet topology at the Autonomous System level [26]. The number of
nodes and the average degree in the Internet graph are 23, 752 and 4.92. The right panel shows the theoretical
degree distribution curve in Eq. (4) with « = 2.0 and v = 10.0 versus simulations of 100 random HSCM
graphs of different sizes with the same « and v. The average degrees in the graphs of size 104, 10, and 100,
are 9.96, 9.98, and 10.0, respectively.

1.3 Unbiasedness and the Maximum-Entropy Requirement

While the average degree in the HSCM converges to a constant, and the degree distribution
converges to a power law, the power-law HSCM is certainly just one of an infinite number
of other models that possess these two properties. One example is random hyperbolic graphs
[27] that also have constant average degree and power-law degree distribution, but have
larger numbers of triangles, non-zero clustering in the limit. Is the HSCM an unbiased model
of random power-law graphs with constant average degree? That is, are the HSCM random
graphs characterized by only these two properties and no others? Or colloquially, is the HSCM
the model of “maximally random” power-law graphs with a constant average degree. This
question can be formally answered by checking whether the HSCM satisfies the maximum-
entropy requirement.

A discrete distribution p;, i = 1,2, ..., is said to satisfy the maximum-entropy require-
ment subject to constraints Zi pifir = fr, r=1,2,..., where f,s are some real functions
of states i, and fs are a collection of real numbers, if the Gibbs/Shannon entropy of the
distribution S = — )", p; log p; is maximized subject to these constraints [28]. This entropy-
maximizing distribution is known to be always unique, belonging to the exponential family of
distributions, and it can be derived from the basic consistency axioms: uniqueness and invari-
ance with respect to a change of coordinates, system independence and subset independence
[29-31]. Since entropy is the unique measure of information satisfying the basic requirements
of continuity, monotonicity, and system/subset independence [32], the maximum-entropy
requirement formalizes the notion of encoding into the probability distribution p; describing
a stochastic system, all the available information about the system given to us in the form
of the constraints above, and not encoding any other information not given to us. Since the
entropy-maximizing distribution is unique, any other distribution necessarily but possibly
implicitly introduces biases by encoding some additional ad-hoc information, and constrain-
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ing some other system properties, concerning which we are not given any information, to
some ad-hoc values. Clearly, such uncontrolled information injection into a model of a sys-
tem may affect the predictions one may wish to make about the system using the model, and
indeed it is known that given all the available information about a system, the predictive power
of a model that describes the system is maximized by the maximum-entropy model [29-31].
Perhaps the best illustration of this predictive power is the predictive power of equilibrium
statistical mechanics, which can be formulated almost fully in terms of the maximum-entropy
principle [28].

To illustrate the maximum-entropy requirement in application to random graphs, suppose
we are to define a random graph ensemble, and the only available information is that these
random graphs must have n nodes and m edges. From the purely probabilistic perspective,
any random graph ensemble satisfying these constraints—random m-stars or m-cycles, for
instance, if m < n—would be an equally good one. Yet there is only one unique ensemble
that satisfies not only these constraints but also the maximum-entropy requirement. This
ensemble is G, ,, because in G, ,, any graph with n nodes and m edges is equally likely,
so that the probability distribution on the set of all graphs with n nodes and m edges is
uninform, and without further constraints, the uniform distribution is the maximum-entropy
distribution on the state space, which in this caseisi = 1, ..., ((n%)), the number of such
graphs. Random m-stars or m-cycles, while satisfying the constraints, inject into the model,
in this case explicitly, additional information about the graph structure that was not given to
us. Clearly, predictions based on random m-stars versus G, ,, may be very different, as the
first model trivially predicts that m-stars occur with probability 1, while they appear with a
nearly zero probability in G, ,, if n and m are large.

A slightly less trivial example is the SCM. In this case the given information is that the
expected degrees of nodes i = 1,...,n must be k; € Ry, and the state space is all the
2(2) graphs on n nodes. As shown in [13-16], the unique entropy-maximizing ensemble
satisfying these constraints is given by random graphs in which nodes i and j are connected
with probabilities p;; = 1/ (kn JKikj + 1), where k = ), k;, and «;s are the unique solution
of the system of n equations j pij = ki. The popular Chung—Lu model [11,12] is different
in that the connection probability there is pSL = min (ki kj/kn, 1), which can be thought of
as a classical-limit approximation to the entropy-maximizing Fermi—Dirac p;; above. While
the CL ensemble also satisfies the desired constraints j ng = k; (albeit only for sequences
ki s.t. kik;/kn < 1), it does not satisfy the maximum-entropy requirement, so that it injects,
in this case implicitly, some additional information into the ensemble, constraining some
undesired properties of graphs in the ensemble to some ad-hoc values. Since the undesired
information injection is implicit in this case, it may be quite difficult to detect and quantify
all the biases introduced into the ensemble.

1.4 Main Results

The main result of this paper is the proof in Theorem 1 that the HSCM is unbiased, that is,
that the HSCM random graphs maximize the Gibbs entropy of random graphs whose degree
distribution and average degree converge to (4,6).

The first difficulty that we face in proving this result is how to properly formulate the
entropy-maximization problem under these constraints. Indeed, we are to show that the
probability distributions P, that the HSCM defines on the set of n-sized graphs G,, maximizes
the graph entropy
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S[Py1=—)_ P (Gy)log P;(Gy)
Gy

across all the distributions P, that define random graph ensembles with the degree distribu-
tions and average degrees converging to (4,6). These constraints are quite different than the
SCM constraints, for example, because for any fixed n, we do not have a fixed set of con-
straints or sufficient statistics. Instead of introducing such sufficient statistics, e.g., expected
degrees converging to a desired Pareto distribution, and proceeding from there, we show in
Sect. 2 that the problem of graph entropy maximization under these constraints is equivalent
to a graphon entropy maximization problem [33], i.e., to the problem of finding a graphon
W that maximizes graphon entropy

on[W'] = //Az H (W' (x,y)) dpn(x) dua(y),

where H(p) = —plog p — (1 — p) log(1 — p) is the entropy of a Bernoulli random variable
with success probability p, across all the graphons W’ that satisfy the constraint

(n— 1)/A W (x, y)dun(y) = kn(x),

where k,(x) ~ /vn e is the expected degree of a node at coordinate x in the power-law
HSCM. We then prove in Proposition 1 that the unique solution to this graphon entropy
maximization problem is given by the Fermi—Dirac graphon W in (1). The fact that the
Fermi—Dirac graphon is the unique solution to this graphon entropy maximization problem
is a reflection of the basic fact in statistical physics that the grand canonical ensemble of
Fermi particles, which are edges of energy x + y in our case, is the unique maximum-entropy
ensemble with fixed expected values of energy and number of particles [34], in which the
probability to find a particle at a state with energy x + y is given by (1).

Yet the solutions to the graph and graphon entropy maximization problems yield equivalent
random graph ensembles only if the rescaled graph entropy S*[P,] = S[P,]1/ (g) converges
to the graphon entropy o,[W]. Here we face another difficulty that since our ensembles are
sparse, both S*[P,] and o,[ W] converge to zero, so that we are actually to prove that the
two entropies converge to each other faster than either of them converges to zero. To this end
we prove in Theorems 4 and 5 that both the graphon and graph entropies converges to zero
as o, [W1, S*[P,] ~ vlog(n)/n. The key result then, also in Theorem 5, is the proof that
if divided by the scaling factor of log(n)/n, the difference between the graphon and graph
entropies vanishes in the limit, lim,— o (n/logn)|S*[ P,] — 0,[W]| — 0, meaning that the
two entropies do indeed converge to each other faster than to zero.

The combination of graphon (1) being the entropy maximizer, and the convergence of the
rescaled graph entropy to the entropy of this graphon, implies the main result in Theorem 1
that the power-law HSCM is a graph entropy maximizer subject to the degree distribution
and average degree constraints (4,6).

1.5 Exchangeability and Projectivity

In addition to the natural, dictated by real-world network data, requirements of constant,
i.e., independent of graphs size n, average degree and power-law degree distribution, as
well as the maximum-entropy requirement, dictated by the basic statistical considerations, a
reasonable model of real networks must also satisfy two more requirements: exchangeability
and projectivity.
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Exchangeability takes care of the fact that node labels in random graph models are usually
meaningless. Even though node labels in real networks often have some network-specific
meaning, such as autonomous system numbers in the Internet [9], node labels in random
graph models can be, and usually are, random integer indices i = 1,2,.... A random
graph model is exchangeable if for any permutation o of node indices i, the probabilities
of any two graphs G and G, given by adjacency matrices G; ; and G ;). (j) are the same,
P(G) = P(Gy) [35,36].

A random graph model is projective if there exists a map 7, ,,» from graphs of size n to
graphs of size n’ < n such that the probability of graphs in the model satisfies P(G,/) =
P(mpsw(Gy)) [37,38]. If this condition is satisfied, then it is easy to see that the same
model admits a dual formulation as an equilibrium model of graphs of a fixed size, or as a
growing graph model [39]. If this requirement is not satisfied, then as soon as one node is
added to a graph, e.g., due to the growth of a real network that this graph represents, then the
resulting bigger graph is effectively sampled from a different distribution corresponding to the
model with different parameters, necessarily affecting the structure of its existing subgraphs,
a clearly unrealistic scenario. As the simplest examples, G, , is projective (the map 7,
simply selects any subset of n nodes consisting of n’ nodes), but G, x/, with constant k is
not. In the first case, one can realize G, , by growing graphs adding nodes one at a time, and
connecting each new node to all existing nodes with probability p, while in the second case
such growth is impossible since the existing edges in the growing graphs must be removed
with probability 1/n for the resulting graphs to be samples from G, i, for each n.

The HSCM random graphs are manifestly exchangeable as any graphon-based ensemble
[40,41]. Here we note that the fact that these graphs are both sparse and exchangeable is not
by any means in conflict with the Aldous—Hoover theorem [35,42] that states that the limit
graphon, mapped to the unit square, of any exchangeable sparse graph family is necessarily
zero. Indeed, if mapped to unit square, the limit HSCM graphon W; , (3) is zero as well. We
also note that the convergence of Wy, to zero does not mean that the ensemble converges
to infinite empty graphs. In fact, the expected degree distribution and average degree in the
ensemble converge to (4,6) in the limit, as stated above.

If « = 2, the HSCM ensemble is also projective, but only with a specific labeling of nodes
breaking exchangeability. This can be seen by observing that the density of points on intervals
Ap, 8y =n/u(A) =« (,32\))0‘/2 n'=/2 and consequently on the whole real line R in the
limit, is constant § = v/2 if &« = 2. In this case, the HSCM can be equivalently defined as a
model of growing labeled graphs as follows: forn = 1, 2, .. ., the location x,, of new node n
belongs to A,,’s increment, x,, € B, = A, \ Ay—1 (Ap = ¥), and sampled from p restricted
to this increment, i.e., from the probability measure fi, = jt|p, /it(By) = a e~ RatRu-1),
Having its location sampled, new node 7 then connects to all existing nodesi = 1...n — 1
with probability given by (1).

This growing model is equivalent to the original equilibrium HSCM definition in Sect. 1.1
only asymptotically. However, the exact equivalence, for each n, between the equilibrium
HSCM with ordered x;s, x; < x;j4+1, and its growing counterpart can be also achieved
by ensuring that the joint distribution of x;s is exactly the same in both cases, using basic
properties of Poisson point processes [39]. Specifically, the equilibrium definition in Sect. 1.1
must be adjusted by making the right boundary R, of interval A, not a fixed function of n (2),
but a random variable R, = (1/2)log(2V,,), where V,, is a random variable sampled from
the Gamma distribution with shape n and rate § = v/2. Node n is then placed at random
coordinate x, = R,, while the coordinates of the rest of n — 1 nodes are sampled from
probability measure p,—measure u restricted to the random interval A, = (—oo, R,]—and
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then labeled in the increasing order of their coordinates. The growing model definition must
be also adjusted: the coordinate x, 41 of the n + 1’th node is determined by v,4+1 = v, + V,
where vg = 0, v; = (1/2)e?*, and V is a random variable sampled from the exponential
distribution with rate § = v/2. One can show that coordinates x;, both for finite and infinite
n, in both the equilibrium and growing HSCM models defined this way, are equivalent
realizations of the same Poisson point process on R with measure u and rate §, converging
to the binomial sampling with R,, fixed to (2) [39].

The projective map 7.,/ in the projectivity definition above, simply maps graphs G,
to their subgraphs induced by nodes i = 1...n'. We note that even though the growing
HSCM is not exchangeable since it relies on labeling of nodes in the increasing order of their
coordinates, it is nevertheless equivalent to the equilibrium HSCM with this ordered labeling,
because the joint distribution of node coordinates, and the linking probability as a function
of these coordinates are the same in both the equilibrium and growing HSCM definitions
[39]. This observation suggests that there might exist a less trivial projective map such that
the HSCM is both projective and exchangeable at the same time.

1.6 Other Remarks

We note that thanks to its projectiveness, the power-law HSCM was shown in [24] to be
equivalent to a soft version of preferential attachment, a model of growing graphs in which
new nodes connect to existing nodes with probabilities proportional to the expected degrees
of existing nodes. It is well-known that similar to the HSCM, the degree distribution and
average degree in graphs grown according to preferential attachment do not essentially change
either as graphs grow [43,44]. If « = 2, then the equivalence between the HSCM and soft
preferential attachment is exact. If & # 2, then the HSCM, even with ordered labeling, is not
equivalent to soft preferential attachment, but it is equivalent to its adjusted version with a
certain rate of (dis)appearance of edges between existing vertices [24].

We also note that the HSCM is the zero-clustering limit [45] of random hyperbolic graphs
[27], where the @ = 2 case corresponds to the uniform density of points in the hyperbolic
space H?, and where x;s are the radial coordinates of nodes i in the spherical coordinate
system of the hyperboloid model of H. These coordinates can certainly not be negative,
but the expected fraction of nodes with negative coordinates in the HSCM is negligible:
un(R-2) = (,321)/ n)a/ 2. 0. In the zero-clustering limit, the angular coordinates of nodes
in HY are ignored in the hyperbolic graphon [27], which becomes equivalent to (1).

As a final introductory remark we note that among the rigorous approaches to sparse
exchangeable graphs, the HSCM definition is perhaps closest to graphon processes and
graphexes in [46-48]. In particular in [48], where the focus is on graph convergence to
well-defined limits, two ensembles are considered. One ensemble, also appearing in [47], is
defined by any graphon W : Rﬁ_ — [0, 1] and any measure p on Ry (R4 can be replaced
with any measure space). Graphs of a certain expected size, which is a growing function of
time r > 0, are defined by sampling points as the Poisson point process on R with intensity
t i, then connecting pairs of points with the probability given by W, and finally removing
isolated vertices. The other ensemble is even more similar to the HSCM. It is still defined
by W and © on R, but the location of vertex n on Ry is sampled from p, = |, /1(Ay),
where A,s are finite-size intervals growing with n whose infinite union covers the whole
R . The latter ensemble is not exchangeable, but both ensembles are shown to converge to
properly stretched graphons defined by W, yet only if the expected average degree grows to
infinity in the limit. The HSCM definition is different—in particular all n vertices of n-sized
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graphs are sampled from the same 1t,—ensuring exchangeability, and allowing for an explicit
control of the degree distribution and average degree, which can be constant, but making the
problem of graph convergence difficult. We do not further discuss graph convergence here,
leaving it, as well as the generalization of the results to arbitrary degree distributions, for
future publications.

1.7 Paper Organization

In the next section we first review in more detail the necessary background information and
provide all the required definitions. In Sect. 3 we formally state all the results in the paper,
while Sect. 4 contains all the proofs of these results.

2 Background Information and Definitions
2.1 Graph Ensembles and Their Entropy

A graph ensemble is a set of graphs G with probability measure P on G. The Gibbs entropy
of the ensemble is

S[Pl=—)_ P(G)log P(G) @)
Geg

Note that this is just the entropy of the random variable G with respect to the probability
measure P. When G, is a graph of size n, sampled from G according to measure P, we write
S[G,]instead of S[ P]. Given a set of constraints, e.g., in the form of graph properties fixed to
given values, the maximum-entropy ensemble is given by P* that maximizes S[ P] across all
measures P that satisfy the constraints. These constraints can be either sharp (microcanonical)
or soft (canonical), satisfied either exactly or on average, respectively. The simplest example
of the constrained graph property is the number of edges, fixed to m, in graphs of size n.
The corresponding microcanonical and canonical maximum-entropy ensembles are G,
and G, , with p =m/ (;), respectively. The P* is respectively the uniform and exponential
Boltzmann distribution P(G) = e_H(G)/Z with Hamiltonian H (G) = Am(G), where m(G)
is the number of edges in graph G, and the Lagrange multiplier A is givenby p = 1/ (e* + 1)
[13].

When the constraints are given by the degrees of nodes, instead of the number of edges,
we have the following characterization of the microcanonical and canonical ensemble.

2.1.1 Maximum-Entropy Graphs with a Given Degree Sequence (CM)
Given a degree sequence d,, = d .. .d,, the microcanonical ensemble of graphs that have

this degree sequence is the configuration model (CM) [7,8]. The entropy-maximizing P* is
uniform on the set of all graphs that have degree sequence d,,.

2.1.2 Maximum-Entropy Graphs with a Given Expected Degree Sequence (SCM)
If the sharp CM constraints are relaxed to soft constraints, the result is the canonical ensemble

of the soft configuration model (SCM) [14, 15]. Given an expected degree sequence k,,, which
in contrast to CM’s d,,, does not have to be a graphical sequence of non-negative integers,
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but can be any sequence of non-negative real numbers, the SCM is defined by connecting
nodes i and j with probabilities

1
pij = pTESYREE where Lagrange multipliers A; are the solution of ®)

ki=Y pij. i=1..n. )

i<j

The entropy-maximizing P* is the Boltzmann distribution with Hamiltonian H(G) =
> 2id;i (G), where d; (G) is the degree of node i in graph G [14,15].

2.2 Sparse Graphs with a Given Degree Distribution

Let p(k),k =0, 1, 2, ..., be a probability density function with finite mean. Denote by D the
corresponding random variable, and consider a sequence of graph ensembles that maximize
Gibbs entropy under the constraint that for all &

Tim P(D, =k) =P (D =k), (C1)

where D,, is the degree of a uniformly chosen node in the ensemble of graphs of size n.
In other words, this is a maximum-entropy ensemble of graphs whose degree distribution
converges to p(k).

In addition to the degree distribution constraint, we also want our graphs to be sparse. The
most common definition of sparseness seems to be that the number of edges is o(n?), so that
the expected average degree can be unbounded. In contrast, here we use the term sparse to
mean that the expected degree converges to the expected value of D:

lim E[D,]=E[D] :=v. (C2)

n—0oQo

Constraint (C2) implies that the number of edges is O(n). We note that, in general, (C2)
does not follow from (C1), since convergence in distribution does not necessarily imply
convergence in expectation.

We also note that constraints (C1,C2) are neither sharp nor soft, since they deal only with
the n — oo limits of the degree distribution and expected degree. We call these constraints
hypersoft, since as we will see below, random graphs satisfying these constraints can be real-
ized as random graphs with Lagrange multipliers that are not parameters but hyperparameters
in the statistics terminology [25].

2.3 Maximum-Entropy Graphs with Hypersoft Constraints

Similar to the case of random graphs with a given (expected) degree sequence, we are to
determine the distribution P that satisfies (C1) and (C2), and maximizes the Gibbs entropy.
However, this task poses the question of what it means to maximize entropy under these
limit constraints. In particular, unlike an ensemble of graphs with a given (expected) degree
sequence, we are no longer dealing with a set of graphs of fixed size, but with a sequence of
graphs (G,),>1 of varying sizes. To answer this question, and to give a proper definition of
entropy maximization under hypersoft constraints, we consider graphon-based ensembles of
graphs.
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2.3.1 Graphon-Based Graph Ensembles

In the simplest case, a graphon is a symmetric integrable function W : [0, 11> — [0, 1].
Graphons, or more precisely graphon equivalence classes, consisting of all functions W, such
that W(x, y) = W, (o (x), o(y)) under all measure preserving transformations o : [0, 1] —
[0, 1], are well-defined limits of dense graph families [41,49]. One can think of the interval
[0, 1] as the continuum limit of node indices i, and of W as the limit of graphs’ adjacency
matrices. Equivalently, W (x, y) is the probability that there exists the edge between “nodes”
x and y. Graphons are an application to graphs of a class of earlier results on exchangeable
arrays in statistics [35,50], and are better known as the connection probability in random
graphs with latent parameters in sociology [51-54] and network science [21,22], also known
in graph theory as inhomogeneous random graphs [55]. Here we use the term graphon to
refer to any symmetric function W : A x A — [0, 1], for some A C R.

Let 1 be a probability measure on A € R and W a graphon. Then the standard graphon-
based ensemble Gw ;, 4 known as W-random graphs [40] is the ensemble of random n-sized
graphs G, defined by first i.i.d. sampling n node coordinates x,, = x1, ..., x, € A according
to 1, and then connecting every node pair (i, j), independently, with probability W (x;, x;).

To be able to satisfy the hypersoft constraints we generalize this ensemble as follows. Let
1 be a measure on R, W a graphon, and let A = (A, Az, ...), A, € A,41, be an infinite
sequence of growing subsets of R such that | J,.; A, = R and x(A,) < oo. We then define
the graphon ensemble Gw ;. A = (Gw, u,,n)n>1 to be random graphs (G,),>1 defined by the
graphon W and measures

_ wla,
w(Ap)’

which are the probability measures on A, associated with w. To sample a graph G,, from this
ensemble, # i.i.d. points x; € A, are first sampled according to measure (,, and then pairs
of nodes i and j are connected by an edge with probability W (x;, x;).

We remark that if A, = A = [0, 1] and u is the uniform measure, we are in the most
classical settings of W-random graphs [40]. In the case of an arbitrary A and measure p, our
random graph ensemble is similar to a model considered recently in [48], Sect. 2.4. There, a
growing graph construction is considered where G, is created from G, _; by sampling the
coordinate x, of node n according to measure u,, and then connecting it to all existing nodes
i, independently with probability W (x,, x;). The main difference between such sampling
and the one above is that in the former case, the coordinates x; of different nodesi =1...n
are sampled from different measures p;, thus breaking exchangeability, while in the latter
case, all x;s are sampled from the same measure (.

Mn

2.3.2 Bernoulli and Graphon Entropies

Given the coordinates x,, edges in our random graphs are independent Bernoulli random
variables, albeit with different success probabilities W (x;, x;). The conditional Bernoulli
entropy of random graphs with fixed coordinates x,, is thus

SIGulxal =Y H (W(xi,x)))

i<j
where H is the Bernoulli entropy,

H(p)=—plogp— (1 —p)logl —p), 0<p=<1. (10)
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The graphon entropy [41,50,56-59] of W with respect to i on A is defined as

oW, 1, A] = //A H(W(x, ) duo) dp(y), (11)

which we write as o [W, n], when p has support A and no confusion arises. In addition, if
G, is a graph in the graphon ensemble Gw ., », we write o[G,] for o[W, ,, Ayl

Since for any two discrete random variables X and Y, the expectation of the conditional
entropy of X given Y is a lower bound for X’s entropy, S[X] > E[S[X|Y]], the graphon
entropy definition implies

S[Gp] = E[S[Gpl%,]] = (;)E[H(W(x, )] = (Z)a[Gn], (12)

The graphon entropy is thus a lower bound for the rescaled Gibbs entropy defined as
S[Gnl
()
Before we give our definition of the maximum-entropy ensemble of sparse graphs, it is
instructive to consider the case of dense graphs.

S*[Gul =

(13)

2.3.3 Dense Maximum-Entropy Graphs with a Given Degree Distribution

Consider a sequence (d,),>1 of degree sequences d,, = (dj ...dp)n, (di)n = (di41)n, for
which there exist constants 0 < ¢; < ¢ such that c;n < (d;), < cn for any (d;), € d,.
Now let (G,),>1 be a sequence of microcanonical ensembles of random graphs, that is, CMs,
defined by d,,. If there exists a function f : [0, 1] — (0, 1) such that for any ¢ € (0, 1)

D
lim P(—”SC) =P(f(U) <o), (14)
n—o00 n
where D,, is the degree of a random node in random graph G, € G, or equivalently, a
uniformly sampled (d;), € d,, and U is a uniform random variable on [0, 1], then it was
proven in [20] that the limit of the CM sequence (G, ),>1 is given by the graphon

1

Wix,y) = PO

(15)

where g(x) is such that

1
f(x)=/0 W(x,y)dy=AWA<x,y)du(y)=A du(y).  (16)

exX+y +1
where A is the image of g and ;& = g~! (functions f and g are continuous and strictly
increasing almost everywhere on [0, 1] [20]).

Some important observations are in order here. First, we note that (14) is very similar to
(C1), with the exception that (14) implies that the degrees of all nodes are O (n), so that the
graphs are dense. In particular, in our graphs we have that D,, = o(n) so that D,,/n — 0.

Second, consider the problem of maximizing the graphon entropy under the constraint
given by (16). We will show in Proposition 1 that the solution to this problem is given by
(15), where g is defined by (16). Hence the graphon (15) obtained in [20] maximizes the
graphon entropy under the constraint (16) imposed by the limit f of the sequence of rescaled
degree sequences (d,,/n),>1.
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Third, Theorem D.5 in [41] states that in dense W-random graph ensembles Gy ;i 4
lim S*[G,] =o[W, u, Al, (17
n—>0o0

meaning that the rescaled Gibbs entropy of W-random graphs converges to the graphon
entropy of W.

Given f, this result suggests to consider the family of W-random graph ensembles G,
defined by the Fermi—Dirac graphon (15) with g given by (16), which we call the dense
hypersoft configuration model (HSCM). The distribution of rescaled degrees D,,/n in these
HSCM graphs converges to f, cf. (14), while the limit of these graphs is also W since the
limit of any dense W-random graphs is W [60]. That is, the limit of HSCM ensembles G,
and the limit of CM ensembles G,, with any (d,,/n),> converging to f, are the same Fermi—
Dirac graphon W (15). Since the two ensembles have the same graphon limit, their rescaled
Gibbs entropies converge to the same value, equal, thanks to (17), to the graphon entropy,
even though for any finite n the two ensembles are quite different.

Fourth, if we replace the sequence of degree sequences (d,),>1 with a sequence of
expected degree sequences (k,),>1 converging upon rescaling to f, and then replace the
sequence of CMs with the corresponding sequence of SCMs, then the limit of this SCM
sequence is the same graphon W (15) [20], so that the rescaled SCM Gibbs entropy also
converges to the same graphon entropy, squeezed, for any finite n, between the CM entropy
[7,61,62] and the HSCM entropy (12). In other words, dense CM, SCM, and HSCM are all
equivalent in the limit, versus the sparse case where the equivalence is broken [18,19] since
the graphon is zero in the limit.

The key point here however is that the rescaled degree distribution in the dense HSCM
converges to a well-defined limit, i.e., satisfies the hypersoft constraints (14), and that the
HSCM Gibbs entropy converges to the graphon entropy. Therefore if we define a maximum-
entropy ensemble under given hypersoft constraints f to be an ensemble that: (1) satisfies
these constraints, i.e., has a degree distribution converging to f in the limit, (2) maximizes
graphon entropy under these constraints given by (16), and (3) has rescaled Gibbs entropy
converging to the graphon entropy, then the dense HSCM ensemble is trivially such an
ensemble. In addition, this ensemble is the unique maximum-entropy hypersoft ensemble in
the dense case [20].

These observations instruct us to extend this definition of maximum-entropy hypersoft
dense graphs to sparse graphs, where we naturally replace the dense hypersoft constraints (14)
with sparse hypersoft constraints (C1,C2). However, things become immediately less trivial
in this case. In particular, we face the difficulty that since the limit graphon of any sparse
exchangeable graph ensemble is zero according to the Aldous—Hoover theorem [35,42], the
entropy of this graphon is zero as well. Since this entropy is zero, |S*[G,] — o[G,]| — 0
in (17) does not necessarily imply that the rescaled Gibbs entropy converges to the graphon
entropy. We address this difficulty next.

2.3.4 Rescaled Graphon Entropy of Sparse Graphs

Consider again the generalized graphon ensemble Gw ;,, , of random graphs defined in
Sect. 2.3.1, and their graphon entropy defined as

o[Gn] = //Az H (W(x, y)) dpn(x) din(y). (18)

If W # {0, 1} everywhere, then for any finite n, o[G,] is positive, but if the ensemble is
sparse, then lim,,_, », 6 [G,] = 0.
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To address this problem we rescale the graphon entropy o [G,,] such that upon rescaling
it converges to a positive constant. That is, let a,, be a sequence such that

lim a,0[G,] =a € (0, 00). (19)
n—oo

This rescaling does not affect the graphon entropy maximization problem, because maxi-
mizing o[G,] for every n as a functional of W under a given constraint is equivalent to
maximizing a, o [G,] under the same constraint.
Upon this rescaling, we see that the rescaled Gibbs entropy converges to the graphon
entropy, generalizing (17), if
lim a, |S*[G,] — o[G,]| =0, (20)
n—oo
in which case a,S*[G,] converges to a. This condition implies that the rescaled Gibbs

entropy S*[G ] converges to the graphon entropy o [G ] faster than either of them converge
to zero.

2.3.5 Sparse Maximum-Entropy Graphs with a Given Degree Distribution

With the graphon rescaling in the previous section, we can now define a graphon ensemble
Gw,u,.n to be a maximum-entropy ensemble under the sparse hypersoft constraints (C1,C2)
if:

(1) the degree distribution and expected degree in Gw ., converge to (C1,C2);

(2) graphon entropy o [G,]of Gw,,, » is maximized for every n under the constraint imposed
by (C1,C2); and

(3) (20) holds, with a,, given by (19).

Our main result (Theorem 1) is that the sparse power-law hypersoft configuration model,
defined next, is a maximum-entropy model under hypersoft constraints.

2.3.6 Sparse Power-Law Hypersoft Configuration Model (Sparse HSCM)

The sparse power-law HSCM(e, v) is defined as the graphon ensemble Gw i, » = Gw . A»
Sect. 2.3.1, with

Wi(x,y) = ﬁ’ 2D
w=e", a>l, (22)
Ay = (=00, Ryl 23)
Ri=tlog vs0, pei1—1 (24)
2 eV ’ a
_ MAn _ae-Ry
R 25)

The dense power-law HSCM is recovered from the above definition by setting v = n,
where v is a constant, in which case R, = R = —(1/2) log (!7,82), A, = A = (—o0, R],

and p, = u = o @R,
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3 Results

In this section we formally state our results, and provide brief overviews of their proofs
appearing in subsequent sections. The main result is Theorem 1, stating that the HSCM(«, v)
defined in Sect. 2.3.6 is a maximum-entropy model under hypersoft power-law degree dis-
tribution constraints, according to the definition in Sect. 2.3.5. This result follows from
Theorems 2—5 and Proposition 1. Theorems 2,3 establish the limits of the degree distribution
and expected average degree in the HSCM(«, v). Proposition 1 states that HSCM’s graphon
uniquely maximizes the graphon entropy under the constraints imposed by the degree distri-
bution. Theorem 4 establishes proper graphon rescaling and the limit of the rescaled graphon.
Finally, the most critical and involved Theorem 5 proves that the rescaled Gibbs entropy of
the HSCM converges to its rescaled graphon entropy.

3.1 Main Result

Let Y be a Pareto random variable with shape a > 1, scale v8 > 0, B8 = 1 — 1/«, so that
Y’s probability density function is

Pr0) =By, yzvh y=a+l, and 26)
(Y > ) = {E”ﬂ)ay_a ty = @7
otherwise.

Let D be a discrete random variable with probability density function
Yk
]P(D:k):]E[Fe*Y}, k=0,1,2,..., (28)

which is the mixed Poisson distribution with mixing parameter ¥ [63]. Then it follows that
E[D]=E[Y]=v, (29)

and since Y is a power law with exponent y, the tail of D’s distribution is also a power law
with the same exponent [63]. In particular, P (D = k) is given by (4). Therefore if D is the
degree of a random node in a random graph ensemble, then graphs in this ensemble are sparse
and have a power-law degree distribution.

Our main result is:

Theorem 1 For any o > 1 and v > 0, HSCM(«, v) is a maximum entropy ensemble of
random graphs under the hypersoft constraints (C1,C2) with P (D = k) and v defined by (26—
29).

3.2 The Limit of the Degree Distribution in the HSCM

The degree D), of a random node i in a random HSCM(«, v) graph of size n, conditioned
on the node coordinates X,, = X1 ... X,, is the sum of n — 1 independent Bernoulli random
variables with success probabilities W (x;, x;), j # i. The distribution of this sum can be
approximated by the mixed Poisson distribution with the mixing parameter ) i Wi, xj).
Therefore after first integrating over x; with j # i and then over x;, the distribution of D,,
is approximately the mixed Poisson distribution

k
P(D, =k =E [@ e*mX)] . sothat E[D,] = E [k, (X)],
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where the random variable X has density pu, (25), and the mixing parameter «,(x) is the
expected degree of a node at coordinate x:

Kn(x) = (n — Dwp (x), (30)

wy (X) :/A W(x,y)dun(y), (€2))

where A, is given by (23).

In the n — oo limit, the distribution of the expected degree «, (X) of X converges to the
Pareto distribution with shape « and scale vg. To prove this, we use the observation that the
mass of measure u, is concentrated towards the right end of the interval A, = (—o0, R,],
where R, >> 1 for large n. Therefore, not only the contributions coming from negative x, y
are negligible, but we can also approximate the Fermi—Dirac graphon W (x, y) in (21) with
its classical limit approximation

W(x, y) = e OHY (32)

on Rﬁ_. In addition, the expected degree function w, (x) can be approximated with @, (x)
defined by

A wpe ™ if 0<x <R
Wp(x) =19 " =7 =" where (33)
0 otherwise
e o = T () (34)
wy = e ;L,,x=7R=(f) o(n )
0 Beltn n

so that the expected degree of a node at coordinate x can be approximated by
Kn(x) = nw,(x) =e* ((vn)% +o0 <n%>) .

To see that k,,(X) converges to a Pareto random variable, note that since X has density
In, it follows that for all t > v

v — I’lﬂ — ,—aRy I’lﬂ “
]P’(K,,(X)>t)—}P’<X<log t )_e ( t )
=Bt (I +o0(1) =P >1)(1+o0(1)),

where Y is a Pareto-distributed random variable (27). We therefore have the following result,
the full proof of which can be found in Sect. 4.2.2:

Theorem 2 (HSCM(«, v) satisfies (C1)) Let « > 1, v > 0, and D, be the degree of a
uniformly chosen vertex in the HSCM(«, v) graphs of size n. Then, for eachk =0, 1,2, ...,

lim P(D, =k) =P (D =k),
n—o0

where P (D = k) is given by (28).

3.3 The Limit of the Expected Average Degree in the HSCM

The expected degree of a random node in n-sized HSCM graphs is, for any fixed i,

E[D,] =) E[W(X;, X))]=@m—DE[W(X,Y)], (35)
J#i
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where X and Y are independent random variables with distribution fi,. Approximating
W (x, y) with W(x, y) on R2 , and using e*Rn = n/vB2, we have

Ry ~ Ry 2 n 2
”/o W(x,y>dun(x)dun(y)=n(/o e*dex)) =m(1—e*a*”’*n)

=v+o(l).

All other contributions are shown to also vanish in the n — oo limit in Sect. 4.2.3, where
the following theorem is proved:

Theorem 3 (HSCM satisfies (C2)) Let « > 1, v > 0, and D,, be the degree of a uniformly
chosen vertex in the HSCM(«, v) graphs of size n. Then

lim E[D,] = v.

n—oo

3.4 HSCM Maximizes Graphon Entropy

Let A € R be some interval, © a measure on A with w(A) < oo, and suppose some
p-integrable function w : A — R is given. Consider the graphon entropy maximization
problem under the constraint

w(X)Z/AW(x,y)du(y). (36)

That is, the problem is to find a symmetric function W* that maximizes graphon entropy
o[W, u, A]lin (11) and satisfies the constraint above, for fixed A and .

We note that this problem is a “continuous version” of the Gibbs entropy maximization
problem in the SCM ensemble in Sect. 2.1.2. The following proposition, which we prove
in Sect. 4.3.1, states that the solution to this problem is a “continuous version” of the SCM
solution (8):

Proposition 1 (HSCM Maximizes Graphon Entropy) Suppose there exists a solution W*
to the graphon entropy maximization problem defined above. Then this solution has the
following form:

1

* —_—
Wi = Some i1

(37
where function X is j-almost-everywhere uniquely defined on A by (36).

This proposition proves that for each n, the HSCM(w, v)’s Fermi—Dirac graphon (21)
maximizes the graphon entropy under constraint (31), because A and x in the HSCM(«, v) are
chosen such that A(x) = x. This is always possible as soon as A(x) is invertible, cf. Sect. 2.3.3.
For each n, interval A, (23) and measure w, (25) in the HSCM(«, v) can be mapped to [0, 1]
and 1, respectively, in which case A, (x) = R, + (1/«) log x, leading to (3). In other words,
node coordinates x in the original HSCM(«, v) definition in Sect. 2.3.6, and their coordinates
X in its equivalent definition with A, = [0, 1] and p,, = 1 are related by

¥ = eot(x—R,,)'
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3.5 Graphon Entropy Scaling and Convergence

To derive the rate of convergence of HSCM’s graphon entropy to zero, it suffices to consider
the classical limit approximation W (32) to W (21) on Ri. Its Bernoulli entropy (10) is

H(Wx, ) =@+ )W,y — (1 — W, y)logl — W(x, y).

Since the most of the mass of u, is concentrated near R,, and VT/(R,,, R,) — 0, the second
term is negligible. Integrating the first term over [0, R, ], we get

R, A
/0 X+ W, y)dun(x) diy (y)

RIZ
2,~20R, // (x + y)e(afl)(ery) dxdy
0

2R,
= B2e2Rn

lg

+om Y= lo +om H=v=——+0n"", (38

gﬂz

from which we obtain the proper scaling as log(n)/n. All further details behind the proof of
the following theorem are in Sect. 4.3.2.

Theorem 4 (Graphon Entropy Convergence) Let o [G,,] be the graphon entropy (18) in the
HSCM(w, v) ensemble with any a > 1 and v > 0. Then, as n — 00,

=0 (1/logn).

no(Gl
—v| =
logn

This theorem implies that o[G,] goes to zero as log(n)/n, while no[G,]/logn goes to v
as 1/logn.

3.6 Gibbs Entropy Scaling and Convergence

The last part of Theorem 1 is to prove that the rescaled Gibbs entropy (13) of the HSCM
converges to its graphon entropy (18) faster than the latter converges to zero.

The graphon entropy is a trivial lower bound for the rescaled Gibbs entropy, Sect. 2.3.2,
so the problem is to find an appropriate upper bound for the latter converging to the graphon
entropy. To identify such an upper bound, we rely on an argument similar to [41]. Specifically,
we first partition A, into m intervals /; that induce a partition of A,zl into rectangles Iy, =
Iy x I, s,t = 1...m. We then approximate the graphon by its average value on each
rectangle. Such approximation brings in an error term on each rectangle. We then show that
the Gibbs entropy is upper-bounded by the entropy of the averaged graphon, plus the sum of
entropies of indicator random variables M; which take value ¢ if the coordinate x; of node
i happens to fall within interval /;. The smaller the number of intervals m, the smaller the
total entropy of these random variables M;, but the larger the sum of the error terms coming
from graphon averaging, because rectangles I;; are large. The smaller they are, the smaller
the total error term, but the larger the total entropy of the M;’s. The crux of the proof is to
find a “sweet spot”—the right number of intervals guaranteeing the proper balance between
these two types of contributions to the upper bound, which we want to be tighter than the
rate of the convergence of the graphon entropy to zero.

This program is executed in Sect. 4.4, where we prove the following theorem:
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Theorem 5 (Gibbs Entropy Convergence) Let o[G,] be the graphon entropy (18) and
S*[G ] be the rescaled Gibbs entropy (13) in the HSCM(«, v) ensemble with any o > 1
and v > 0. Then

lim —— |S*[G,] — 0G| =0, and
n— 00 logn

. 28[G,]

lim =v

n—oo pnlogn

We remark that this theorem implies that

S[G,] ~ %n logn,

which is the leading term of the (S)CM Gibbs entropy obtained in [23]. It is also instruc-
tive to compare this scaling of Gibbs entropy with its scaling in dense ensembles with
limy— o0 0[Gy] = o[W, n, Al = 0 € (0, 00) [41]:

)
S[G,,]Nan .

Finally, it is worth mentioning that even though we use the Fermi—Dirac graphon W (21) to
define our W-random graphs, the same convergence results could be obtained for W-random
graphs defined by any other graphon W’ such that

lim nE[|W(X,Y) - W' (X, V)|] =0,
n—oo

with X and Y having density p,,. In fact, to establish the required limits, we use the classical
limit approximation graphon W instead of W. Therefore there exists a vast equivalence
class of W-random graphs defined by graphons W’ that all have the same limit degree
distribution (C1) and average degree (C2), and whose rescaled Gibbs entropy converges to
the graphon entropy of the Fermi—Dirac W. However, it follows from Proposition 1 that
among all these ensembles, only the W-random graph ensemble defined by the Fermi—
Dirac graphon (21) uniquely maximizes the graphon entropy (11) for each n, which, by
our definition of maximum-entropy ensembles under hypersoft constraints, is a necessary
condition for graph entropy maximization.

4 Proofs

In this section we provide the proofs of all the results stated in the previous section. In Sect.
4.1 we begin with some preliminary results on the accuracy of the approximation of the
Fermi—Dirac graphon W (21) by the classical limit approximation W. In the same section we
also establish results showing that the main contribution of the integration with respect to 1,
is on the positive part [0, R, ] of the interval A,, as defined by (23). In particular, we show that
all contributions coming from the negative part of this interval, i.e., R_, are o(n_l), which
means that for all our results the negative part of the support of our measure 1, is negligible.
We then proceed with proving Theorems 2 and 3 in Sect. 4.2. The proofs of Proposition 1 and
Theorem 4 can be found in Sect. 4.3. Finally, the convergence of the rescaled Gibbs entropy
to the graphon entropy (Theorem 5) is given in Sect. 4.4.

4.1 The Classical Limit Approximation of the Fermi-Dirac Graphon

We will use e~ ) as an approximation to the graphon W to compute all necessary limits.
To be precise we define
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W (x,y) = minfe~ ) 1) (39)

and show that differences between the integrals of W and W converge to zero as n tends to
infinity. Note that, instead of W, we could have also worked with the integral expressions
involving W, which might have led to better bounds. However, these integrals tend to evaluate
to combinations of hypergeometric functions, while the integrals of W are much easier to
evaluate and are sufficient for our purposes.

By the definition of W(x, y) we need to consider separately, the intervals (—oo, 0] and
(0, R,]. Since graphons are symmetric functions, this leads to the following three different
cases:

) —co<x,y<0 1) —oco<y<R,and0 < x <R, I 0<x,y <R,

For case I) we note that W, W < 1and

0
J dia e =0 7). (40)

With this we obtain the following result, which shows that for both W and VT/ only the
integration over (0, Rn]z, i.e. case III, matters.

Lemma 1
Rn ~ Rn ~ a+l
[ W amerdi = [[7 w0 din dunw = o (=)
—00
and the same result holds if we replace W with W.
Proof First note that
—Ry Ry —~ —Rn
/ Wx, y)dpn(y)dpn(x) < / dun(y) =0 (n7%). (4D
—c0 —00 —00
We show that
0 Rn ~ a+l
/ W, ) dpan () dpan() = 0 (n=5), (42)
—R, JO

which togeﬂmer with (40) and (41) implies the first result. The result for W follows by noting
that W < W.
We split the integral (42) as follows

0 pRa _
/ Wx,y)du,(y)dp,(x)
—R, JO

0 —Xx 0 R,
- / / it () djin (x) + / / e 4 (v) din ().
_Rn 0 _Rn —X

For the first integral we compute

0 —Xx 0
/ / dn (y) dptn (x) = ae™ 2R / (7 —1)e*  dx
—R, Jo —Ry

_ 672(1Rn (Oan + efotR,, _ 1) =0 (log(n)n*ot)
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Finally, the second integral evaluates to

o 0
767201R,,/ <€(a71)R,, _ ef(ozfl)x) e@=Dx gy
B —R,

(@=1)Ry —1 @
=Sk (ST R ) =0 (i),
B a—1

from which the result follows since & > (o + 1)/2. ]
We can show a similar result for H (W) and H(W).

Lemma 2

R, - Ry —~
// H (W(x,y)) dun(y)dpn(x) — //0 H (W(x,y)) din(y) din(x) = €,

o0

where

O (log(mn™®)  if l <a <2,
en = 10 (logn)*n™2)  ifa=2,
0 ( ””) ifa>2,

Moreover; the same result holds if we replace W with W.

Proof We will first prove the result for W. For this we split the interval A, into three parts
(=00, —R,1,[—R,, 0] and (0, R, ] and show that the integrals on all ranges other than [0, R,
are bounded by a term that scales as €.

Since H(p) < log(2) for all 0 < p < 1 it follows from (40) and (41) that, for all o« > 1,

// (W(x. ) dun () dpa(x) = 0 (n™%) = o(en),

Ry Ry R
/ / H(W(x,y) din(y) dpn(x) = O (n™%) = o(e,).

Hence, using the symmetry of VT/, we only need to consider the integration over (0, R, ] x
(=Ry, 0].

First we compute
H (W(x, ) = ™0 (x4 3) = (1= e log (1= e+
and observe that
—(I—elog (1 —e %) < e * forall large enough z. (43)

Now let § > 0 be such that (43) holds for all z > §. Then § < R, for sufficiently large n and
we split the integration as follows

Ry 0 R
/0 / H (W) din () dpn ()

) 0 R, 0 _
:/(.) /R H(W(x,y)) dﬂn()’)dﬂn(x)‘F/s: /R H(W(x,y)) dity () diy (x).
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The first integral is O (n~%). For the second we note that x +y > § forall y > § — x and
hence

Ru 0 R
/8 /R H (W (x,y)) dpn(y) dpn(x)

R, é—x R, 0
< / / l0g(2) ditn(y) diun(x) + / f 2 () djan ().
s J-R, 5 Js—x
For the second integral we obtain,

R, 10 (0] (log(n)n_“) if 1l <a<?2,
/ / 20 qu (y) dp (x) = | O (logm)*n™?)  if @ =2,
b Jomx 0 (n—“T“) ifa>2,
while for the first integral we have
R, §—x R,
/5 / ) 10g(2) dptn (y)din (x) < ae™2%Rn /8 e dx = O (log(n)n™).

Therefore we conclude that
(0] (log(n)n_“) ifl <a <2,

R, 0 . .
/ / H (W, ) din(0)dpa(x) = { O (logmn™?) if & =2,
0 oo ) (n—“%) if a2,

which yields the result for w.
For W we first compute that

(x + y)e*tYy

H(W(x,y)) = log (1 + ex”) T few

N ex+y
_ X+y) _ _ -
_log(1+e ) (x—i—y)—i—(x—i—y)(l 1+ex+y>

(x+y) < log (1 + e—(x+y)) +(x + y)e—(x+y).

— —(x+y)
_10g<1+e >+1+ex+y_

Comparing this upper bound to H(W(x, v)) and noting that log (1 + e_z) < e~ % for large
enough z, the result follows from the computation done for W. O

With these two lemmas we now establish two important results on the approximations

of W. The first shows that if X and Y are independent with distribution w,,, then W(X,Y)

converges in expectation to W (X, Y), faster than nl.

Proposition 2 Let X, Y be independent with density u,, and o > 1. Then, as n — oo,

a+1

E[W,y) = WX n] =0 (n=*%)
Proof Since

R, R
E[[WX.V) - WX, V)] = f/ W (x, y) = W, )| din () dptn (x),
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and |W(x, y) — W(x, y)| < 1 it follows from Lemma 1 that it is enough to consider the
integral

R, .
/fo [W(x,y) — Wx, y)| dun(y) dpn (x).

For this we note that
|W(x, y) — Wi(x, y)} < e 2,

Hence we obtain

R" o~
f/o |W(x, y) — Wx, y)| dun(y) dpn (x)

R, > o) ifl<a<2
< </ e dun(x)> =10 (10g(n)2n_2) if o =2
0 0 (n7?) if o« > 2.
Since all these terms are o(n~@T1D/2) the result follows. ]

Next we show that also H (W(X ,Y)) converges in expectation to H(W (X, Y)), faster

than n—L.

Proposition 3 Let X, Y be independent with density u,, and o > 1. Then, as n — oo,
O (logmn™) ifl<a <2
E[|H (WX, Y)—H(WX.)|] =10 (logn)*n2) ifa=2
(0] (log(n)n_z) if > 2.

Proof Similar to the previous proof we now use Lemma 2 to show that it is enough to consider
the integral

Ry R
f/o |H (W (x,y) — H (W, )| din(y)dpn(x).

Define

1

W) = ae ety

’

and note that W(x, y) = W(x,y)+ow(x,y). How fix x, y. Then, by the Taylor-Lagrange
theorem, there exists a W(x, y) < cw(x, y) < W(x, y) such that

|H (W(x,y)— H (W(x, )| = [H (cwx, y)|dwix,y)
< (|H W )|+ |H (W, »)])dwx, ).
Next we compute that
|H' (W, )| = +y), and |H (W, )| =log (e —1),

where log(e**Y — 1) < (x + y) forall x + y > 1. We now split the integral and bound it as
follows

R, R
//0 |H (W (x,y) — H (W, )| din(y) dpn(x)
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=/01/0H [ W, ) — H (W0 9))| din ) djin()
+f01 /1i |H (W (x,y) — H(W(x, )| 8w, y) dpn(y) dpn(x)
4 /IR" /OR" [H (W, ) — H (W, )| 8w (6, ) ditn () dptn(x)
< log@) /0 1 /0 T ) o)

1 R,
42 /0 /1 (x4 98w (X, ) djin (y) ditn ()

—X

R}’l Rll
+2/1 /O (x +¥)éw(x, ¥) diy (y) dpy (x)

1 1—x Ry
<1og(2) fo /O bt () djn (x) + 4 / [ G+ 9w ) s ) dia .

The first integral is O (log(n)n~—%), while for the second we have

R)I
4 f fo (x 4+ )8w (5, ) diin(y) ditn ()

R, 2 (0] (log(n)n_“) ifl<a<?2
<8R, ( / e duy, (x)) =10 (log)’n7?) ifa=2
0 0 (logmn™2)  if a > 2.

Comparing these scaling to the ones from Lemma 2 we see that the former are dominating,
which finishes the proof. O

4.2 Proofs for Node Degrees in the HSCM

In this section we give the proofs of Theorems 2 and 3. Denote by D; the degree of node
i and recall that D,, is the degree of a node, sampled uniformly at random. Since the node
labels are interchangeable we can, without loss of generality, consider D; for D,,.

For Theorem 3 we use (35). We show that if X and Y are independent with distribution
Un, then & [W(X ,Y )] — v. The final result will then follow from Proposition 2.

The proof of Theorem 2 is more involved. Given the coordinates X1, ... X, we have
D, = Z?:z W(X1, X;). We follow the strategy from [64, Theorem 6.7] and construct
a coupling between D,, and a mixed Poisson random variable P,, with mixing parameter
nw, (X), where W, (x) is given by (33) and X has distribution p,,.

In general, a coupling between two random variables X and Y consists of a pair of new
random variables (3(\ s ?), with some joint probability distribution, such that X and Y have
the same marginal probabilities as, respectively X and Y. The advantage of a coupling is
that we can tune the joint distribution to fit our needs. For our proof we construct a coupling
(D, }/’\,,), such that

lim P (D, # P,) =0.

n—oo
Hence, since D,, and 13\,, have the same distribution as, respectively D, and P, we have

P(Dy=k) =P (P, =k +P (D, =k D, # P,),
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from which it follows that |P (D,, = k) — P (P, = k) | — 0. Finally, we show that

lim P (nw,(X) > k) =P (Y > k),
n—oo

where Y is a Pareto random variable with shape vf and scale «, i.e. it has probability density
Py (y) given by (26). This implies that the mixed Poisson random variable P, with mixing
parameter nw, (X) converges to a mixed Poisson D with mixing parameter Y, which proves
the result.

Before we give the proofs of the two theorems we first establish some technical results
needed to construct the coupling, required for Theorem 2, the proof of which is given in Sect.
4.2.2.

4.2.1 Technical Results on Poisson Couplings and Concentrations

We first establish a general result for couplings between mixed Poisson random variables,
where the mixing parameters converge in expectation.

Lemma 3 Let X,, and Y, be random variables such that,
lim E[|X, — Y,|]]=0.
n—0o0

Then, if P, and Q, are mixed Poisson random variables with, respectively, parameters X,
and Yy,

PPy # Qn) = O (E[IX, — YalD),
and in particular

lim P(P, # Qn) =0.
n—o00
Proof Leta, = E[|X, — Y,|] and define the event A,, = {|X,, — Y| < /a,}. Then, since

E[X, —Y,
lim P(1X, — Y| > Ja,) < lim M:o,
n—o0

n— 00 /ay

it is enough to show that

lim P (P, # Qn, An) =0.
n—00

Take 13,, to be mixed Poisson with parameter X, + ./a,. In addition, let V,, and Z,, be mixed
Poisson with parameter min{X, + /a, — Y,, 0} and ,/a,, respectively. Then, since on A,
we have X,, 4+ /a, > Y, we get, using Markov’s inequality,
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P (P # Qus A) S P (Pu# O Py = Pos An) + P (B # Pay )

=P (P # Qus An) +P (Zo #0, An)
=P (V, #0,A) + P (Z, #0, A,)
SPVaz LA)+P(Zy 2 1, Ay) <E[1Xy + Van — Yal] + Van
<E[X,) = Yull +2Ja, = O(Jay).
Since a, — 0 by assumption, this finishes the proof. O

Next we show that W(X , Y) converges in expectation to w,(X) when X, Y have distri-

bution u,. We also establish an upper bound on the rate of convergence, showing that it

converges faster than n=!.

Lemmad Let X, Y be independent random variables with density u,. Then, as n — oo,
E[[WX.¥) = 3,00 = 0 (logtn™ +n~5*)
Proof Recall that

, where

~ wpe ™™ if0<x <R,
wp(x) =

0 otherwise
1 _ e_(a_ DR,

Ry
on= | e dunx) =
n /(; n ﬂeR”

Hence, it follows that

0 Ry _
E[|[W(X,Y) — 0,(X)|] =/ W(x, y) dpn(y) ditn(x)

Ri R
—1—‘/0\ / |W(x, y) — fﬁ,,(x)| dun(y) dpy (x),

where the first integral is O (n~@*+1/2) by Lemma 1.
To deal with the second integral we first compute

Ry, —Xx
[ [ ) dunto) = arue % = 0 (togmn ).
0 —00

Therefore we have

Rﬂ R?l o~
/0 / |W(x,y) — W (x)| dpn(y)dpen(x)

R, —X Ry n
:/ / dpn (y)dpn (x) +/ /
0 —o0 0 —X

R” RVl
< O (log(m)n™) +](; /0 e e — wn| dpn(y)dpn (x)

e~ (Y

— wye dn (y)d py (x)

R)I
= O (log(m)n™*) + a),,/o le™ — | dun(y)

We proceed to compute the last integral and show that it is O (n~=©@*1D/2)_ For this we note
that since

e’ < w, = y =< —log(wy,),
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we have

Ry
/O |7 = wn| dpn(y) = fo " (@0 — e din () + [Fiogo,) (€ = @) din(y)

For the first integral we compute

—log(wy,) -« -« 1
/ (Cl)n —_ e_y) d/,l,n(y) — ae_aR” w"i _ wni _ & +
0 o oa—1 o oa—1
—aR, —aR, —aR, Ry
_e « e o R _e o _ wpe « .
B o—1 B B
Similar calculations yield
R —R l—a ,—aR,
n . e n a) e n
[ ondin) = o e, - P
—log(wn) IB o—1
and hence,
R, —aR l—a ,—aR,
" 1 wpe T w, e
e Y — d — _ <e_R" +e—aR,,) —w, — n _ %
/(; | wn} Hn(y) B n B v—_1
1/ _ _
< E(e Rny e O‘R”) — w,.
We now use this last upper bound, together with
_ 1_67(0{71)1?,, B 1 ( R, 7o¢Rn)
wyp=——5——=—|e¢e —e ,
Bekn B
to obtain
Rll a)
wn/ le™ —wn| dun(y) < =" (e’R" +e"“"”) —w?
0 B
_ % (e—ZRn + e—azk,,) _ % (e—R,, _ e—aR,,)z
2 o
- pe—(aH)Rn -0 (,;'%) ’
from which the result follows. O
4.2.2 Proof of Theorem 2
We start with constructing the coupling (@n, }”\n), between D,, and P, such that
lim P (D, # B,) =0. (44)
n—oo
First, let I be the indicator that the edge (1, j) is presentin G,. LetX,, = X1, ..., X, denote

the coordinates of the nodes. Then, conditioned on these, we have that /; are independent
Bernoulli random variables with probability W (X, X ;), while Dy = Z?:z Ij. Now, let Q,
be a mixed Poisson with parameter Z'}-:z W (X1, X;). Then, see for instance [64, Theorem
2.10], there exists a coupling (51, @,) of D and Q,, such that

P (D # Ou|Xa) = > W(X1. X))

j=2

@ Springer



P. van der Hoorn et al.

Therefore, we get that

Ry
P(Di £ 0,) < (n—1) / / Wx, )2 ditn () it ()

R, 2 (0] (n*(o‘fl)) ifl<a<?2
<n </ e d,un(x)> =10 (logim)n™!) ifa=2
—00

0 (n") if o >2
Next, since X and X ; are independent for all 2 < j < n we use Proposition 2 together
with Lemma 4 to obtain

n
E| > WX, X)) = nidy(X1)
j=2

< (n = DE[|W(X1, X2) — Wy (X1 + E [, (X1)]
< (= DE[|[W(X1, X2) — W(X1, X2)|] + (n — DE[|W(X1, X2) — Da(X1)|]
+ B [w,(X1)]
=0 (thT_l> .
from which it follows that
lim E | |y WX, X;) = ni,(X))| | =0. (45)

n—oo
j=2

Now let 13;, be a mixed Poisson random variable with mixing parameter nw, (X1). Then by
(45) and Lemma 3
lim P (P, # 0,) =0
n—oo

and (44) follows from
P (Dy # Py) <P (Dy # On) + P (Py # 00) .

As a result we have that

lim |P(D, = k) —P(P, =k)| = lim |1P>(93n =k) —P(P, = k)|
n—oo

n—oo
= lim P (D, =k, D, # B,) < lim P(D, # P,) =0,
n—oo n—oo
(46)

We will now prove that if X has density u,, then for any r > 0
lim |P(nw,(X) >t)—PX > 1| =0. (47)
n—0o0
A sequence {P,},>1 of mixed Poisson random variables, with mixing parameters Z, con-
verges to a mixed Poisson random variable P with mixing parameter Z, if Z, converge to

Z in distribution, see for instance [63]. Therefore, since D is mixed Poisson with mixing
parameter Y, (47) implies

lim P(P, =k)=P(D =k)
n—o0o
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which, combined with (46), yields
lim P(D, =k) =P (D =k).
n—00
To establish (47), first define
€, = e @ DRy _ ,~20R,

so that

nw, (x) = # (1 - ef(“fl)R”) =Jvne ™ (1 —¢,).

Next, for all 0 < x < R,, we have that
vB(l—ey) < ”ﬁn(x) <Jvn (1 —¢,)
and hence

P(X <log(™)) ifvB(l—ey) <t =<vn(l—¢)
P (nn(X) > 1) = {1 if 1 < VB (1 —ey)
0 else.

Moreover, for any vB (1 —€,) <t < /vn (1 —€,)

P (niy(X) > 1) = P (x < log (”w”)) - /log(n% diin (x)

t oo

L - 3 e ("tf’)a (I—e)®  (48)

t

Now, fix ¢+ < vB. Then, for large enough # it holds that r < vB(1 — €,) in which case
(47) holds trivially, since both probabilities are 1. Hence we can assume, without loss of
generality that t > vB. Then for n large enough such t < \/vn (1 — €,), it follows from (48)
and (27) that

[P (n,(X) > 1) = P(Y > 1)| = ‘(?) (1—en)* — (%>

t

= (?) (I-(0—e)¥) =1 —(1—en)”,

which converges to zero as n — oo and hence proves (47).

4.2.3 Proof of Theorem 3

First using Lemma 1, we compute that
o~ Rn o~
(n—DE[WX, ] =0n- 1)/f W(x, y)dpn(y) dpn (x)
—00

Ry a—1
=(n-1 / f O dpy () dpt () + 0 (1T
0
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—1 2 o
_ (nﬂ2 ) 2R, (1 _ e—orR,l) L0 (n‘Tl)

1 2 . .
= (1) (- 0 () =veo (),
where the last line follows since —1 < —a/2 < —(a — 1) /2.
Next recall (35)

E[D,] = ZJE [W(X1, X))] =0 - DE[W(X,Y)].
j=2

Therefore, using Lemma 4 we have
[E[Dn] —vl=1[(n — DE[W(X, Y)] — v
<(m-DE[[WX,Y) = WX, V)|]+ 0 - D|E[WX, V)] -]

<0 (log(n)nf(o‘fl)) +0 (n*aT_l) ,
which yields the result.

4.3 Proofs for Graphon Entropy

Here we derive the properties of the graphon entropy o of our graphon W given by (21). We
first give the proof of Proposition 1, and then that of Theorem 4.

4.3.1 Proof of Proposition 1

Recall that, given a measure & on some interval A € R with ©(A) < oo and a p-integrable
function w(x), we consider the problem of maximizing o[W, 1] under the constraint (36),

w(x) = /A W(x, ) du(y).

In particular we need to show that if a solution exists, it is given by (37). Therefore, suppose
there exists atleast one graphon W which satisfies the constraint. For this we use the technique
of Lagrange multipliers from variation calculus [65,66].

To set up the framework, let WW denote the space of symmetric functions W : A x A —
[0, 1] which satisfy

J[ wee s dn)due < oo

A

Observe that MV is a convex subset of the Banach space Wr, of all symmetric, p-integrable,
functions W : A x A — R and that the function w is an element of L' (—oco, R) with respect

to the measure ., which is also Banach. Denote the latter space by L k u We slightly abuse
notation and write o for the functional

W //AZ HW(x,y)du(y) du(x) = o[W, ul,

and define the functional F : Wr — L}A,u by

f(W)(X)Zw(x)—/AW(x,y)du(y)-

@ Springer



Sparse Maximum-Entropy Random Graphs with a Given Power-Law...

Then we need to solve the following Euler-Lagrange equation for some Lagrange multiplier
functional A : Lk w R,

a
W(U(W) — Ao F(W)) =0,

with respect to the Fréchet derivative. By Riesz Representation Theorem, we have that for
any functional A : Ll‘ W R, there exists a A € L, uniquely defined on A, such that

A(f) = fA 200 £ () dp (o).

Hence our Euler-Lagrange equation becomes

0
s (a(W) - f A(x) (w(x) - / Wr. ) du(y)> dM(X)> o0, (49)
A A

In addition, since W is symmetric we have

1
f /A @W @ ) AR = 5 f /A 0+ 2OIW 1) () dint)

and hence, by absorbing the factor 1/2 into A we can rewrite our Euler-Lagrange equation
as

a
W <G(W) —/ A )wx) dp(x) + // () + AW (x, y)du(y) dM(X)> =0.
A A2

(50)
For the two derivatives we have
do (W) Wx,y)
=log(l — W(x, —log(W (x, = —1 —_— ),
W og( (x, ) —log(W(x, y)) og (1 — W(x,y))

(fA A )w(x) dp(x) +//A2()~(X) +)»(y))W(x,y)dM(y)dM(X)> =A(x) +2().
(D

aw

Hence, we need to solve the equation

1 ( Wx, y)
—log

m) = A(x) + A(y),

which gives (37).

There is, however, a small technicality related to the computation of the derivative (51).
This is caused by the fact that H is only defined on [0, 1]. In particular, for Wy, W> € W, it
could be that Wi + W5 > 1 on some subset C C A x A and hence H (W; + W») is not well
defined. To compute the Fréchet derivative we need H (W 4 ¢ W>) to be well defined for any
W1, Wz € W and some, small enough, ¢ > 0. To this end we fix a0 < § < 1 and define

Hs(x) = H ((1 S+ g) ,

which is just H, stretched out to the interval (—&/2(1 — §), 1 + 6/2(1 — §)). Similarly we
define o5, using Hs and consider the corresponding graphon entropy maximization problem.
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Then we can compute dos/dW, by taking a W' € W and ¢ > 0 such that W + eW’ <
1 +8/2(1 — §)). Then Hs(W + ¢W’) is well-defined and using the chain rule we obtain

(1=8)(W+eW')+6/2 )
L—(1=8)(W+eW)—-8/2)"

dHs(W w’
% =—(1- 8)W’log<
&

from which it follows that

dos(W) _
= (- 9log (1

(1—8W +5/2
—(1—5)W—5/2>'

Therefore we have the following equation

(1—8)(W+6/2
1—(1-8W-235/2

L —8)10g< )=A<x>+x(y),

which leads to a solution Wy of the form

5 ( A(.xw(,v))
1—5(1+e 0D
2
0+
(1-9) (1 +e -9 )

Since § < 1 it follows, using elementary algebra, that W (x, y) € [0, 1] forall x, y € [0, 1].
From this we conclude that Ws € W. Moreover Ws converges to (37) as § — 0. Since
o5 — o as 6 — 0, we obtain the graphon that maximizes the entropy o, where the function
A is determined by the constraint (36).

For uniqueness, suppose there exist two solutions, A1 and A; in Li\’ wto (36) and for which
the graphon entropy is maximized. Let f(x) = A1(x) —A2(x) € L}“L, sothat A1 = A2+ f.
Since A satisfies (49) it follows that, due to linearity of the derivative,

Ws(x,y) =

0
W/Af(X)W(x,y)du(y)dM(X)=0-
Now since
0
W/Af(x)W(x,y)du(y)du(x)zf(x),

it follows that f = 0, u almost everywhere on A and hence A1 = X,, u almost everywhere
on A.

4.3.2 Proof of Theorem 4

First note that Proposition 3 implies that the difference in expectation between H (W)
and H (W) converges to zero faster than log(n)/n, so that for the purpose of Theorem
4 we can approximate W with W. Hence we are left to show that the rescaled entropy
no[W, nl/log(n) converges to v. By Lemma 2 the integration over all regimes except
[0, R,]? goes to zero faster than log(n)/n and therefore we only need to consider integration
over [0, R,]%. The main idea for the rest of the proof is that in this range

H (W, )~ &+ W, y).
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Let us first compute the integral over [0, R, T? of the right hand side in the above equation.
Ru N
/ (c+»Wx, y)dpn(y) dun(x)
0

Rﬂ
— gle-20Rs // (x + 1)e@ DER gy gy
0

26_2(1+(X)Rn
= S ((a — DR, (eZaR,, +e(a+l)Rn> 2R _ ezaR,,)
= 2R (e72r  emrvme) 2 (e720 4 em2%)

B B —1)

2Rn€_2R" -1 —1 —1
= T +O0m ")=vn "logln)+ O )

which implies that
n Rll —~
(x+= W (x, y)dpn(y) dpn(x) = v. (52)

lim
n—=o0 log(n) J Jo

Next we show that

R,
n n ~ _ ~ . 1
og(n) //0 (H(W,») — x4+ W, y) din(y) dun(x)| = O (log(n)™')
(53)
which, together with (52), gives
R R
tim S ([ (W 00) din ) din0) = v (54)
n—o0 log(n) J Jo
We compute that
H(W,y)=e " +y)—1—e )0 el
) = y e —5
— W, y) — (1 — e 6)10g (1 - e—<x+y>) . (55)

Note that —(1 — e~ %) log (1 — e‘z) < e *forall z > 0. Hence, it follows from (55) that, on
[0, R, ]2,

|H (ﬁ\/(x’ y)) —(x+ y)ﬁ\/(x’ y)| - _ (1 _ e—(x+y)) log (1 _ e—(x-&-y)) < e~ (Y
= W(x, ),

so that by Theorem 3,

n Ry R R
log(n) //o (H (Wx, 9) = 0 + )W, ) dpn () dian (x)
R, >
<= / W(x, y)dpn(y) dpin(x) = O (log(m) ™).
log(n) 0

To conclude, we have

Re
oW, unl = // H (W(x,y)) din(y)dpn(x)
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R, R )
_ / /0 H (W5, 9) ditn(5)dpn() + 0 (w0 +logan™ ")

and hence, using (54),
no (W, il
im ———— =
n— 00 log(n)
4.4 Proof of Theorem 5
In this section we first formalize the strategy behind the proof of Theorem 5, briefly discussed
in Sect. 3.6. This strategy relies on partitioning the interval A, into non-overlapping subin-

tervals. We then construct a specific partition satisfying certain requirements, and finish the
proof of the theorem.

4.4.1 Averaging W by a Partition of A,

We follow the strategy from [41]. First recall that for a graph G, generated by the HSCM,

S[Gn] = E[S[Gyl%,]] = (Z)E[H(W(xl,xzm = (Z)a[Gn],

and hence
S*[Gy] = o[Gal,

where S*[G,] = S[G,]/(5) denotes the normalized Gibbs entropy.

Therefore, the key ingredient is to find a matching upper bound. For this we partition
the range A, = (—00, R, ] of our probability measure u, (x) into intervals and approximate
W (x, y) by its average over the box in which x and y lie.

To be more precise, let m,, be any increasing sequence of positive integers, {0 }o<t<m, be
such that

po=—00, and pp, = Ry,
and consider the partition of (—oo, R, ] given by
I = (pr—1, pr] forl <t <my,.

Now define J,(x) =t <= x € I;, and let M; be the random variable J,(X;),
where X; has density function w, for any vertex i. The value of M; equal to 7 indicates that
vertex i happens to lie within interval /,. Denoting the vector of these random variable by
M, = My, ..., M,, and their entropy by S[M,,], we have that

S[Gy] = SIM, ]+ S[GL M, ]

Re
< nS[M]+ (’;) f H(W(x, ) dun(y) dpn(x).

o0
where VT/(x, y) is the average of W over the square I, (x) x 1,(y). That s,

~ 1
Wy (x, y) =
Mx,y

/ W(u, v)du, (v)du,(u), (56)
L1y Yy
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with

Mx,y :/ / din (v) dy (),
Linoy 9y

the measure of the box to which (x, y) belongs.

The first step in our proofis to investigate how well W, approximates W. More specifically,
we want to understand how the difference |o[W, u,] —o [Wn, Un]| scales, depending on the
specific partition. Note that for any partition p; of A, into m,, intervals we have that

SIMl == P (M =nlog (P(M = 1)) < log(m,),

t=1

where the upper bound is achieved on the partition which is uniform according to measure
. Since

n nS[M] B 2S8[M]
log(n) (3)  log(n)(I—1/m)’
it is enough to find a partition p,, with log(m,) = o(log(n)), such that

oW, 1tn] — 6 [Wy, in]l = 0, (57)

lim
n—o0 log(n)
This then proves Theorem 5, since

n n

lim

wreq o
AL |S*[Gn] — 0[Gp]| = lim

n—00 log(n)

< gim (2O ) — o[ ]
n—o0 \ log(n) (2) log(n)

(S*(Gnl = 0[Gnl)

< i 2loglmn) iy ) — oWl ) = 0
=1 Gogond = 1/m) T Togqny 7 tW: #nd = o tWn. pall ) = 0.

4.4.2 Constructing the Partition

We will take I} = (—oo, —R,] and partition the remaining interval [—R,,, R, ] into 1og(n)2
equal parts. To this end, let n be sufficiently large so that n > vp2, take m,, = [log(n)?] + 1,
and define the partition p; by

po=—00, p1=—R,, and p;, = p;—1 + forallt =2,...,m,.

n

Note that log(m,) = O(loglogn) = o(log(n) so that all that is left, is to prove (57). In
addition,

_Rn Rn ~
1” / H(W(x, y) din(y) din(x) = O (log(n) " 'n' %),
Og(”) —00 —00

and the same holds if we replace W with W. Hence it follows that in order to establish 57
we only need to consider the integral over the square [—R;,, R,] X [—R,, R,]. That is, we
need to show

n

Ry ~
‘ // (H W, ) — H(W, ) dun() dua (x| =0, (58)

n

lim
n—o0 log(n)
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For this we compare o [W, 1,,] and G[VT/, ], based on the mean value theorem which
states that

foranya < b, 3c € [a,b], suchthat H(b) — H(a) = H'(c) (@ — b).

Here |H'(c)| = |log(c) — log(l — ¢)|, and due to the symmetry of H we get, for any
O<a<c<b<l,

min{H (a), H(b)}

H'(c)| < . 59
HOl = @bl —a1—b) 59
Note that
0< min Wu,v) < VT/,,(x, y) < max Wu,v) <1, (60)
UMy (x)> VELMy (y) U€lpy (), vEIMy ()

forallx, y € [=Ry, R,].Inaddition, forallx, y € [=R;, Ry]and (u, v) € Iy, (x) ¥ Ip,(y) We
have |[x+y—u—v| < 2R, /m, < 2/log(n)andthus|l—exp(x+y—u—v)| < 3|x+y—u—v|

by the mean value theorem. Therefore we have

|eu+v _ ex+y|
[W(x,y) — W(u,v)| =

|eu+v—x—y _ 1| |1 _ ex+y—u—v|
< min s
(1 +ex+y)(l —|—€”+v) { 1+eu+v 1+eu+v }
<3lu+v—x—ymin{W(u,v), 1l — W(u,v)},

By symmetry we obtain a similar upper bound with W (x, y) instead of W (u, v) and hence
we conclude

W(x,y) — W, v)| <3lu+v—x—ymn{W(,y),l —W(,y), Wu,v), | — W(u,v)}. (61)

Then, for any x + y < u + v there are ¢, d such thatx +y < c+d < u + v, so by (59)
and (61) we get

|H(W (x,y)) — HW(u,v)| = |[H' (W(c,d)(W(x, y) — Wu,v))l
_ min{H (W (x, y)), H(W (u, v))} IW(x, y) — W(u, v)|
min{W(x, y),1 — W(x, y), W(u,v), 1 — W(u, v)}

=3x+y—u—vl-min{HW(x,y)), HW(u,v))}. (62)

Next, for the partition p; we have

2Ry _ 2R, _log(n) —log(vp?) !
m, —1 = log(n)? log(n)? ~ log(n)’

;] =

for t > 2. In addition, (60) implies that for (x, y) € I; x I, with ¢, s > 2,
W(pi—1. ps—1) < Wa(x.y). W(x,y) < W(pr. py).

and thus there is a pair x5, 5., € Iy x I; such that Wn(x, y) = W(xgs, ys1) on Iy x I;.
Therefore, using (62), we get

|H(W(x,y)) — HW,(x, )| = |[H(W(x,y)) — HW (x50, y5.0))]
S3x+y — x5 — ys [ HW(x, y))

6
<3+ [ DHW (x, ¥) < ]—H(W(x, y)
og(n)
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Finally, integrating the above equation over the whole square [—R,,, R,,] X [—R,, R, ] we

obtain

Ry, N
VfR (HW(x, ) — H (W, ) dien () dpan ()| < W, ],

log(n)

which proves (58) since

28 Togay 1>l = oW pnll = iy, o2

(W, 1n]l =0

thanks to Theorem 4.
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