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ABSTRACT

Connected vehicle applications such as autonomous intersections
and intelligent traffic signals have shown great promises in im-
proving transportation safety and efficiency. However, security is
a major concern in these systems, as vehicles and surrounding in-
frastructures communicate through ad-hoc networks. In this paper,
we will first review security vulnerabilities in connected vehicle
applications. We will then introduce and discuss some of the de-
fense mechanisms at network and system levels, including (1) the
Security Credential Management System (SCMS) proposed by the
United States Department of Transportation, (2) an intrusion de-
tection system (IDS) that we are developing and its application on
collaborative adaptive cruise control, and (3) a partial consensus
mechanism and its application on lane merging. These mechanisms
can assist to improve the security of connected vehicle applications.
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1 INTRODUCTION

With the rapid advancement of automotive functionality and ar-
chitecture, autonomous driving and vehicular ad-hoc networks
are likely to become a reality in the near future. These highly
autonomous vehicles will be equipped with a number of multi-
modal sensors for perceiving the surrounding environment and
wireless communication modules for communicating with other
vehicles and infrastructures nearby. However, these features for au-
tonomy and connectivity also expose the vehicular systems to cyber-
physical attacks via various interfaces, including Bluetooth, Wi-Fi,
remote key access, etc. Several such attacks have been demonstrated
through concrete experiments on individual vehicles [6, 12, 15].
For connected vehicles in a vehicular network, there are also
major concerns on malicious attacks, such as network jamming and
flooding that may result in significant packet delays and losses [23],
message replay, masquerade attack, and insider attack from com-
promised vehicles or road side units [24]. As vehicles are working
within a dynamic physical world and interacting with a complex
external environment, security issue should be considered from an
architecture perspective as shown in Figure 1 and detailed below.

o The external network between vehicles should have security
mechanisms that are compatible with the existing vehicular
communication protocols such as the Dedicated Short Range
Communications (DSRC) [10].

e The gateway of a vehicle should have firewalls or intrusion
detection systems.

e The in-vehicular network of a vehicle should have light-
weight authentication and encryption mechanisms for mes-
sages on it.

e The components of a vehicle should have secure storage and
manage cryptographic keys.

The Secure Credential Management System (SCMS) [1, 2, 21]
has been proposed in recent years to establish trust between dis-
tinct entities (vehicles and infrastructures) and provide security and
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Figure 1: Illustration of in-vehicle architecture and vehicu-
lar network communication.

privacy for vehicular networks. Whyte et al. introduced the design
of SCMS in [21]. SCMS is more than a traditional public key in-
frastructure (PKI) as it provides i) scalability to support millions of
vehicles and ii) trade-offs between security, privacy, and efficiency.
SCMS provides support to enforce that a message originates from
a trusted and legitimate entity.

However, the security mechanisms enabled by SCMS are not
designed to protect against insider attacks. An insider is an entity
that has been authenticated (e.g., by SCMS or PKI), but compromised
later. Several examples include: a sensor is tempered, a hardware or
software implementation flaw is discovered, a secret key is leaked,
or a legitimate user wants to take advantage and does not follow the
protocol correctly. To protect against insider attacks, two techniques
can be used, each with a different goal: intrusion detection — to
detect anomalies, and Byzantine-resilient consensus algorithms — to
ensure a consistent view of the state of the system regardless of the
presence of compromised participants. Such algorithms are a good
fit for defending against insider attacks and can work in conjunction
with SCMS to provide insider-resilient security services.

Intrusion detection has been used before to detect in-car at-
tacks. Following a widely publicized take over of the breaking and
steering system of a Jeep [15] by injecting controller area network
(CAN) messages at higher frequency, an intrusion detection system
(IDS) [19, 20] was proposed to monitor tasks and detect timing vio-
lation of periodic CAN bus messages. Cho et al. [7] also proposed
an IDS by fingerprinting ECUs.

Byzantine-resilient algorithms [14, 16] and [3, 4] have been tradi-
tionally used to agree on a common perception of the system state,
in spite of compromised participants. Thus, they are not concerned
with detection, but with operating through attacks. To the best of
our knowledge, such algorithms have not been used in the context
of vehicular networks.

In this paper, we will discuss security issues related to SCMS,
and present two defense mechanisms that are work-in-progress.
The rest of the paper is organized as follows. Section 2 introduces a
credential management system to authenticate vehicular network
messages and entities. Section 3 discusses an intrusion detection
system and its application on collaborative adaptive cruise control.
Section 4 studies the importance and complexity of consensus for
connected vehicle applications, and presents a partial consensus
mechanism and its application on lane merging.
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2 SECURITY CREDENTIAL MANAGEMENT
SYSTEM

All networked systems, need a secure form of identification, and all
security services rely on public keys. Thus, credential systems and
PKIs are fundamental building blocks for secure systems. Consider-
ing for example a low level communication protocols like DSRC,
authentication and non-reputation of messages are needed, which
in turn require digital signatures, and public keys respectively. More
detailed credentials might be needed to ensure authorized access to
different components or to perform certain operations by entities
involved in a connected car architecture. Credentials systems might
rely on PKI to achieve their own functionality.

In this section, we overview one of the proposals for a credential
management systems for connected cars, and examine potential
attacks against it and the impact against such attacks.

2.1 SCMS Overview

We studied three documents to understand SCMS design: a research
paper [21], a white paper [1], and the proof-of-concept implemen-
tation requirements and specifications [2]. According to [1], SCMS
is a framework to issue and manage digital certificates that form
the basis of secure communication between connected cars, or cars
and vehicular infrastructure. The main goal is to provide public
keys used to digitally sign all messages exchanged. It uses an archi-
tecture where several certificate authorities (CAs) establish a chain
of trust and issue several certificates with different lifetime validity.

There are two type of entities that must be registered in the
system and obtain certificates: OBE — onboard equipment, basically
identifying a vehicle, and RSE — road side entities, identifying other
entities communicating with the vehicles.

There are several types of CAs and several types of certificates,
with different goals and validity. In terms of CAs, the following CAs
are planned: Enrollment CA, Root CA, Intermediate CA, Pseudonym
CA.From the available document it is not clear what is the hierarchy
between these CAs. The Enrollment CA is most likely in charge of
issuing OBE Enrollment Certificates (see below). The role of the
others is not very clear, however it does seem that the Root CA
might be in charge of the short-term certificates.

In the case of an OBE, the system distinguishes between network
layer authentication, achieved through Pseudonym certificates, and
application authentication, achieved through Identification certifi-
cates. Specifically, according to [1], type of certificates for an OBE
are: (1) OBE Enrollment Certificate — long-term certificate used
to request other certificates (pseudonym and identification certifi-
cates). (2) Pseudonym Certificate — short term and used primarily
for basic safety message (BSM) authentication and misbehavior
reporting. A device is given multiple certificates that are valid
simultaneously, so that it can change them frequently. (3) Identifi-
cation Certificate — short term and used for authorization in V2I
applications. An OBE has only one identification certificate valid
at a time for a given application.

For an RSE, the same type of mechanisms where a pair of long-
term certificate and short term certificates are used. Specifically,
an RSE uses (1) Enrollment Certificate — long term and used to
request application certificates. A certification process will provide
authorization for RSEs to interface with the SCMS and request an
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enrollment certificate during the bootstrap process. (2) Application
Certificate — Application certificates are used by an RSE to sign any
over-the-air messages transmitted, such as signal phase and timing
or traveler information message. There is only one application
certificate valid at a time for a given application.

The architecture also specifies a misbehaving detection entity
that is supposed to communicate with the Root CA.

2.2 Comments on the SCMS Architecture

Below we list several comments regarding the SCMS architecture
and questions that require further study.

1. Reliance on National Institute of Standards and Tech-
nology (NIST) authenticated Network Time Protocol (NTP).
It appears that clock synchronization is a requirement for SCMS,
and the proof of concept requirements specify the use of the NIST
authenticated NTP servers. Given the recent attacks shown against
NTP, using an authenticated service is a step in the right direction.

2. Size of Certificate Revocation Lists (CRLs). One of the ma-
jor problems for PKIs is how to deal with compromised certificates.
SCMS uses CRLs to address this issue. These lists are distributed
periodically, and they are digitally signed. The Transport Layer
Security (TLS)/web security community has been moving away
from CRLs to Online Certificate Status Protocol (OCSP), mainly for
scalability reasons. The size of a CRL can get very big as the number
of participants grows, and thus revoked certificates can exist. Also,
it requires participants to actively retrieve them, resulting often
in-and-out of data information. OCSP itself has limitations — it adds
delays, it requires the server to be present, and it leaves the client
wondering in case of failures. OCSP with stapling addresses some
of these issues. Recent work [11] has been looking at reducing the
size of these revocation lists.

3.Use of TLS and interaction of TLS with the SCMS. It looks
like the proposed proof-of-concept relies on TLS for the devices to
communicate with the SCMS components. Better understanding is
needed on how TLS certificates are generated, used, deployed, and
revoked.

4. Provable security for the used cryptographic construc-
tions. All the cryptographic constructions should be subjected to
security analysis with the goals of creating models for provable
security. This will not apply for example for TLS communication
subjected to TLS security proofs, but for any other form of secure
communication for which such proofs do not exist.

5.Synchronization attacks on the OBE. It was not clear what
are the time synchronization requirements with respect to OBE.
For example, attackers can influence the local clock.

6. Availability of the enrollment CA and the other CAs.
Given that the white paper talks about accessing these CAs over
the Internet, operating when they are not available should be con-
sidered. Centralization makes for easy management but does not
operates well with failures or under denial of service attacks.

7. Containment and contingency plan if any of the CAs is
compromised. Compromise of the main root CA is a very serious
problem and unfortunately in the last few years several such inci-
dents occurred. The architecture should take into account such a
worst case scenario.
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Relation between SCMS and IDS. As mentioned above, the SCMS
architecture specifies a misbehaving detection entity that is as-
sumed to communicate with the Root CA and inform detected
misbehavior with respect to the content of BSMs. An IDS can be
integrated with the misbehaving authority to inform it about mis-
behaving entities. Reports of this misbehavior can include proofs in
the form of messages signed and contain the malicious information
(thus justifying the need for non-repudiation). Note that some of
these messages may be merely a reflection of attack propagation
from along the platoon and not a malicious attack in itself. Thus,
integration of such information, say into a reputation system, must
be done very carefully not to punish honest participants.

3 INTRUSION DETECTION FOR ATTACKS
AGAINST COLLABORATIVE ADAPTIVE
CRUISE CONTROL

In this section we describe an intrusion detection approach to detect-
ing anomalies in applications for vehicular networks. Specifically,
we focus on adaptive cruise control as a representative application.

3.1 Attacks against Collaborative Adaptive
Cruise Control

Collaborative adaptive cruise control (CACC) extends traditional
adaptive cruise control (ACC) by involving the preceding car into
the acceleration computation. Specifically, in addition to measure-
ment from on-board sensors like RADAR or LIDAR, the new accel-
eration computation also leverages the acceleration information of
the preceding car, obtained through DSRC communication. In such
application, messages containing safety-critical information (e.g.,,
vehicle acceleration rate) are exchanged among vehicles via DSRC
BSMs. Each vehicle not only sends and receives messages, but also
works as a router for forwarding messages.

For CACC, we consider the attacks identified in [9]. Specifically,
we focus on the POS attack and VEL attack. The POS attack occurs
when the attacker has the ability to modify LIDAR (position) sensor
values. It operates by slowly increasing the distance measured to
the direct leader so that the follower will overestimate the gap and
follow too closely. Such attack is able to reduce the safety of the
algorithm and increase the likelihood of a crash. The VEL attack
takes place when the attacker can modify RADAR (velocity) sensor
values, and works similarly.

3.2 Intrusion Detection System

We propose an anomaly detection scheme based on the Princi-
pal Component Analysis (PCA). PCA fits a Gaussian model to the
data, and uses this representation of normal behavior to detect
anomalies. This allows the model to construct a rich representa-
tion of the data. PCA uses an eigen decomposition of the data’s
variance-covariance matrix in order to produce a few new fea-
tures which explain as much of the variance in the original data
as possible. If the eigenvalue-eigenvector pairs of this matrix are

(A1,x1), (A2, x2), . . ., (An, xpn), then the proportion of the variance
explained by the ith eigenvector is
Ai

ZiA
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Figure 2: PCA defense with no attack. Note the large number
of false positives.

Note that, because the variance-covariance matrix is positive semi-
definite, all eigenvalues are nonnegative. In order to compute the
probability of a sample s, we write the sample as a linear combina-
tion of the eigenvectors

S =81X1 +S2x2 + - - SpXp,

and compute the Mahalanobis distance from the mean as

§2
d(s) = Z Z

A simple thresholding of this distance can be used to classify a
point as an anomaly. For more information on the computation
of PCA and its use for anomaly detection, we refer the interested
reader to Section 2.2 of [18].

In our work, the features we supply are p,;4, Pnews Volds Vnews
Aold> Anews Plead: Vlead> Alead> Where pojq and ppe are the old
and new position values of the ego vehicle, v,;4 and vpew are the
old and new velocities of the ego vehicle, a,;; and apeqy are the
old and new acceleration of the ego vehicle, and p;¢ 44, Vieads 4lead
are DSRC-transmitted position, velocity, and acceleration of the
leading vehicle. We select the first two principal components as we
find this to model the original data and its interactions between
variables well.

Note that with these features, a model is represented by up to
9 vectors of dimension 9; anomaly detection is also fast — up to 9
projections onto these dimension 9 vectors. Data storage is only
6 points per observation — position, velocity, and acceleration of
both the car and its leader. This gives a detection technique with
very low storage and computation overhead.

3.3 Simulation Results

We focus on VEL and POS attacks, i.e., modifying the values of
velocity and position, respectively. We experiment with the number
of principal components and the distance threshold in order to
minimize false positives.

PCA is very effective at detecting the VEL attack with the ly-
ing magnitude ¢, = 1, as seen in Figure 3. Even with the lying
magnitude ¢, = 0.1, as seen in Figure 4, PCA is fairly effective at
detecting the attack. However, it has two failings, both stemming
from the Gaussian assumption. The first is its high false positive
rate, which detects benign points as malicious frequently, especially
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Figure 3: PCA defense against VEL attack with ¢, = 1. De-
tected attacks are shown with a gray line. PCA is quite effec-
tive at detecting this attack.
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Figure 4: PCA defense against VEL attack with ¢, = 0.1. De-
tected attacks are shown with a gray line.
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Figure 5: PCA defense against POS attack. Detected attacks
are shown with a gray line. PCA is effective in the beginning
but stops being effective over time.

in the starting period of CACC, where velocities change frequently.
This is visible when there is no attack as shown in Figure 2. The
second is that it is unable to detect the POS attack as effectively as
the VEL attack (see Figure 5). This is because that the POS attack is
comparatively more effective, and so works with a lie of less mag-
nitude. Due to these weaknesses, we have also looked to Hidden
Markov Models (HMMs) to fill these gaps.
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Figure 6: (a) Only partial agreement reached. Unsafe to
merge as vehicles 1 and 2 may collide in the middle lane. (b)
Global consensus/agreement reached. Safe to merge. (c) Par-
tial agreement reached among vehicles 1, 2 and 4. Vehicle 2
may merge into the middle lane based on its own sensors
and the communication with 4, but the case is not as safe as
in case (b). (d) Partial agreement reached between vehicles
1 and 2, and between 3 and 4. Vehicle 2 may still be able to
merge into the middle lane based on its own sensors, but the
case is not as safe as the ones in (b) and (c).

4 VEHICULAR NETWORK CONSENSUS

In this section, we investigate the importance of consensus in a
connected vehicle environment, where the participants (vehicles
and infrastructures) have to reach certain level of agreement to
ensure the desired system properties, such as safety, liveness and
deadlock-free.

Plenty of work have presented various solutions to the clas-
sical consensus problems with respect to different assumptions
on synchrony or asynchrony of the system, failure types, and re-
quirements of termination. Early techniques [14, 17] that tolerate
Byzantine faults [14] rely on the synchrony of system, and thus are
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not suitable for vehicular networks. Lamport et al. [13] provide a
fault-tolerant solution for asynchronous distributed system. How-
ever, it only assumes fail-stop faults. Feng et al. [22] address the
asynchronous consensus challenge in a multi-agent system. Their
approach overcomes the difficulties of unreliable communication
networks and is promising for connected vehicle applications that
work in continuous-state domain. However, the failure of agents is
not explicitly considered in their control strategy.

Next, we will first use a motivating example to demonstrate
various scenarios of consensus in connected vehicle applications.
We will then discuss the difficulties of reaching global consensus
in vehicular networks, especially when under malicious attacks,
and present a security-aware consensus protocol that is based on
reaching required partial consensus.

4.1 Motivating Example

A motivating example is shown in Figure 6, where four vehicles
are communicating with each other and try to reach an agreement
on lane merging choice, i.e., whether vehicle 1 or 2 should merge
into the middle lane. In Figure 6 (a), no global consensus is reached.
Only partial agreement is reached between vehicles 1 and 4 (that
vehicle 1 will merge into the middle lane), and between vehicles 2
and 3 (that vehicle 2 will merge into the middle lane), respectively.
In this case, it would be unsafe to perform the lane merging, as
vehicles 1 and 2 could merge into the middle lane at the same time.
In Figure 6 (b), all four vehicles reach a global consensus that vehicle
2 could merge into the middle lane. In this case, the lane merging
could be safely performed, assuming the vehicles use their sensors
and possibly additional communication via DSRC to maintain a
safe distance between each other during the merging.

There are more complex scenarios with different levels of agree-
ment. In Figure 6 (c), partial agreement is reached between vehicles
1, 2 and 4 to let vehicle 2 merge. It should be mostly safe to perform
the lane merging in this case. However, as vehicle 3 thinks vehicle
1 will merge into the space behind it, possibly with slower speed
and larger initial distance between them than vehicle 2 merging (or
vehicle 3 could be unaware of any merging at all), this case is not
as safe as the one in Figure 6 (b). In Figure 6 (d), partial agreement
is reached between vehicles 1 and 2 to let vehicle 2 merge; while
vehicles 3 and 4 think vehicle 1 will merge. It may still be possible
to perform the lane merging, but the case is not as safe as the ones
in Figure 6 (b) and 6 (c) — vehicles 3 and 4 could accelerate or brake
thinking it should be safe for vehicle 1, while vehicle 2 is the one
that is actually merging.

4.2 Consensus Challenges in Vehicular
Networks and Partial Consensus

The example in Figure 6 shows the complexity and importance of
addressing consensus in connected vehicle applications. On one
hand, these applications are built on distributed systems and are of-
ten asynchronous. The vehicular communication network is ad-hoc
and its topology changes dynamically. There could be Byzantine
faults caused by equipment failure, packet losses, or security attacks
(e.g., jamming and flooding attacks on communication channels,
or insider attacks). With these challenges, it may take significant
amount of time (if ever) to reach global consensus in connected



ICCAD ’18, November 5-8, 2018, San Diego, CA, USA

vehicle applications. Note that in traditional computing systems, it
has been long shown that consensus without sacrificing liveness
is impossible for asynchronous distributed systems, known as the
FLP Impossibility [8]. In time-critical connected vehicle applica-
tions, waiting for a long time to reach global consensus not only
affects liveness property, it may significantly worsen system per-
formance and even cause incorrect functionality — as the physical
environment and system dynamics evolve over time.

On the other hand, for many connected vehicle applications,
partial agreement among participants may already be sufficient
to achieve the desired functionality and performance. As shown
in Figure 6 (c) and Figure 6 (d), the lane merging could be safely
performed with partial agreement and additional constraints on
how vehicles 3 and 4 may operate. Next, we will address such notion
of partial consensus/agreement in lane merging application. We
will leverage the consensus strategy as discussed in [3] and [5],
to coordinate a local group of n autonomous vehicles with the
consideration of Byzantine faults in an asynchronous system.

4.3 Partial Consensus for Lane Merging

System Model. We assume that vehicles are free to propose lane-
change (lane merging) maneuvers that are allowed in traffic. Let
cr = (Is,1lz,pi) denote a lane-change maneuver for vehicle p;
to go from a starting lane I to a destination lane [;. Let C =
{c1,...,cm, P} denote the set of allowed lane-change maneuvers,
including the special case of no lane-change, denoted by ¢. Every
time a vehicle p; intends to make a lane-change, it has to first
propose an x; € C and broadcast x; to all other vehicles. Let
X = {xj|1 < i £ n} C C be the collective set of all the initial
proposed lane changes. Finally, we define k-set consensus as: each
vehicle p; has to decide on a single choice y; € X and the size of
the collective set of the decided values F = {y;} is at most k.

Broadcast Primitive. We leverage the broadcast primitive pre-
sented in [3] to facilitates all correct vehicles to communicate with
each other and validate/accept values (an abstract notion repre-
senting any concrete information in practice), as shown in Algo-
rithm 1. Three types of messages are used during the broadcast
primitive procedure: Initial, Echo and Ready. We require vehicle p;
to first broadcast its value v; through an initial message Initial(v;).
When any vehicle p; receives Initial(v;) or enough number of Echo
or Ready messages from other vehicles, p; broadcasts a message
Echo(v;,pj) to inform all other vehicles. When p; knows that enough
number of vehicles have received messages about v;, it broadcasts a
message Ready(v; p;). Finally, once vehicle p; has received enough
Ready(v; pj) messages, it validates and accepts v;.

The k-set Consensus Protocol. We integrate the above broadcast
primitive procedure into the k-set agreement protocol proposed
in [5], and apply it to our lane changing application, as shown
in Algorithm 2. Each vehicle p; keeps a state vector T; to record
the state (in this case the lane-change proposals) of all vehicles. In
Step 1, if vehicle p; proposes a lane-change choice x; € C, it sets
corresponding entry T;[i] = x;, otherwise T;[i] = ¢. An partial
order < is defined on these state vectors. T; < T; if Vk < n, T;[k] =
¢ Vv Ti[k] = Tj[k]. Moreover, T; < T; if T; < Tj A T; # Tj.

In Step 3, the Update(T;, Tj) function updates the state vector
of a vehicle p;, following two rules: a) if T;[k] = ¢ A Tj[k] = ¢
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Algorithm 1: Broadcast Primitive: BroadcastPrimitive(v;, p;)

1 Vehicle p; broadcasts Initial(v;) to all other vehicles;

2 for each vehicle p; do

3 Step 1: wait until the receipt of Initial(v;), or (n +t)/2
Echo(v;,py), or (t + 1) Ready(v;,pi.) messages from other
vehicles (with various k indices), p; broadcasts an
Echo(v;,pj) to all other vehicles;

4 Step 2: wait until the receipt of (n + t)/2 Echo(v;,py) or
(t + 1) Ready(v;,py) messages, p; broadcasts a
Ready(vi,pj) to all other vehicles;

5 Step 3: wait until the receipt of (2t + 1) Ready(v;,py)
messages, p; validates and accepts value v;;

then T[k] = ¢, and b) if T;[k] = x; V Tj[k] = x; then T[k] = x;.
We use a Timeout() function to help terminate the process in case
of long communication delay or persistent packet losses (either
due to unreliable communication channels or malicious attacks
such as jamming or flooding). In Step 4, the Decide(T;) function
makes a lane-changing decision y; € X from the proposals in T;.
The decision could be based on the priority among vehicles, the
urgency of the merging, the estimated time for merging, etc. If the
Timeout() function is not evoked, the protocol ensures that there
are at most k decisions at the end of the protocol.

Algorithm 2: Asynchronous k-set Consensus Protocol

1 for each vehicle i do

2 Step 1: Construct an initial vector T;:
3 T;[i] = x; if p; decide to change lane or ¢ otherwise
4 Vi#iTiljl=¢
5 Step 2: BroadcastPrimitive(T;, p;); setr = 1
6 Step 3:
7 while not Timeout() do
8 for each received vector Tj do
9 if received vector Tj is not a decision vector then
10 if T <T; then
11 ‘ continue ;
12 else if T; == T; then
13 r=r+1
14 if r < n-k+1 then
15 ‘ continue ;
16 else
17 | break ; // go to step 4
18 else
19 ‘ T; = Update(T;, Tj), go to step 2 ;
20 else
21 ‘ setT; =Tj;
22 Step 4: y; = Decide(T;); broadcast T; as a decision vector

System Safety Objective Evaluation. Note that the partial con-
sensus protocol in Algorithm 2 ends whenever there are no more
than k different decisions. It does not distinguish between different
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partial consensus scenarios that have the same number of deci-
sions. As we can see from Figure 6 (a), (c) and (d), which all have
two decisions, these scenarios may exhibit different levels of safety.
Thus, even though knowing the number of decisions provides use-
ful information on system safety (e.g., global consensus with one
single decision is the best scenario), we need to further evaluate
the various partial consensus scenarios individually (a limitation of
Algorithm 2). Next, we will discuss how this may be done for the
lane merging application.

Upon the termination of Algorithm 2, we assume the size of the
collective decision set is k” < k. Let P; denote the set of vehicles
that decide on the same lane-change choice y;. We consider the
following scenarios:

e Scenario 1: All vehicles agree on the same choice y, ie,
k’ = 1. In this case, the system has the highest level of safety,
similar to the case in Figure 6 (b).

e Scenario 2: There exist two lane-change decisions y; and y;
with the same destination lane, initially proposed by vehicles
pu and py, respectively. Furthermore, p,, € P;, and py, € P;.
That is, p, and p, both think they can perform the lane
change, and the destination lane is the same. This case has
the lowest level of safety, similar to the case in Figure 6 (a).

e Scenario 3: First, the condition for Scenario 2 is not true.
Furthermore, there exist two lane-change decisions y; and
y;j with the same destination lane. This means that there are
vehicle(s) that do not propose to change lane themselves,
but have a wrong understanding of (or not aware of) which
vehicle(s) will perform the lane change. This is similar to the
cases in Figure 6 (c) and (d).

The quantitative evaluation of different scenarios, in particular
Scenario 3, could be quite complicated. It will depend on the in-
volved vehicles’ current positions, speeds, accelerations, and very
importantly, their corresponding decision y; (i.e., their understand-
ing of which vehicle(s) may perform lane change). We plan to
investigate this in our future work.

5 SUMMARY

In this paper, we addressed some of the security issues in connected
vehicle applications, with consideration of attacks on communica-
tion channels and insider attacks. We presented and discussed three
defense mechanisms targeting safety, authenticity, and security.
Possible future work includes development of more thorough and
general defense mechanisms and the integration of multi-dimension
security services.
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