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Abstract—Securing the Intellectual Property (IP) from 

counterfeiting is an important goal towards trustworthy 

computing. Camouflaging of logic gates is a well-known 

technique to prevent an adversary from de-layering the 

chip and stealing IP. In this paper, we propose threshold 

voltage modulation to realize 2-input static camouflaged 

logic that can hide six functionalities. We extend the 

concept of threshold-voltage defined logic to propose 

multi-input camouflaged gates capable of hiding six 3-

input Boolean functions (NAND, NOR, AOI, OAI, XOR, 

XNOR). We also propose interconnect camouflaging 

technique which hides the original connectivity of nets 

using a novel threshold-voltage defined pass transistor 

mux. Since threshold voltages are asserted during 

fabrication and are difficult to identify during optical 

Reverse Engineering (RE) based techniques, the 

adversary will be forced to launch a brute-force search. 

We present a thorough analysis of RE effort and 

overheads associated with the proposed camouflaging 

techniques. The proposed methodology is demonstrated 

using fabricated test-chip in 65nm technology. 

Keywords—Reverse Engineering; Threshold Voltage; Gate 

Camouflaging; Interconnect Camouflaging 

I. INTRODUCTION 

Reverse Engineering (RE) of an Intellectual Property (IP) [1-

2] is a process of identifying its design, functionality, and 

structure. In the RE method, the adversary de-layers the IC, 

determines the gate functionalities and their connectivity 

information, and, reconstructs the netlist. This technique has 

been originally used by industries with the mindset of 

gathering information on its competitors, to confirm the 

functionality of their own design, and to ensure the legitimacy 

of circuits. However, the advanced adversaries can exploit 

this technique with an ill intention to steal and pirate the IP to 

illegally sell in the black market. RE is also a threat for 

defense sector due to sensitive IPs related to national security.  

Camouflaging of gates have been proposed [3] to affordably 

hide the logic functionality and make the RE economically 

non-profitable or extremely difficult. The primary objective 

of gate camouflaging is to hide the functionality of a few 

chosen gates (since camouflaged gates are typically area, 

delay and power intensive) to increase RE effort of adversary 

while keeping power, performance and area overhead 

minimal. The camouflaged gates can assume functionalities 

such as AND, OR, XOR, etc. Although the exact gate 

functionality is hidden, the adversary can still create a partial 

netlist with other known gates and go through guess-and-

validate process to reverse engineer the missing gate 

functionality. This is achieved by making a guess about the 

gate function, finding test patterns to confirm the guess, and 

then applying these patterns to both a partial netlist and a 

golden chip. If the outputs match, then the guess is correct; 

else the adversary guesses a new gate functionality and 

repeats the procedures. The RE effort is also shown which 

involves the time needed to identify all camouflaged gate 

functionalities.  

It has previously been shown that careful camouflaging of 

~10-40% gates can increase the RE effort significantly [4]. 

Table I shows a comparison of existing camouflaging 

techniques in terms of overhead, logic style and security 

vulnerabilities. Dummy contact [2], programmable standard 

cell [5], and filler cell [6] based camouflaging have been 

proposed in past for Integrated Circuits (IC). The downside of 

these techniques is that they are either process costly or leave 

layout level clues. For sequential circuits, additional logic 

(black) states are introduced in the finite state machine [7], 

which allow the design to reach a valid state only using the 

correct key.  In combinational logic, XOR / XNOR gates are 

introduced to conceal the functionality [8-9]. Gate 

TABLE I. COMPARATIVE ANALYSIS OF GATE CAMOUFLAGING TECHNIQUES 

Feature / 

Technique 

Hollow 

Via [2] 

Programmable 

Standard Cell [5] 
Filler Cells [6] 

VT Static 

Gates [10] 

VT Dynamic 

Gates [11] 

MUX 

Gate [12] 

CamoPerturb 

[24] 

# of functions 3 Varies Varies 6 2 
22^m for 

2m:1 MUX 
Varies 

Area overhead 3.06X Not Disclosed Not Disclosed 10.5X 4.25X 1.15X 1.09X 

Delay overhead 1.32X Not Disclosed Not Disclosed 1.51X 11.48X 1.48X 1.01X 

Power overhead 3.67X Not Disclosed Not Disclosed 8.75X 3.83X N/A 1.19X 

Static/dynamic Static Not Disclosed Not Disclosed Static Dynamic Static Static 

Security 

vulnerability / 

weaknesses 

Requires 

hollow via 

tech. 

Ctrl inputs have to 

be stored on-chip 

[14] 

Filler cells do 

not drive any 

active logic 

[14] 

Fab house 

will know 

transistor VT 

Fab house 

will know 

transistor VT 

De-

synthesis 

attack [15] 

Uses dummy 

contacts 

Note: All comparisons are done with respect to a standard NAND gate. 
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camouflaging based on the transistor threshold voltage (VT) 

programmable switch that turns ON/OFF based on VT 

assertion has been proposed in [10-11]. Other threshold 

voltage defined (TVD) gates based on dynamic logic have 

been explored in [29], along with improvements on it such as 

post-manufacture programming (PMP-TVD [30]) using HCI 

(Hot Carrier Injection), and pseudo-static TVD logic [31].  

Split manufacturing [1] has been proposed to make the IC 

fabrication more secure and robust against RE. This technique 

separately manufactures the front-end (transistors) in an 

untrusted foundry whereas the back-end (interconnect) is 

manufactured in the trusted facility. This makes the RE and 

Trojan insertion more challenging for the adversary since the 

connectivity information is hidden in the untrusted foundry. 

Furthermore, since the front-end fabrication cost is higher 

than the back-end, the cost benefit of outsourcing the 

fabrication is still preserved. Although this technique is 

effective in preventing RE, it can be susceptible to yield loss 

during stacking due to via misalignment. Furthermore, it still 

requires trusted foundry and costly assembly process. Some 

recent advances in camouflaging techniques explore AND-

tree structures [23] and min-term manipulation [24] to protect 

against de-camouflaging attacks such as Boolean satisfiability 

(SAT) [22]. Secure interconnect camouflaging have also been 

explored in literature that provides resilience to SAT-based 

attacks [27, 28]. MgO based dummy contacts for 

transformable interconnects have been explored in [33]. 

Obfuscating the interconnects by logic locking and split 

manufacturing have been explored in [34], while cross-bar 

architectures have been utilized to achieve logic locking in 

[35]. It should be noted that such dummy contact based logic 

locking requires process change and are expensive. 

Furthermore, [34] also relies on split manufacturing or a 

trusted BEOL (back end of line), which increases 

manufacturing cost and also results in yield loss. Other mux-

based interconnect camouflaging requires some NVM storage 

to hold the secret select line information, which can lead to 

loss of security.  

In this paper, we propose a VT-defined multi-input 

camouflaged gates and a novel interconnect camouflaging 

technique to hide the connectivity information between gates. 

The proposed camouflaging techniques are achieved through 

VT modulation (implemented by changing channel doping 

concentration during manufacturing) of transistors which 

leaves no layout trace. The proposed camouflaged gates can 

exhibit six Boolean functionalities. The proposed 

interconnect camouflaging technique relies on careful 

selection of nets based on the net selection methodology 

(Section V) to maximize the RE effort. The interconnect 

camouflaging technique is achieved by inserting multiplexers 

(muxes) in the design as illustrated in Fig. 1 using a C17 

circuit as an example (from ISCAS85 benchmark [15]). The 

original connection is shown in thick black lines whereas the 

dummy connection is shown in light grey (highlighted in 

dashed-circle). If the adversary does not know the multiplexer 

select signal, he will resort to exhaustive reverse engineering. 

This, in turn, will increase the RE effort. The RE effort could 

be further increased by increasing the number of fake signals 

using N:1 mux. Since mux design is low-overhead in 

comparison to the camouflaged gates, the proposed 

interconnect camouflaging technique is light-weight while 

being effective. VT-defined switch is used to design a 

multiplexer which is used to remove select signal requirement 

and to camouflage interconnects without incurring excessive 

overhead. 

VT modulation is a well-known technique that is used 

extensively in the semiconductor industry for trade-off 

between power, performance and robustness. Therefore, the 

proposed VT based camouflaging comes without adding 

process cost. It is important to note that VT could be reverse 

engineered by inspecting the transistor doping using Focused 

Ion Beam (FIB) and Scanning Electron Microscopy (SEM) 

[16]. However, this process is expected to be very expensive 

and since ICs contain billions of transistors, identifying the 

randomly placed camouflaged gates and successively 

identifying the dopant levels of the transistors in the 

camouflaged gates could be tedious, thereby making the 

reverse engineering process economically unviable. 

Therefore, the IP could still be protected from low-cost 

optical RE. Thus, since the VT of a transistor is opaque to the 

adversary, it becomes difficult to guess the functionality of 

the circuit even if the adversary can optically inspect the 

layout of the camouflaged gate. As a result, the adversary 

resort to RE-intensive trial-and-error approach. 

This paper extends our previous work on threshold-defined 

logic gates [17] [20]. We have included discussions on switch 

optimization, process variation considerations, VSN and VSP 

routing, and security implications in Section II. In addition, 

we have provided detailed analysis of 3- and 6-function 

camouflaged gates in Section III. Furthermore, we have 

proposed a novel interconnect camouflaging technique in 

Section V that utilizes a threshold voltage-defined pass 

transistor based mux to protect IPs. Sandia Controllability / 

Observability Analysis Program (SCOAP) [21] has been 

incorporated for all RE effort calculation and comparative 

results are presented throughout the paper. Various attack 

models for all of gate camouflaging techniques are presented 

in the Section VI to underscore the importance of 

camouflaging technique vulnerabilities. Validation of our 

 
Fig. 1. Concept of interconnect camouflaging using mux. The real 

connection is shown using thick lines. The RE effort will involve 

guessing a connection and validating it by running test patterns. 
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technique using test-chip results is shown in Section VII 

Lastly, the overall comparative analysis of existing gate 

camouflaging techniques with respect to the proposed gate 

and interconnect camouflaging technique is presented in 

Table I.  

In summary, we, (a) propose a 2-input camouflaged gate 

design capable of performing six complex Boolean functions; 

(b) propose a multi-input camouflaged gate design capable of 

performing six complex Boolean functions; (c) perform threat 

assessments on the proposed designs based on delay and 

power profile with respect to temperature; (d) propose an 

interconnect camouflaging technique using VT-defined 2:1 

and N:1 (where N = 4, 8 and 16) mux; (e) employ SCOAP 

based netlist generation algorithms for both gate and 

interconnect camouflaging and analyze the respective area, 

power and delay overheads; (f) quantify RE effort for the 

proposed camouflaging techniques using basic SAT-based 

solvers [22]; and (g) experimentally evaluate our proposed 

technique on a 65nm test-chip. 

II. DESIGN AND ANALYSIS OF VT-DEFINED SWITCH 
 

In this section, we present the switch design and optimization 

and discuss design and security concerns. 

A. Switch Design 

We propose a switch that turns ON/OFF based on VT asserted 

on it. The switch is realized by using conventional NMOS 

transistors with the gate biased at the mid-point between 

nominal NMOS and PMOS threshold voltages i.e., 

0.5(VTN+VTP) (Fig. 2(a)). Therefore, the switch conducts 

when low VT (LVT) is assigned during manufacturing. This 

is since VGS = 0.5(VTN+VTP) > LVT. The switch stops 

conducting when high VT (HVT) is assigned (VGS < HVT). 

The cartoon of transistor I-V curves for NVT, LVT and HVT 

transistor is shown in Fig. 2(b). The ION and IOFF that can be 

obtained by assigning LVT and HVT is also shown. A good 

VT-defined switch should offer high ION and low IOFF. Fig. 2(c) 

depicts the ION/IOFF ratio with respect to the offset in 

LVT/HVT values compared to NVT. It can be observed that 

the gate voltage, HVT, LVT values and transistor sizes can be 

tuned to maximize the ION/IOFF ratio. For NMOS-switch, 

higher HVT values and lower gate voltage is good for IOFF 

(leakage) whereas lower LVT and higher gate voltage is good 

for ION (performance). 

B. Switch Optimization 

It is noteworthy that LVT and HVT in a process technology 

is optimized based on factors such as, leakage and 

performance of combinational logic. Therefore, it is likely 

that the proposed camouflaging will end up using the pre-

defined HVT and LVT values. However, if the optimization 

option is made available to the camouflaging designer, then 

security could be factored in along with leakage and 

performance to decide the optimal values of HVT and LVT 

as described in this Section. 

C. Process Variation Considerations 

One valid concern with the proposed threshold-defined switch 

is the impact of process variation. However, it should be noted 

that the threshold-voltage variation is a function of transistor 

geometry. Therefore, the width of threshold-defined switch is 

kept larger to minimize the effect of variation and keep the 

LVT and HVT values distinct from NVT values. Furthermore, 

when standard LVT and HVT values are used without 

optimization, a fixed VSP and VSN may not be enough to cover 

the process corners. In such a scenario, the VSP and VSN values 

can be dynamically tuned based on the process corner using 

PVT measurement circuits on chip. However, this will 

increase circuit complexity and add to the area overhead. 

D. Routing of VSN and VSP and Security Implications  

The proposed camouflaging technique requires routing of 

gate voltages VSN (for NMOS) and VSP (for PMOS) signals to 

the gates of the threshold-defined switches. Therefore, the 

adversary will be able to know the position of the switches 

after RE. In fact, the adversary will be able to identify the 

location of the camouflaged gates during the RE. Therefore, 

VSN and VSP signals don’t provide any extra information to 

the adversary. Note that it is not possible for the adversary to 

know the voltage levels of these two DC signals during RE. 

Furthermore, the voltage levels don’t reveal any information 
regarding the state of the switches which is governed by the 

VT assignment. Since VSP and VSN signals drives the transistor 

gates, they don’t carry significant currents. Therefore, the 

drop in these signals is minimal and they can be routed with 

less restrictive constrains to minimize overhead. Since the 

number of camouflaged gates in the design is 5%-15% the 

routing complexity is expected to be low.  

(a)   (b)  (c)  

Fig. 2. (a) VT programmable switch. HVT: OFF, LVT: ON. PMOS switch works similarly; (b) cartoon of I-V curves of NVT, HVT, and 

LVT transistors. The ION and IOFF depends on the LVT and HVT values as well as on gate voltage biasing; and (c) LVT/HVT shift from 

NVT for high ON/OFF ratio (optimal current ratio). 

HVT
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III. DESIGN AND ANALYSIS OF 2-INPUT 

CAMOUFLAGED GATES 

In this section, we will discuss the design and analysis of 

proposed two-input camouflaged gates that exhibit 6 

functions and 3 functions (lower overhead) [17].  
A. Proposed Camouflaged Gate (2-input 6-function) 

Fig. 3(a) depicts the schematic of the proposed two-input 

camouflaged gate. The camouflaged gate hides six logic 

functionalities (AND, OR, NAND, NOR, XOR, and XNOR). 

A function is selected by asserting LVT to the corresponding 

switches listed in Fig. 3(b). For example, by setting S2 and S7 

to LVT and every other switch to HVT, AND logic can be 

realized as shown in Fig. 3(c).  

B. Low-Overhead Camouflaged Gate (2-input 3-function) 

The camouflaged gate proposed above offers high resistance 

to RE since it exhibits 6 functionalities. However, it comes at 

the expense of design overhead. We propose a low-overhead 

flavor of camouflaged gate with 3 functions i.e., NOT, NAND 

and NOR (Fig. 3(d)). This design is based on static CMOS. 

The switches that have to be asserted with HVT and LVT are 

also seen in the figure.  
C. Design Space Exploration 

For the design space exploration of these proposed gates, we 

have used PTM 45nm technology [18]. The LVT and HVT 

values are chosen by determining their offset (Δ in Fig. 2(a)) 

from NVT value. For example, if the NVT of NMOS 

transistor is 0.62V, an offset of 0.1V (i.e., Δ = 0.1V) means 
that the LVT is 0.52V and HVT is 0.72V. Additionally, we 

evaluate the delay of various gate topologies to explore the 

optimal offset voltage. The gate delay with the offset of 

LVT/HVT values from NVT is shown in Fig. 4(a). The higher 

offset shows lower delay. This is because lower LVT reduces 

the resistance of ON switch whereas higher HVT increases 

resistance of OFF switch. In addition, the impact of switch 

bias voltage on delay is shown in Fig. 4(b). A higher gate 

voltage lowers the resistance of ON switch making the circuit 

faster. Considering the optimal delay from Fig. 2(c) and 4(a)-

(c), an offset voltage of 0.35V from NVT is selected for 

LVT/HVT. The switch bias voltage is selected to be 0.68V. 

Note that the analysis is done for the NMOS switch. Moreover, 

similar analysis holds true for PMOS switch. 

In addition, we optimize this design to lower delay overhead 

by: (i) separating the P and N switch gate voltages and biasing 

them to improve the robustness; and (ii) sizing the transistors 

accordingly. Note that the performance and area of the 

proposed camouflaged gates are strongly correlated to the 

resistance of ON and OFF switches in the path.  Considering 

the widths of all the switches, area of the proposed 

camouflaged design is calculated to be 2.64µm2
 and 1.44µm2

 

for 6-function and 3-function camouflaged gate respectively.  
D. Analysis of Camouflaged Gates 

Table II shows the comparative analysis of the 6-function 

camouflaged gate and Table III shows the comparative 

analysis of the 3-function low-overhead camouflaged gates 

with some recent works on threshold voltage defined gates, 

such as TVD [29] and PMP-TVD[30]. Although, our area 

overheads are slightly higher than [29], our design 

outperforms both [29] and [30] in terms of delay overhead, 

while keeping the power overhead comparable to the others. 

Although the TVD gates can implement 16 Boolean 

functionalities, they are implemented in dynamic logic. Hence 

 (a)  (b)  (c) (d)  

Fig. 3. (a) Proposed 2-input 6-function camouflaged gate; (b) selection of switches required to exhibit respective functionality (remaining 

switches are programmed HVT); (c) example portraying AND logic selection; and (d) proposed low-overhead 2-input 3-function 

camouflaged gate. 

(a)  (b)  (c)  

Fig. 4. Selection of VSN and offset from NVT: (a) delay optimization for various gate topologies; (b) switch gate voltage biasing for delay 

optimization; and, (c) switch sizing for optimimum delay with correct functionality. 
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they are best suited for low complexity circuits with limited 

area budgets, but not as scalable as the proposed static logic 

implementations. It can be observed that our 3-function 

camouflaged gate displays lower overhead with respect to 

standard gates than 6-function camouflaged gates. This is 

largely due to low-overhead design requiring fewer NVT 

transistors (3 INVs in 6-function while only 2 INVs required 

for 3-function). The proposed gate should be used judiciously 

in the design to minimize the overall design overhead. System 

level techniques such as converting off-critical path gates 

(lower delay overhead), low-activity gates (lower power 

overhead) and more complex gates (lower area overhead) to 

camouflaged gate can be used to minimize the overheads.  

For thermal analysis, we swept the temperature from -25C to 

150C, to account for unspecified operating temperatures 

(assuming specified operating temperature to be between -

10C and 90C) that can be exploited by adversary to create 

side channel (later discussed). Fig. 5(a) shows the plot for the 

gate delays with temperature variations for each of the six 

configurations. The leakage power consumption with 

temperature variations is shown in Fig. 5(b). The gate delay 

increases with temperature. This is primarily due to the 

reduction of VT at higher temperature turning the HVT 

switches weakly ON and contending with the signal. Since the 

camouflaged gate delay depends on the selected functionality 

one can conclude that a single camouflaged gate can leak gate 

information through delay and leakage signatures. However, 

our detailed analysis of multiple camouflaged gates in circuit 

indicate that the side channel information is naturally 

obfuscated (Section VI).  

E. Simulation Results 

We tested our camouflaged circuit with basic SAT-based 

solver proposed in [22]. We replaced gates using a SCOAP 

based algorithm and the random replacement strategy which 

selects gates randomly. The SAT-based solver source code is 

publicly available to be used in the main author’s webpage 
[22]. This simulation was executed on an Intel Core i7-6700 

3.4GHz Quad Core processor with 16Gb of RAM running 

Ubuntu 16.04 LTS x86_64 Operating System.  

Fig. 6 shows the simulation results of RE effort for gate 

camouflaging using (a) 3-function and (b) 6-function. The RE 

effort is written in terms of seconds (System CPU time) and 

the results that are hovering above ~106 seconds were deemed 

to be unsolvable (highlighted with red circle on the figures) 

and had to be manually terminated. Among obtained 

simulation results, the longest time the SAT-based solver took 

without having to manually terminate was 74456 seconds for 

c2670 benchmark using 6-function using 15% random 

camouflaging technique. These RE effort results are 

comparable to some recent camouflaging techniques [23, 24]. 

Analytical proof of SAT-resilience of our technique is out of 

scope for this paper, however, such proofs have already been 

demonstrated in [27, 28]. Since our camouflaging technique 

TABLE II. OVERHEAD COMPARISON  OF  6-FUNCTION CAM GATE 

WITH RESPECT TO STANDARD CELLS 

Functionality Area  Delay Power 

AND 11.8X 1.6X 17.4X 

OR 11.8X 1.4X 14X 

NAND 11.9X 2.9X 23X 

NOR 11.9X 2.7X 21.8X 

XOR 5.9X 1.5X 10.6X 

XNOR 5.9X 1.7X  1.8X 

TABLE III. COMPARISON OF PROPOSED 3-FUNCTION CAM GATE WITH 

SIMILAR WORKS WITH RESPECT TO STANDARD CELLS 

 3-Func. CAM TVD[29] PMP-TVD[30] 

 Area  Delay Power Area Delay Power Area Delay Power 

NAND 6.89X 1.98X 4.53X 3.7X 3.2X 1.6X 7.3X 6.6X 9.2X 

NOR 6.89X 1.51X 5.14X 3.7X 2.6X 1.9X 7.3X 5.4X 4.0X 

  
(a) (b) 

Fig. 5. (a) Delay; and, (b) power profile with temperature variations 

of the 2-input camouflaged gate configurations. 

(a)  (b)  

Fig. 6. RE effort using SAT-based solver for 2-input: (a) 3-function; and (b) 6-function gate camouflaging (random / SCOAP)  
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is based on a MUX-based approach, it is expected to provide 

similar SAT-resilience guarantees.  

We can observe that by increasing the number of functions 

and using our proposed camouflaging strategy, the RE effort 

improved and few circuits became unsolvable although they 

were solvable for 3-function. Additionally, it can be noted that 

there are few exception benchmarks which become 

unsolvable independent of its benchmark size (such as c2670 

breaking the norm of linear increase of the RE effort with 

respect to gate counts of benchmarks). Larger benchmark 

circuits can also be simulated to evaluate the effectiveness in 

imposing higher RE effort. However, such large benchmark 

simulation is beyond the scope of this paper. Our results are 

based on a basic SAT-solver, hence, smaller benchmark 

circuits may not be as resilient under more sophisticated SAT-

solver based attacks. 

The overheads associated with 5%, 10% and 15% 

camouflaging are shown in Fig. 7-8. We compared the 

overheads for the different percentages of camouflaging 

based on random, SCOAP/HTCO (explained in the following 

section), HDS and HTRE replacement mechanisms (the 

details of the last two can be found in [36]).  

F. Camouflaging Strategy and Evaluations 

Since camouflaged gates are area, delay and power intensive, 

they cannot be used frequently in the design. Gate selection 

techniques such as, random, non-resolvable and output 

corruptibility have been proposed [2] and can be used in this 

work. However, we employ a controllability (CC) and 

observability (Obs) based algorithm (HTCO) to identify 

interconnects/gates based on quantifiable values to maximize 

RE effort. Controllability and observability metrics have been 

widely used in literature to analyze testability of digital 

circuits [25, 26]. The difficulty of controlling and observing 

logical values of 

internal nodes 

from circuit I/O 

determines the 

ease of testability 

of the circuit. 

Hence it follows 

that these metrics 

are suitable for 

determining 

camouflaging 

complexity, as 

the primary 

objective of camouflaging is to increase the RE effort for 

determining circuit functionality. We first compute the CC 

and Obs values using SCOAP [21] for every net and its 

number of fan-outs in a circuit. The ‘0’ and ‘1’ controllability 
(CC0 and CC1) and observability values provides a relative 

difficulty of controlling and observing a logic signal of a 

particular net. By selecting the net with low CC0, CC1 and 

Obs values, it is possible to increase the RE effort of 

adversaries. Note that the controllability and observability of 

the net is assigned the same value as the controllability and 

observability of the gate that is driving the net. For the nets 

with fan-outs (FO), the controllability and observability is 

propagated to all fan-out nets.  

Fig. 9 displays the netlist generation algorithm for the gate 

camouflaging technique using the controllability and 

observability metrics (SCOAP) which is implemented in C++ 

and tested using HSPICE simulation. The algorithm imports 

Verilog benchmarks and finds controllability / observability 

values of the gates (step 2) and then assigns these values to 

the output nets (step 3). Upon obtaining these parameters, we 

sort the output nets in descending order based on 

 
Fig. 7. Area, delay and power of benchmarks with x% (x=5, 10, 15) camouflaging with listed techniques (Random, HTCO, HDS, and HTRE) 

using 3-functions camouflaged gate. 

 
Fig. 8. Area, delay and power of benchmarks with x% (x=5, 10, 15) camouflaging with listed techniques (Random, HTCO, HDS, and HTRE) 

using 6-functions camouflaged gate. 

  
Fig. 9. Netlist generation algorithm for gate 

camouflaging 
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CC0+CC1+Obs value (step 4). When nets are sorted, we 

select dummy / fake nets based on the priority of CC0, CC1, 

Obs, and fan-outs parameters (step 5). By selecting the fake 

nets that are difficult to control and observe, we can further 

improve RE effort (This is further evident from observing the 

output shown in Fig. 6). Afterwards, camouflaged gates are 

inserted, and the new netlist is created. This netlist is used for 

the Synopsys Design Compiler [19] to perform synthesis and 

to evaluate the overall design in terms of area overhead, 

propagation delay, and power consumption compared with 

the original ISCAS85 benchmarks (shown in Fig. 7-8).  

IV. DESIGN AND ANALYSIS OF 3-INPUT 

CAMOUFLAGED GATES 

In this section, we will extend the 2-input camouflaged gates 

further and propose three-input camouflaged gate that 

exhibits 6-function [20].  

A. Proposed Camouflaged Gate (3-input 6-function)  

The proposed 3-input camouflaged gate is shown in Fig. 

10(a). This design consists of 6 inverters, 4 pass transistors, 2 

level restorers and 11 VT-defined switches. It is a two-stage 

design with the first stage generating a Boolean output based 

on the first two inputs, A and B. The third input C is attached 

to the second stage. The first stage essentially performs 2-

input AND, OR and XOR functions. The second stage can 

perform 2-input NAND, NOR, XOR and XNOR functions. 

Combining these two stages in series generates the different 

3-input Boolean functions. The VT-defined switches, 

numbered from S1 to S11 can be selectively set to HVT or 

LVT to configure the gate to dynamically modify the circuit 

to behave as a particular function. Fig. 10(b) shows the six 

different functions that the camouflaged gate can perform 

along with the corresponding switches that needs to be turned 

ON to configure the circuit. The switches are in an OFF (ON) 

state when it is set to HVT (LVT).  

The six functions performed by the proposed gate are NAND, 

NOR, AOI, OAI, XOR and XNOR. All the switches are 

initially set to HVT. In case of the NAND gate for example, 

in the first stage, switches S3 and S4 are set to LVT to turn 

them ON. The inputs to the first stage are the first two inputs 

A and B. This makes the first block function as an AND gate 

performing AB. In the second stage, switched S7 and S8 are 

set to LVT to turn them ON. The inputs to the second stage 

are the third input C and the output of the first stage, 

designated as node N6. This makes the second block function 

as a two input NAND gate using the aforementioned two 

inputs. Thus, the final output from the second stage is (ABC)’, 
i.e., NAND on inputs A, B and C. The other five functions are 

generated in a similar manner using the switches in Fig. 10(b).  

The logic blocks are designed based on a 2-input pass 

transistor logic. The inputs are used in normal and 

complemented form by using CMOS inverters. The outputs 

in each stage are obtained in complemented form by using 

additional inverters and level restorers as the output at nodes 

N5 and N11 do not generate the full swing from 0 to 1. The 

four pass transistors (X1, X2, X3 and X4) are NMOS 

transistors set to normal VT.   

B.  Simulation Results 

Similar design space exploration from 2-input camouflaged 

gates is applied to both 3-input and N-input camouflaged 

gates. We used PTM 45nm technology [18] for the design and 

analysis. However, the inverters are sized with a β-ratio of 

2.25, where the NMOS width is chosen as 1.6µm. The NMOS 

pass transistor widths are set to 3µm. The width of the VT-

defined switches is set to 3.2µm. Due to the incomplete 

swings at the outputs of Cam1 and Cam2 blocks, PMOS level 

restorers are used to generate a complete swing. The level 

restorers for Cam1 and Cam2 blocks are sized at 0.2µm and 

0.4µm respectively. The simulations are performed assuming 

an operating temperature of 25C.  

Fig. 11(a) shows the calculated delay and power for the six 

functions of the 3-input camouflaged gate compared to 

standard 3-input CMOS implementations. The average delay 

 

 (a) (b)  

Fig. 10. (a) Proposed 3-input 6-function camouflaged gate showing 

Cam1 and Cam2 blocks, (b) selection of switches required to exhibit 

respective functionality (remaining switches are programmed HVT). 
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Fig. 11. (a) Delay and leakage comparisons for the 6 camouflaged configurations; temperature analysis on (b) delay profile and (c) power 

profile of the 3-input camouflaged gate configurations. 
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is 178ps (3.03X overhead compared to standard CMOS) and 

average dynamic power is 8.282 µW (12.33X overhead 

compared to standard CMOS) for the 6 configurations. The 

total transistor count for the 3-input camouflaged gate is 29, 

compared to the standard 3-input CMOS implementations 

having transistor counts of 6 for NAND, NOR, OAI, AOI (5X 

overhead), and 30 for XOR and XNOR (no overhead). Since 

the proposed gate fuses 6 functionalities, the area benefit with 

respect to cumulative sum of 6 discreet normal gates is 

approximately 65%. 

We repeat the thermal analysis on 3-input camouflaged gates. 

Fig. 11(b) shows the plot for the gate delays with temperature 

variations for each of the six configurations. The power 

consumption with temperature variations is shown in Fig. 

11(c). From the graphs it can be seen than the NAND 

configuration delay gradually increases with temperature. At 

higher temperatures, the gate experiences glitches due to 

higher delays. The remaining five configurations have 

consistent delays, reaching the highest at approximately -25C. 

The average delay at high operating temperature (100C) is 

similar to that at normal temperature (25C). Beyond 100C, the 

curves tend to rise again. The initial consistency of the delay 

could be a result of the increasing ION due to the reduction in 

VT. At much higher temperatures, the delay increases due to 

the reduction in carrier mobility. The power profiles are 

nearly identical for all the six functions, first reaching a peak 

around -40C, then stabilizing around 20C, and finally 

increasing steadily above 50C. The average power 

consumption at 100C is 1.18X higher than at 25C.  
V. INTERCONNECT CAMOUFLAGING TECHNIQUE 

In this section, we introduce a novel VT-defined mux used for 

interconnect camouflaging, design space exploration and 

methodology to identify interconnects that can be obfuscated.     
A. Proposed Multiplexer Design and Challenges 

 The VT-defined switch [10] is optimized to suit the mux 

application. In the proposed mux, the real path contains LVT 

pass transistor and the fake paths contain HVT pass transistor 

(Fig. 12(a)). This eliminates the need of a mux select input as 

VT value inherently determines the input selection. Since an 

NMOS transistor cannot pass a strong input ‘1’, we 
incorporate a level restoring weak HVT PMOS transistor 

(highlighted with dashed-circle in Fig. 12(a)) to pull the 

NMOS pass transistor output to full-rail. The level restoring 

transistor helps full voltage swing of the degraded input and 

improves the low-to-high transition.  

Furthermore, it eliminates the static current from the output 

inverter. The sizing of this level restoring PMOS transistor is 

done carefully so that it does not contend with the mux inputs. 

The alternative design technique to avoid level restoring 

transistor is to use full transmission gates (with NMOS and 

PMOS in parallel as shown in Fig. 12(b)). This method will 

allow both strong input ‘0’ and ‘1’ to be passed through the 
muxes, but incurs significant power, delay, and size overhead 

due to requirement of large PMOS transistors. From Fig. 

12(c), it can be seen that transmission gate design increases 

area and power overhead especially for wide input mux 

designs. The pass transistor NMOS-only mux logic allows the 

proposed design to be compact without incurring significant 

overhead. The 2:1 NMOS mux is comparable to 2-input 

minimum sized NAND gate in terms of delay.  

B. Design Space Exploration 

For the design space exploration, we also used PTM 45nm 

technology [18]. The LVT and HVT values are chosen by 

determining their offset (Δ in Fig. 2(a)) from NVT value. We 

sweep both offset (Δ) and gate voltages (VSN) and calculate 

the delay and leakage power of 8:1 and 16:1 mux circuit. The 

offset voltage (Δ) is swept from 0.35V to 0.5V in steps of 

0.05V for NMOS. The switch gate voltage (VSN) is swept 

from 0.1V to 0.5V in steps of 0.05V. Fig. 13(a) shows the 

delay and leakage power values with offset (Δ) and Fig. 13(b) 

shows the delay when gate voltage (VSN) are varied. Using the 

information from these two plots, we choose the optimum 

values of Δ (= 0.35V) as we prioritize minimizing the leakage 

value due to pass transistor design. We have selected VSN 

value to be 0.7V to balance out the increased delay resulted 

(a)  (b)  (c)  
Fig. 12. (a) The proposed pass transistor NMOS-only based 2:1 mux; (b) the Transmission (TR) gate based 2:1 mux; and (c) attributes of the 

proposed N:1 mux for NMOS-only mux and TR-gate mux. 

(a)  (b)  (c)  (d)  

Fig. 13. Selection of VSN and offset from NVT: (a) 8:1 mux delay and leakage vs offset; (b) 8:1 mux delay vs VSN; (c) 16:1 mux delay vs 

offset; and, (d) 16:1 mux leakage vs offset. The optimal choice of offset is also shown by dashed lines. 
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from selecting the lowest Δ value. These attributes are used 

for simulating 2:1, 4:1, 8:1, and 16:1 muxes. A similar trade-

off study is conducted between the delay and leakage power 

for 16:1 mux (Fig. 13(c)-(d)).  

C. Selection of Qualified Nets 

To maximize the RE effort, it is critical to camouflage the nets 

that cannot be reverse engineered through simple intuition. 

For example, if net N1 (which is a single fan-out net) in Fig. 

14(a) is camouflaged using a mux as shown in Fig. 14(b), then 

reverse engineering becomes straightforward. This is true 

since N1 cannot float in a valid design. This leaves the 

adversary to conclude that N1 and N2 are connected without 

running any simulation. We discard such single fan-out nets 

from the selection algorithm. In contrary, if a multi-fan-outs 

net such as N2 is selected for mux insertion, then the 

adversary cannot figure out the connection between N2 and 

N3 (Fig. 14(c)). Such nets are considered qualified nets in the 

proposed camouflaging procedure. 

D. Net Selection Methodology 

To select interconnects for camouflaging, we employed a 

similar methodology used to select gates which was explained 

in the Section III(E). However, for interconnect selection 

strategy, we additionally incorporate the fan-out (FO) values 

on top of CC and Obs values. Incorporating the number of 

fan-outs increase a circuit’s RE effort, as previously explained 

(Fig. 14). Therefore, following modifications are made on the 

gate camouflaging algorithm (Fig. 15):  

1) When we assign the metric parameter in step 3, we 

now include fan-out values of respective gates for 

metric calculation.  

2) We add an additional step (step 4) which calculates 

the number of fan-outs of the nets and assign them 

to the corresponding parent net. This new metric 

value will be used for sorting. 

3) Mux insertion rather than gate insertion in step 7.  

In addition to the above technique, we also select nets 

randomly for camouflaging. The fake nets are randomly 

selected and the RE effort and overheads are compared with 

respect to the CC/Obs based selection methodology.  
E. Simulation Results and Analysis 

In this section, we evaluate the design overhead using 

Synopsis Design Compiler [19] for ISCAS85 benchmarks 

[15]. Since VT-defined muxes are not included in standard cell 

library, we have created a liberty file of the proposed muxes 

with values characterized using HSPICE simulation. We 

evaluated area, delay, and power of benchmarks replaced with 

2:1 to 16:1 muxes for 5% camouflaging using the CC/Obs 

based net selection methodology. Compared to the original 

(“No Mux”) design, the average overhead is found to be 15% 

(area), 20% (delay) and 14% (power) for 5% camouflaging 

(Table IV). The values for 10% camouflaging are 26%, 41% 

and 22%. For 15% camouflaging, the values are 33%, 44% 

and 29%. From these results, we can observe the linear 

relation of overhead with respect to the number of 

camouflaged nets. Explanation of these results are: 1) the area 

overhead linearly increases as wider muxes require additional 

transistors; 2) the delay overhead increases due to the longer 

propagation delay from cascaded mux design; and 3) wider 

muxes incur additional power. Our results are comparable to 

the interconnect obfuscation technique in [34], providing 

linear overheads. Although our performance overheads are 

slightly higher than [34], it is to be noted that [34] considered 

m=2 (2 wires per input) for their evaluated design, while our 

technique can uses up to 16:1 mux, thereby providing more 

complexity in the number of configurations. 

The interconnect camouflaging technique using 8:1 mux was 

tested using the SAT-based solver [22]. For this comparison, 

we have omitted the random camouflaging technique 

depicting SCOAP to provide much improved result. 

Therefore, we have only compared SCOAP methodology of 

interconnect camouflaging using 8:1 mux with respect to 3-

function and 6-function gate camouflaging technique. This 

result is depicted in Fig. 16, where it can be seen that 8:1 mux 

interconnect camouflaging technique yielded in average 

improved RE efforts of 117%, 74%, and 106% for 5%, 10%, 

and 15% camouflaging respectively with respect to 6-function 

camouflaged gates. It is important to note that although the 

8:1 mux interconnect camouflaging technique resulted in 

improved RE effort, it incurred much higher overhead. 

TABLE IV. AVERAGE OVERHEAD PERCENTAGE OF N:1 MUX FOR 5% 

CAMOUFLAGING NETS 

Gate Area  Delay  Power 

2:1 mux 15% 20% 14% 

4:1 mux 22.43% 38.12% 13.99% 

8:1 mux 25.32% 41.08% 16.23% 

16:1 mux 34.99% 49.29% 19.41% 

    
 (a) (b) (c) 

Fig. 14. Example of qualified nets selection: (a) original circuit; (b) 

single-fan-out net which is selected for mux insertion. Since N1 

cannot float, the adversary can easily guess that N1 connects to N3. 

We disqualify such nets for mux insertion; and (c) multi-fan-out net 

N2 is selected for mux insertion. Adversary cannot guess connection 

between N2 and N3. Such nets are qualified for selection. 

 
Fig. 15. Netlist generation algorithm for interconnect camouflaging 
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Therefore, the interconnect technique needs to be sparingly 

used and on the occurrence where the robustness is prioritized 

over the possible overhead concerns. The delay in the 

combinational logic can somewhat be alleviated by reducing 

the clock frequency or by using LVT transistors for the gates 

in the critical path to optimize the delay for that path. If further 

logic optimizations are required, it may need retiming, in 

which case further logic validation needs to be performed.  
VI. ATTACK MODELS 

In this section, we explore the possible attack models on the 

proposed 2-input and 3-input camouflaged gates.  

A. Leakage Side Channel 

Leakage power signature of a circuit can serve as another 

important side channel that can be exploited by the adversary 

to identify the functionality of a camouflaged gate. Fig. 17(a) 

and Fig. 18(a) show the leakage power variations of a single 

2-input and 3-input camouflaged gate respectively with 

temperature when the inputs are set to 2’b00 and 3’b000. The 

leakage profile shows a steady increase in power with 

increase in temperature. For a single 2-input camouflaged 

gate there are distinct cluster of NAND+XOR+OR and 

NOR+AND+XNOR especially at high temperature. The 

adversary can exploit it to identify the gate functionality. For 

3-input camouflaged gates, there are two distinct clusters, 

with one containing the profile for NAND only, and the other 

containing the rest. This shows that the adversary can identify 

NAND by its lowest leakage (our study refutes this though).  

Fig. 17(b) shows the leakage due to two 2-input camouflaged 

gates and Fig 18(b) shows the leakage for combinations of 

two 3-input camouflaged gates. For the combinations of two 

2-input gates, there are six different clusters at high 

temperature (~90C). However, the gate combination with 

XNOR (e.g., XNOR+NOR) is in specifically distinct region 

of leakage power compared to the AND (e.g., AND+AND) 

and NAND (e.g., NAND+NOR) combinations. This 

separation of regions effectively creates three unique clusters 

separated into AND (lower-end), XNOR (middle-end), and 

NAND (high-end). This information could be a side channel, 

however, our study shows that the netlist with few 

camouflaged gates can obfuscate this signature. Since leakage 

power is additive in nature, for a full circuit. the total leakage 

of the circuit is the sum of leakage without camouflaging and 

the leakage of all the camouflaged gates. Hence, it follows 

that the full curcuit leakage behavior will show similar trends 

as in Fig. 17. 

B. Delay Side Channel (for 3-input camouflaged gates) 

Variations in temperature can reveal the camouflaged 

functionality of a circuit through path delay. An adversary can 

expose the circuit outside of normal operating temperatures to 

force a functional breakdown or determine some insights 

about the functionality. It can be seen previously from Fig. 

11(a) that the delay profiles of NOR, XOR and XNOR are 

similar with respect to temperature. AOI and OAI 

configurations are also alike, and lower than the others. The 

NAND configuration is the most vulnerable as its delay 

significantly higher and sensitive to temperature. If the 

adversary has been able to separate out multiple instances of 

3-input camouflaged gates, he can trigger a transition through 

a selected camouflaged gate and measure the output path 

delay by sweeping the temperature. At around 100C, a 

significantly high delay can identify the NAND functionality. 

Mid-range delays can identify one of AOI or OAI gates, and 

low-range delay can identify the remaining. By combining 

side channel information, the adversary can narrow down his 

search space and lower his RE effort.  

C. Dynamic Power Consumption Side Channel 

Active power consumption is another side channel signature 

for an adversary to profile the camouflaged gate to determine 

TABLE V. PERFORMANCE OVERHEADS OF NAND-RO WITH 2-INPUT 

3-FUNCTION CAMOUFLAGED GATE (EXPERIMANTAL DATA) 

Type Area  Delay  Power 

NMOS switch 2.89X 33X 14X 

CMOS switch 3.05X 0.78X 0.83X 
Note: Fabricated gates have been upsized to minimize the impact of process 

variations. Comparisons are drawn w.r.t. a standard NAND-RO. 
(a)  (b)  

Fig. 17. Leakage power signature (2-input camouflaged gates) for (a) single gate instance; and, (b) combination of two gates. 

 
Fig. 16. RE effort comparisons for 3-function gate camouflaging, 6-

function gate camouflaging, and 8:1 mux interconnect 

camouflaging. 
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its functionality or narrow down search space. From Fig. 5(b) 

and Fig. 11(b), both 2-input and 3-input camouflaged gates 

show different power profiles per group of instances. 

Although at lower operating temperatures, the power profiles 

for the configurations are similar, the adversary can expose 

the circuit to high operating temperatures (above 100C), 

where high power consumption can identify cluster of gates 

by minimizing the group space. For example, 2-input 

camouflaged gates show that NOR, NAND, XNOR have 

similar profile while 3-input camouflaged gates show NAND 

and NOR have similar profile as temperature increases.  

D. Comparative Analysis of Gate and Interconnect 

Camouflaging  

We conducted comparative analysis of RE effort between 

gate and interconnect camouflaging technique (shown in Fig. 

17). Mux-based interconnect camouflaging technique was 

found to offer the best RE effort only when mux became 8:1 

or larger. Therefore, 3-function gate camouflaging technique 

should be used when the overhead is priority concern and 

interconnect camouflaging technique (8:1 mux or larger) 

should be used when the robustness is priority concern. 

We also conducted comparative analysis of area, delay and 

power overheads for gate and interconnect camouflaging 

techniques (figures omitted for brevity). We used 3-function 

and 6-function gates for each metric. We noted that 

interconnect camouflaging using 2:1 mux resembles that of 3-

function gate camouflaging technique in terms of area, delay 

and power overhead. The interconnect camouflaging using 

2:1 mux is 5%, 9% and 8% better in terms of area, delay and 

power overhead respectively with respect to 6-function gate 

camouflaging while offering higher RE effort. 

In regards to side-channel attacks, we have only shown the 

results for the gate camouflaging technique in this section. As 

shown in Fig. 17, our design provides higher resilience 

against side-channel attacks when a variety of gates are used 

to hide the signature. In contrast, interconnect camouflaging 

is not susceptible to side-channel attacks as the mux-based 

design is inherently symmetric with respect to the net 

selected/unselected by the LVT/HVT transistors, and thus, 

shows the same signature irrespective of the chosen net. 

VII. TEST-CHIP EXPERIMENTAL RESULTS [32] 

A. Test chip design 

The proposed camouflaging technique is experimentally 

evaluated by implemented in ST-Micro 65nm technology [32]. 

The die-image with the design 

components (annotated) is 

shown in Fig. 18. The design is 

composed of three sets of 23 

stage ring-oscillators (ROs). 

With one set being the reference 

(normal gate-based RO), the 

second set being the only 

NMOS-based (pass transistor) 

camouflaged gates and the third set being the full CMOS-

based (transmission gate) camouflaged gates. Each set is 

composed of the six-logic function-based camouflaged RO. 

For example, the camouflaged gates are configured as NAND 

gates in the NAND-RO. Buffers are placed in-between each 

stage of RO to provide optimal swing. Additionally, the above 

sets (and ROs) are power-gated to ensure only the set being 

currently used is selected (turned ON). The output of all the 

sets are MUXed to a single output pin. The VT switch voltage 

(VSN and VSP) are generated via a resistance ladder. A total of 

8 voltages settings are present for both VSN and VSP, with VSN 

ranging from 300mV to 650mV and VSP ranging from 500mV 

to 850mV (for a supply voltage of 1.2V) with a 50mV step. 

The VT defined switches are enlarged to reduce process 

variation induced VT shift. The performance overheads as 

obtained from experimental data are shown in Table V.  

B. Basic Setup 

The experimental setup is composed of a logic analyzer (to 

scan in control data), a high-sampling oscilloscope and a dc-

power supply. An oscilloscope is used to capture the 

oscillations of NMOS-switch based NAND camouflaged gate. 

C. Process Variations 

We have analyzed the frequency response of the NMOS and 

CMOS-switch based camouflaged gates for 10 test-chips (Fig. 

19). We observe ~5% variation in the frequency distribution 

for each function. The designs exhibit less sensitivity to 

process variation due to the enlarged switches. 

D. Temperature Variations 

Fig. 20(a) illustrates the impact of temperature on the 

oscillation frequency of the NMOS switch-based RO. With 

the increase in temperature, the transistor’s VT reduces, which 

correspondingly shifts the HVT and LVT values. If left 

 

Fig. 18. Test-chip die image 

  

(a) (b) 

Fig. 20. (a) Variation of oscillating frequency under change in 

temperature for an NMOS-switch based RO; (b) Optimal VSN bias 

shift under the effect of temperature (65ºC). 
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Fig. 19. Frequency distribution of 10 die for both the NMOS-switch 
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unchecked, the OFF switches with HVT will turn ON. This in 

turn will start contending with internal signals and corrupts 

the functionality. Therefore, VSN and VSP need to be adjusted 

appropriately to restore the optimal functionality. This is 

illustrated in Fig. 20(b), where the device is heated to a 

temperature of ~65ºC and the VSN bias is swept from 300mV 

to 650mV to find the optimal bias point for a NMOS-based 

RO. It must be noted that the VT of the device reduces by 

~2mV for each degree rise in temperature, which would 

therefore shift the VT of the device by ~80mV at 65ºC. From 

the experiment, we observe that the optimal VSN bias point 

has shifted from 500mV at 25ºC to 450mV at 65ºC. This 

result indicates that bias voltage can be optimized to counter 

the effects of temperature. All modern processors include 

temperature sensors. The temperature and supply voltage 

combinations can be used to select appropriate VSN and VSP 

settings for the robust operation of the camouflaged gates.  

VIII. CONCLUSION 

In this paper, we proposed a VT-defined camouflaged gates 

and a novel interconnect camouflaging technique to hide the 

functionality and connectivity information. By manipulating 

the threshold voltages of the transistors, the circuit is shown 

to configure itself to six different logic functions for different 

inputs, thereby hiding the true nature of the circuit from the 

adversary. In addition, by camouflaging interconnects, we 

maximize the adversarial RE effort with minimal overhead. 

Simulation as well as experimental test-chip results validate 

the effectiveness of our proposed approach.  
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