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Insights into the roles of water on the aqueous
phase reforming of glycerol†

Tianjun Xie, Cameron J. Bodenschatz and Rachel B. Getman *

Aqueous phase reforming (APR) of sugar alcohol molecules derived from biomass, e.g., CxH(2x+2)Ox (aq) +

xH2O → xCO2 (g) + (2x + 1)H2 (g), creates hydrogen gas sustainably, making it an important component of

future bio-refineries; however, problems with the cost, activity, and selectivity of present precious metal

based catalysts impede its broader adoption. Ideally, new catalysts would be designed to optimize activity

and selectivity; however, a comprehensive understanding of the APR mechanism is lacking. This is compli-

cated by the fact that the primary biomass-derived sugar alcohols are large molecules (meaning that their

reaction networks are large) and because of the presence of liquid water. Water influences catalytic phe-

nomena in multiple ways, including altering the thermodynamics of catalytic surface species and participat-

ing in catalytic reactions. Understanding the mechanism of APR requires understanding these various effects;

however, computational strategies based solely on density functional theory (DFT) are computationally pro-

hibitive for such large and complicated reaction networks. In this work, we investigate the mechanism of

APR reactions in the context of glycerol reforming. To calculate the reaction network, we combine DFT cal-

culations, force-field molecular dynamics (MD) simulations, linear scaling relations (LSRs), transition state

scaling (TSS) relationships, and data from the literature into a microkinetic model. The microkinetic model is

run under vacuum and aqueous phases in order to learn about the roles of water molecules on the mecha-

nism of glycerol APR. We identify four such roles: providing surface hydroxyl groups, which promote oxida-

tion of surface CO formed in glycerol decomposition; promoting C–H scissions; promoting O–H scissions;

and inhibiting the thermodynamics of decarbonylation of C3 intermediates.

1 Introduction

As the main byproduct of biodiesel production, glycerol
(C3H8O3) is produced in surplus. There is thus interest in find-
ing ways to convert it to more valuable products. One method
for converting glycerol is aqueous phase reforming (APR). In
APR, glycerol and/or other polyols (glucose, sorbitol) are
converted to H2 (g) and CO2 (g) over supported metal catalysts
in aqueous conditions.1–4 The process is run at relatively low
temperatures (around 500 K) just above the saturation pressure
of liquid water. APR thus provides a sustainable source of H2 (g)
and can be carried out at mild conditions. The H2 that is pro-
duced could be used in a biorefinery, for example, supplying the
H2 (g) needed for hydrodeoxygenation of biomass derivatives
such as phenol (i.e., C6H5OH + H2 → C6H6 + H2O).

5 However, to
date, H2 yields have been low. A goal within the catalyst research
community is to solve this problem, which first requires improv-
ing our understanding of the APR catalytic mechanism. From a
big-picture standpoint, the mechanism of APR involves three
branches: dehydrogenation (R–H* + * → R* + H*, where * are
catalyst sites), decarbonylation (R–CO* + * → R* + CO*), and
water-gas shift (WGS; CO* + H2O→ * + CO2 + H2). However, elu-
cidating the individual steps in the different branches is not
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straightforward for multiple reasons, including the large sizes
and complex structures of APR feed molecules (which result in
large reaction networks and numerous possible catalytic inter-
mediates) and the aqueous reaction conditions themselves.

Given their strength in providing insight about molecular
level details, computational strategies have contributed to un-
derstanding the mechanism of APR. For example, DFT stud-
ies have shown that catalytic glycerol reforming follows the
path α-carbon dehydrogenation → β-carbon dehydrogenation
→ hydroxyl group dehydrogenation → decarbonlyation.6–12

Our group is particularly interested in how the water environ-
ment influences the catalysis. Water is known to influence
catalysis in multiple ways, including altering the energies of
catalytic species via hydrogen bonding and other interactions
(e.g., van der Waals effects),13–28 influencing the dominant re-
action pathway,14,15,23–25,29–31 and participating in the cata-
lytic chemistry (e.g., by enabling proton transfer).29,32 We
have previously investigated how the energies of catalytic spe-
cies that could be involved in APR are influenced by the
aqueous phase environment.33,34 In this work, we continue
that investigation and additionally explore the roles of water
on the mechanism of glycerol APR over a Pt(111) catalyst.

Specifically, we use a combination of density functional
theory (DFT) calculations, force field molecular dynamics
(MD) simulations, and microkinetic modeling to learn about
the mechanism of glycerol APR under aqueous conditions.
Building on the literature, we construct and employ linear
correlations for estimating the energies of catalytic C3 species
in order to reduce the computational cost associated with
studying such a large reaction network. Specifically, we use
linear scaling relationships (LSRs)34–43 built in our prior
work34 to estimate the energies of catalytic reactant and prod-
uct species. Further, we build transition state scaling (TSS)
relationships6,44–50 to estimate the energies of transition
states involved in dehydrogenation, decarbonylation, and
hydrogenolysis reactions (R–OH* + * → R* + OH*) involving
C3 catalytic intermediates. To investigate the ability of H2O
to participate in the catalysis, we additionally simulate water-

mediated dehydrogenation (R–H* + nH2O* → R* + H O2 1n n  * )

and hydrogenolysis steps (R–OH* + H O2 1n n  * → R* + (n +

1)H2O*). We combine all of our calculated energies with ener-
gies obtained from the literature40,51–53 for reactions involv-
ing C2 and C1 intermediates as well as WGS reactions into a
microkinetic model, which we use to probe the mechanism
of glycerol APR. Our results indicate that H2O molecules play
at least four roles in the APR of glycerol: supplying OH* for
the WGS reaction, promoting C–H bond scissions, promoting
O–H bond scissions, and inhibiting decarbonylation of C3
species.

2 Computational details

We calculate energies for this manuscript in two ways: explic-
itly and using linear relationships. In explicit calculations,

catalytic species are modeled under structures of liquid water
using a multi-timescale method that combines DFT calcula-
tions and molecular dynamics simulations. This method is
discussed below and elaborated in the ESI† section S5.

2.1 Simulation supercell

Pt(111) surfaces were modeled using three-layer 4 Pt × 4 Pt

orthogonal slabs (i.e., with symmetries of p 2 2 7 4 2  −

R90°) in periodic supercells. The slabs were constructed by
cleaving a (111) surface from the calculated structure of bulk
Pt. Catalytic intermediates and transition states were opti-
mized on the topmost Pt layers only, and only one catalytic
intermediate or transition state was included per slab, yield-
ing a total coverage of 1/16 monolayer (ML, where 1 ML = 1
catalytic intermediate or transition state per surface Pt atom).
The orthogonal supercells had dimensions of a = 11.22 Å and
b = 9.72 Å. A total of 36 H2O molecules were added to the
supercell in the space above the Pt(111) surfaces. It has been
shown by López that rigidity in the liquid H2O structure can
influence reactivity.54 To ensure that liquid H2O is simulated
at the correct density for the reaction conditions, i.e., T = 500
K and P = 50 bar, the c dimension of the supercell was deter-
mined using MD simulations performed in the NPT ensem-
ble. This procedure is elaborated upon in section S2 of the
ESI† as well as in an upcoming publication from our group.55

Briefly, after the H2O molecules are added to the supercell, a
5 ns MD simulation is performed in the NPT ensemble at a
target temperature and pressure of 500 K and 50 bar, which
are maintained by the Nosé–Hoover thermostat and barostat.
The first 2 ns of the NPT simulation are used for system
equilibration and the remaining 3 ns are used to determine
the average value of the c dimension. The value of the c di-
mension that yields the proper H2O density for these super-
cells is 20.18 Å. The resulting liquid water density is 0.857 g
cm−3, which is similar to the density of saturated liquid water
at 500 K as calculated with TIP4P/2005 (0.850 g cm−3 (ref.
56)) and as observed experimentally (0.844 g cm−3 (ref. 57)
and 0.837 g cm−3 (ref. 58)).

2.2 Water configurations from molecular dynamics
simulations

Molecular dynamics (MD) simulations were conducted using
the large-scale atomic/molecular massively parallel simulator
(LAMMPS).59 Interactions of water molecules with catalytic
intermediates and the Pt surface were calculated using
Lennard Jones + Coulomb (LJ + C) potentials. LJ parameters
for adsorbates, H2O molecules, and Pt atoms were taken
from the optimized potentials for liquid simulations
(OPLS),60 TIP4P/2005,61 and INTERFACE force fields,62 re-
spectively. Cross terms for the LJ interactions were computed
using Lorentz–Berthelot mixing rules.63,64 Atomic partial
charges used in the Coulomb potentials for the Pt atoms and
adsorbates were calculated from density functional theory re-
sults using the density derived electrostatic and chemical
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(DDEC) package.65–70 All LJ + C parameters are tabulated in
the ESI† section S3.

Configurations of liquid H2O molecules around the cata-
lytic species were generated in the NVT ensemble. The target
temperature was set to 500 K, similar to the conditions
employed experimentally.71–74 The temperature was con-
trolled by the Nosé–Hoover thermostat.75 MD simulations
were performed for 5 ns with 1 fs timesteps, where the first 2
ns were used for system equilibration and the final 3 ns were
used for configurational sampling.

2.3 Energies of catalytic species from DFT

DFT calculations were performed using the Vienna ab initio
simulation package (VASP),76–79 which employs plane-wave
basis sets and periodic boundary conditions. Projector aug-
mented wave (PAW)80,81 pseudopotentials were used to
model the core electrons to an energy cutoff of 400 eV. Ex-
change and correlation of the valence electrons were cap-
tured with the Perdew–Burke–Ernzerhof (PBE)82 form of the
generalized gradient approximation (GGA). Gaussian
smearing with a smearing factor of 0.1 eV was employed.
The D2 correction83 was applied to account for dispersion
interactions. The choice of dispersion correction has been
shown to influence the energies of adsorption on metal
surfaces.84–86 Calculations performed with and without the
D2 method indicate that the D2 method influences the en-
ergies of surface reactions by 0.1 eV or less. These compari-
sons are made in section S1 of the ESI.† Automatically gen-
erated Monkhorst–Pack87 Γ-centered 7 × 7 × 1 k-point
meshes were applied to sample the first Brillouin zones.
Electronic structure calculations were performed iteratively,
and electronic structures were considered to be converged
when the energy difference between subsequent iterations
fell below 10−6 eV. Geometries of catalytic species were lo-
cated using geometry relaxation calculations and were con-
sidered to be converged when the maximum force on all
non-fixed atoms fell below 0.03 eV Å−1. Transition states
were identified using a combination of the climbing image-
nudged elastic band (CI-NEB)88,89 and dimer methods90 and
were also considered to be converged when the maximum
force on all non-fixed atoms fell below 0.03 eV Å−1. All tran-
sition state structures were confirmed by their vibrational
frequencies. The final structures of all catalytic species cal-
culated in this work are illustrated in ESI† section S6. Addi-
tionally, their coordinates have been uploaded to our
group's GitHub page.91 VASP INCAR settings are provided in
the ESI† section S1.

2.4 Linear scaling and transition state scaling relationships

Since the reaction network for catalytic APR is rather large,
we additionally estimated energies of catalytic species using

linear correlations, as has been done by others working in
this field.92 Binding energies of C3 intermediates (reactant
and product species) were estimated using an extended linear
scaling relationship (LSR) based on the energies of their
fragments,35–43,93 as in our prior work.34 In our prior work,
we derived linear correlations to calculate the energies of in-
termediates with chemical formulas of CHy′O–CHy″O–CHy‴O
as functions of the binding energies of their CHy′O, CHy″O,
and CHy‴O fragments (the subscripts y′, y″, and y‴ denote
different levels of saturation of the carbon atoms). Energies
of transition states were estimated using transition state scal-
ing (TSS) relationships,6,44–50 which are linear functions of
the energies of the product species (commonly referred to as
final state (FS) species in the literature). In this work, we in-
put both DFT calculated FS energies and FS energies that
were calculated using LSRs to the TSS relationships. How we
combined LSRs and TSS relationships is demonstrated in the
ESI† section S4.

2.5 Reaction and activation energy calculations

Reaction energies for vacuum phase reactions Evacrxn were calcu-
lated using standard formulas. For example, the reaction en-

ergy for adsorbed glycerol C H O83 3* dehydrogenation to

C H O , , C H O7 3 83 3 3i.e. ** + * → C H O73 3* + H* (where * indicates a

catalytic site and a *'ed species indicates a species adsorbed on
a Pt(111) catalytic site) is

E E E E Erxn
vac

8C H O H C H O         3 7 3 3 3** * (*) (1)

where E C H O3 7 3 * , EĲH*), and E C H O3 8 3 * are the electronic

energies of C H O3 7 3* , H*, and glycerol C H O3 8 3* , and EĲ*) is the

electronic energy of the clean Pt(111) surface. The energies of
the carbon-containing species can be obtained using DFT cal-
culations or LSRs.

We define the reaction energy in the aqueous phase as be-
ing equal to the reaction energy in vacuum phase plus the
change in the water–catalytic species interaction energy, as in
our prior work,34 i.e.,

Eaqrxn = Evacrxn + ΔEint (2)

For any catalytic species, the water–catalytic species inter-
action energy Eint is defined as the total interaction between
the water structure and the catalytic species.33 For example,
the interaction energy for glycerol is

Eint are reported as averages over 10 different configura-
tions of water for catalytic species involved in non-water-
mediated steps ± the calculated standard deviation. Eint for

E E E E Eint * ** * *C H O H O C H O H O C H O3 8 3 2 3 8 3 2 3 8 3              (3)
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catalytic species involved in water-mediated steps are calcu-
lated using a single configuration of H2O molecules.

ΔEint is the change in interaction energy going from reac-

tants to products. For example, in the reaction C H O3 8 3* dehy-

drogenation to C H O3 7 3* , ΔEint is

E E E E Eint intC H O H C H O           int int int* ** *3 7 3 3 8 3 (4)

We found that EintĲH*) is equal to 0. Further, EintĲ*), i.e.,
Eint of the clean Pt(111) surface, is set to 0 by definition.
Therefore, ΔEint in this case can be calculated as

      E E Eint int int* *C H O C H O3 7 3 3 8 3 . When values of ΔEint in-

clude ± values, they are the propagated uncertainties, which
are determined using standard error propagation rules.94

Activation energies are calculated analogously. For exam-
ple, the activation energy for the glycerol dehydrogenation re-

action, C H O TS C H O H*** 3 7 33 8 3     * * * under vacuum is

E E Eact
vac TS C H O     * *3 8 3 (5)

where TS stands for transition state. Under aqueous phase,
the activation energy is

Eaqact = Evacact + ΔEint (6)

where ΔEint is the change of the interaction energy from the
reactant to the transition state, i.e.,

      E E Eint int int* *TS C H O3 8 3 (7)

The above equations were used to calculate the activation
energies in aqueous phase using DFT data. Since our TSS re-
lationships are derived using transition states under aqueous
phase, they already include the water–catalytic species inter-
action energy, and hence, the activation energy is simply

Eact = E(TS*) − E(IS*) (8)

where IS stands for initial state and in this work is the reac-
tant species.

2.6 Microkinetic modeling

Microkinetic modeling was performed with the MKMCXX
package.95 Adsorption rate constants were calculated from
the Hertz–Knudsen equation,96–98

k yPA
mk Tads

B


2

(9)

where y is the mole fraction of either the gas phase or aque-
ous phase species, P is the total pressure, A is the surface
area of the adsorption site, m is molecular mass, kB is the
Boltzmann constant, and T is the temperature. Here, we set

the initial mole fraction of glycerol to 0.1 for both the vac-
uum and aqueous phase microkinetic models. In the vacuum
phase model, glycerol is supplied with a balance of inerts,
and in the aqueous phase model, glycerol is supplied with a
balance of H2O (water : glycerol ratio of 9). The total pressure
in both models is set to 1 atm. This procedure has been pub-
lished previously by Heyden's group51 for both gas and liquid
phase microkinetic models. Essentially, it computes the ad-
sorption rate constant from gas phase collision theory. To
our knowledge, there is no well-tested theory for simulating
the kinetics of chemisorption from liquid phase onto solid
catalyst surfaces. Because of this, and also since our intent in
this manuscript is to learn about the roles of H2O molecules
on surface reactions involved in the reforming of glycerol, we
have treated the adsorption in our gas and aqueous phase
models similarly. That said, we stress that there is some un-
certainty embedded into the thermodynamic and kinetic
quantities pertaining to adsorption that are reported in this
manuscript.

Desorption rate constants were calculated as,97–99

k k T
h

A mk E
k Tdes

B
3

B

rot

des

B


  









3 2


exp (10)

where h is the Plank's constant, σ is the symmetry number, θ
is the rotational temperature of the species, and Edes is the
desorption energy. Details about σ and θ are provided in the
ESI† section S7. In this formalism, adsorption and desorption
proceed through a mobile precursor, which is a fluid phase
species that has been trapped on the catalyst surface. The
mobile precursor has two translational degrees of freedom
(while the fluid phase species has three) and three rotational
degrees of freedom, which are all lost when the species ulti-
mately binds to the catalyst surface. Desorption energies for
all species considered in this work are endothermic (i.e., their
adsorption energies are exothermic).

Rate constants for surface reactions were calculated with
the Arrhenius equation,

k A E
k T










exp act

B

(11)

where A is the pre-exponential factor. Pre-exponential factors
for surface reactions were set to 1013 s−1.

Reaction energies and activation barriers that were input
to the microkinetic model were obtained as follows. Energet-
ics of reactions involving C3 species were calculated in this
work using a combination of DFT data, LSRs, and TSS rela-
tionships, as described above. Modeling the APR of glycerol
also requires energies of reactions involving C2 and C1 spe-
cies and also water-gas shift. We obtained energies of these
reactions from the literature, using references from
Bligaard,40 Heyden,51 Vlachos,52 and Schneider.53 During the
review stage of this manuscript, we became aware of a re-
cently published database,100 which houses structures and
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energies of species involved in catalytic APR over Pt.92 An al-
ternative approach would have been to use information from
the database for the reactions involving C2 and C1 species
and water-gas shift. All reaction energetics that were used in
the microkinetic models presented in this manuscript are
tabulated in the ESI† section S7.

The microkinetic models reported in this work employed
single site models for simplicity. We note that due to the
large sizes of some of the adsorbates, as well as the fact that
on supported catalysts, interfacial sites are likely important
to the catalysis,101 this is an approximation.

The temperature in our microkinetic models was set to
500 K. The MKM solver was iterated for 108 seconds to en-
sure convergence, and the absolute and relevant tolerances
were both set to 10−8 mol s−1.

3 Results
3.1 Role of H2O on the energetics of reactions involving
C3HyO3 species

Reaction energies and activation barriers for non-water-
mediated reactions are summarized in Table 1. Comparing
the calculated reaction energies for vacuum and aqueous
phases, the differences for the dehydrogenation steps are
slight, indicating little influence of water. In contrast, reac-
tion energies for decarbonylation steps are more endothermic
in aqueous phase than in vacuum. Further, the energies of
hydrogenolysis reactions 15, 16, and 18 are more exothermic
in aqueous phase than in vacuum. To investigate the influ-
ence of water on the calculated activation barriers, Fig. 1
plots the activation energies for the three types of reactions
in both vacuum and aqueous phases. As shown in Fig. 1a,
the activation barriers for dehydrogenation reactions are for
the most part similar in aqueous and vacuum phases. The ac-
tivation barriers in the aqueous phase for decarbonylation re-
actions are larger than those under vacuum, with the excep-

tion of the activation barrier for Reaction 13 (CO–COH–COH*
+ * → COH–COH* + CO*), suggesting that there is a kinetic
penalty for removing a carbonyl group from a C3HyO3 cata-
lytic intermediate under aqueous phase until a certain degree
of dehydrogenation has occurred. Similarly, there is a kinetic
penalty for removing a hydroxyl group from a C3 catalytic
species under aqueous phase until a certain degree of dehy-
drogenation has occurred.

TSS relationships derived for non-water-mediated dehydro-
genation, decarbonylation, and hydrogenolysis steps under
vacuum and aqueous phases are shown in Fig. 2. Comparing
the TSS relationships derived for vacuum phase to those de-
rived for aqueous phase, the dehydrogenation trends are only
minorly different, whereas the decarbonylation and hydro-
genolysis trends are significantly different. This means that
the Eint for the transition states involved in dehydrogenation
reactions are similar to the Eint of the product species,
whereas the Eint for the transition states involved in
decarbonylation and hydrogenolysis reactions are different
than the Eint of the product species for those reactions. Thus,
water interacts with the reactants, transition states, and prod-
ucts involved in dehydrogenation of C3 species similarly,
whereas water interacts with the reactants, transition states,
and products involved in decarbonylation and hydrogenolysis
of C3 species differently. Specifically, the water environment
stabilizes the reactants and transition states of the
decarbonylation reactions more so than the products, and the
water environment stabilizes reactant and product species of
hydrogenolysis reactions more so than the transition states.

3.2 Role of H2O on the mechanisms of reactions involving
C3HyO3 species

Mechanistically, H2O molecules can mediate catalytic dehy-
drogenation reactions, forming H2n+1On complexes at either
the transition state or as the product,27,102–109 and H2n+1On

Table 1 Reaction energies (Erxn) and activation energies (Eact) of non-water-mediated dehydrogenation (1–7), decarbonylation (8–13), and hydro-
genolysis steps (14–18) under vacuum (vac) and aqueous phases (aq). Reaction numbers of the analogous water-mediated reactions are given in paren-
theses where applicable, the results for which are given in Table 2. All values are in units of eV

Number Reaction Evacrxn Eaqrxn Evacact Eaqact

1 CH2OH–CHOH–CH2OH* + * → CH2OH–COH–CH2OH* + H* −0.45 −0.44 ± 0.10 0.36 0.30 ± 0.10
2 (19) CH2OH–COH–CH2OH* + * → CHOH–COH–CH2OH* + H* −0.35 −0.39 ± 0.14 0.60 0.48 ± 0.11
3 (20) CHOH–COH–CH2OH* + * → CHOH–COH–CHOH* + H* −0.08 −0.10 ± 0.10 1.01 1.09 ± 0.10
4 (21) CHOH–COH–CHOH* + * → COH–COH–CHOH* + H* −0.19 −0.11 ± 0.11 0.38 0.35 ± 0.14
5 (22) COH–COH–CHOH* + * → COH–COH–COH* + H* −0.33 −0.38 ± 0.12 0.47 0.45 ± 0.14
6 (23) COH–COH–COH* + * → CO–COH–COH* + H* 0.20 0.24 ± 0.10 0.40 0.38 ± 0.12
7 (24) CO–COH–COH* + * → CO–COH–CO* + H* 0.26 0.26 ± 0.09 0.67 0.66 ± 0.08
8 CO–CHOH–CH2OH* + * → CHOH–CH2OH*+ CO* −0.94 −0.52 ± 0.17 1.08 0.90 ± 0.18
9 CO–COH–CH2OH* + * → COH–CH2OH* + CO* −0.61 −0.34 ± 0.16 0.30 0.43 ± 0.10
10 CO–CHOH–CHOH* + * → CHOH–CHOH* + CO* −1.17 −1.03 ± 0.14 0.56 0.60 ± 0.14
11 CO–COH–CHOH* + * → COH–CHOH* + CO* −0.61 −0.55 ± 0.10 0.46 0.72 ± 0.12
12 CO–CHOH–COH* + * → CHOH–COH* + CO* −0.34 0.15 ± 0.12 0.37 0.70 ± 0.15
13 CO–COH–COH* + * → COH–COH* + CO* −0.96 −0.81 ± 0.13 0.14 0.01 ± 0.16
14 (25) COH–CHOH–CH2OH* + * → C–CHOH–CH2OH* + OH* 0.30 0.37 ± 0.10 0.96 1.12 ± 0.12
15 (26) CHOH–COH–CHOH* + * → CHOH–C–CHOH* + OH* 0.68 0.49 ± 0.14 1.55 1.65 ± 0.18
16 (27) COH–COH–CHOH* + * → C–COH–CHOH* + OH* 0.40 0.20 ± 0.13 1.05 0.94 ± 0.12
17 (28) COH–CO–CH2OH* + * → C–CO–CH2OH* + OH* 0.72 0.81 ± 0.11 0.93 0.99 ± 0.16
18 (29) COH–COH–COH* + * → C–COH–COH* + OH* 2.53 2.07 ± 0.15 2.92 2.43 ± 0.13
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complexes can act as reactants in hydrogenolysis steps.110 We
calculated the energetics of 15 such water-mediated reac-
tions, and they are presented in Table 2. The reaction ener-
gies for the water-mediated C–H dehydrogenation steps are
in general more endothermic than their non-water-mediated
analogues, whereas the reaction energies for water-mediated
O–H dehydrogenation steps are more exothermic than their
non-water-mediated analogues, going from being endother-
mic to exothermic in both cases that we explicitly calculated
(reactions 23 and 24, i.e., COH–COH–COH* + H2O* → CO–
COH–COH* + H3O* and CO–COH–COH* + H2O* → CO–

COH–CO* + H3O*). The reaction energies for water-mediated
hydrogenolysis steps are for the most part similar to their
non-water-mediated analogues, with the exception of reaction
27 (COH–COH–CHOH* + H2O* → C–COH–CHOH* + H3O*),
which is 0.18 eV more exothermic.

Activation energies for water-mediated versus non-water-
mediated reactions are shown in Fig. 3. The activation ener-
gies for the water-mediated C–H scissions are all larger than
their non-water-mediated analogues. In fact, with the excep-
tion of reaction 22, the activation barriers for the water-
mediated C–H scissions are all greater than 1 eV. The barrier
for reaction 22, i.e., COH–COH–CHOH* reacting to COH–

COH–COH*, is 0.57 eV, compared to 0.45 eV for its non-
water-mediated analogue. The barriers for water-mediated
O–H scissions (reactions 23 and 24) are essentially equal to 0,
which is lower than their non-water-mediated analogues. Bar-
riers ≈0 are expected for proton transfer reactions in liquid
H2O.

111 The activation energies for water-mediated

Fig. 1 Comparison of activation energies calculated in vacuum (gray)
and aqueous phases (white) for the non-water-mediated dehydroge-
nation (a), decarbonylation (b), and hydrogenolysis steps (c) calculated
in this work. Bar labels are the transition state species with the species
that is being removed in parentheses. Error bars denote the propa-
gated uncertainties of the average energies (caused by configurational
fluctuations of the liquid H2O molecules).

Fig. 2 Regression training data (points) and linear TSS relationships
(lines) for non-water-mediated dehydrogenation (a), decarbonylation
(b), and hydrogenolysis steps (c) calculated under vacuum (solid lines
and unfilled points) and aqueous phases (dotted lines and filled points).
MAE stands for mean absolute error. Units on all values are eV.
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hydrogenolysis reactions are lower than their non-mediated
analogues, suggesting that hydrogenolysis steps could occur
via water mediated routes, if sufficient concentration of
H2n+1On species were available.

3.3 Microkinetic modeling results

The reaction energetics calculated in this work, along with
the TSS relationships that were derived, as well as reaction
energetics available in the literature40,51–53 allow for micro-
kinetic modeling of catalytic glycerol reforming. We ran
microkinetic models under both vacuum and aqueous
phases. In vacuum phase, the initial water concentration was
set to 0, so the water-gas shift reaction did not occur. Hence,

the main products were H2 and CO. In aqueous phase, the
water supplied OH* to the surface, which reacted with CO*
through water-gas shift steps.53 The primary products in the
aqueous phase model were H2, CO2, and CH2OH–CH2OH
(ethylene glycol). Assuming the gas phase products are H2

and CO2, the mole fraction of H2 in the gas phase was 65.6%,
which agrees well with the experimental value of 64.8% ob-
served by Cortright et al.3 Further, the selectivity to H2 was
89.1%, compared to the experimental value of 85.0%
reported by Lehnert et al.112 32.8% of the carbon was
converted to CO2, in agreement with the experimentally ob-
served value of 29.7% reported by Cortright et al.3

Reactions that contributed to the observed phenomena in
both models along with their net rates are tabulated in ESI†
section S8. Under vacuum, glycerol decomposition proceeds
through dehydrogenation steps until reaching the CO–COH–

COH* intermediate, which then proceeds through a
decarbonylation step to form COH–COH*. This intermediate
is then further dehydrogenated to CO–CO*, which is finally
decomposed into 2CO*. The pathway in aqueous phase is
similar, with dehydrogenation occurring until reaching the
CO–COH–COH* intermediate. However, water-mediated reac-
tions become competitive with non-water-mediated reactions
for both O–H and C–H scissions. Specifically, the rates of
water-mediated COH–COH–CHOH* dehydrogenation to
COH–COH–COH*, COH–COH–COH* dehydrogenation to CO–
COH–COH*, and CO–COH–COH* dehydrogenation to CO–

COH–CO* reactions are competitive with their non-water-
mediate analogues. The CO–COH–COH* intermediate that is
formed from water-mediated COH–COH–COH* dehydrogena-
tion is decarbonylated to COH–COH*, which is dehydro-
genated to CO–CO* and then decomposed to 2CO*, like un-
der vacuum. Similarly, the CO–COH–CO* that is formed from

Table 2 Reaction energies (Erxn) and activation energies (Eact) of water-mediated dehydrogenation (19–25) and hydrogenolysis steps (25–29). Reaction
energetics were calculated using one and/or two water molecules in the reactants. Numbers in parentheses are for the non-mediated analogues from
Table 1. All values are in units of eV

Number Reaction Erxn Eact

19 (2) CH2OH–COH–CH2OH* + H2O* → CHOH–COH–CH2OH* + H3O* 0.25 1.42
19 (2) CH2OH–COH–CH2OH* + 2H2O* → CHOH–COH–CH2OH* + H O5 2* + * 0.26 1.18

20 (3) CHOH–COH–CH2OH* + H2O* → CHOH–COH–CHOH* + H3O* 0.27 1.67
20 (3) CHOH–COH–CH2OH* + 2H2O* → CHOH–COH–CHOH* + H O5 2* + * 0.26 1.75

21 (4) CHOH–COH–CHOH* + H2O* → COH–COH–CHOH* + H3O* 0.29 1.14
21 (4) CHOH–COH–CHOH* + 2H2O* → COH–COH–CHOH* + H O5 2* + * 0.37 1.20

22 (5) COH–COH–CHOH* + H2O* → COH–COH–COH* + H3O* 0.07 0.87
22 (5) COH–COH–CHOH* + 2H2O* → COH–COH–COH* + H O5 2* + * −0.15 0.57

23 (6) COH–COH–COH* + 2H2O* → CO–COH–COH* + H O5 2* + * −0.39 0.01

24 (7) CO–COH–COH* + 2H2O* → CO–COH–CO* + H O5 2* + * −0.19 0.02

25 (14) COH–CHOH–CH2OH* + H3O* + * → C–CHOH–CH2OH* + 2H2O* 0.30 0.23
26 (15) CHOH–COH–CHOH* + H3O* + * → CHOH–C–CHOH* + 2H2O* 0.62 0.64
27 (16) COH–COH–CHOH* + H3O* + * → C–COH–CHOH* + 2H2O* 0.38 0.31
28 (17) COH–CO–CH2OH* + H3O* + * → C–CO–CH2OH* + 2H2O* 0.70 0.28
29 (18) COH–COH–COH* + H3O* + * → C–COH–COH* + 2H2O* 2.03 1.51

Fig. 3 Comparison of activation energies for non-water-mediated
(gray bars) reactions to their water-mediated (white and hashed bars)
analogues. White bars indicate participation of 1H2O molecule, and
hashed bars indicate participation of 2H2O molecules. Sets of bars are
labeled by their reaction numbers. The first row of numbers are the re-
action numbers for the water-mediated reactions (from Table 2), and
the second row of numbers are the reaction numbers for their non-
water-mediated analogues (from Table 1).
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water-mediated CO–COH–COH* dehydrogenation is dehydro-
genated to CO–CO–CO* and then decomposed into 3CO*. In
both microkinetic models, carbon atoms must be signifi-
cantly dehydrogenated before the rates of O–H scissions start
to become appreciable. Hydrogenolysis steps do not partici-
pate in the dominant reaction pathways for either the vac-
uum or aqueous-phase models. However, we note that our
microkinetic model of the aqueous phase reforming of glyc-
erol was carried out at neutral pH, which resulted in insuffi-
cient concentration of H2n+1On species to carry out water-
mediated hydrogenolysis to any remarkable degree, despite
that the rate constants for these reactions are larger than the
non-water-mediated analogues.

4 Discussion

From the results of the last section, H2O plays at least four
roles in the aqueous phase reforming of glycerol. One, H2O
molecules dissociate on the catalyst surface, supplying the OH*
and H* that are needed to promote oxidation of CO* and pro-
duction of H2. Two, H2O molecules promote C–H scission. We
find that the activation barrier for water-mediated COH–COH–

CHOH* dehydrogenation to COH–COH–COH* is within 0.12
eV (although still higher) of its non-water-mediated analogue.
The reaction energy of the water-mediated reaction is less exo-
thermic than its non-water-mediated analogue by more than
0.2 eV; however, owing to the large concentration of H2O, the
rate of the water-mediated COH–COH–CHOH* dehydrogena-
tion to COH–COH–COH* is competitive with its non-water-
mediated analogue. Three, water molecules mediate O–H scis-
sion. The activation barriers of H2O-mediated O–H scissions
are ≈0 and their reaction energies are exothermic. Thus the
rates of water-mediated O–H scissions are higher than their
non-water-mediated analogues, by up to five orders of magni-
tude. Four, water inhibits the thermodynamics of catalytic
decarbonylation. Specifically, in both microkinetic models,
decarbonylation occurs at the CO–COH–COH* species. The ac-
tivation energy for the decarbonylation step to COH–COH* is
quite low in both vacuum and aqueous phases (0.14 eV in vac-
uum versus 0.01 eV in aqueous phase); however, the reaction
energy is 0.17 eV more endothermic in aqueous phase than it
is in vacuum. This is due to the loss of hydrophilicity that oc-
curs over the course of the reaction. Specifically, Eint for CO–
COH–COH* is more negative than for the combination of
COH–COH* and CO* (with Eint for CO* being essentially equal
to zero33). In fact, comparing the reaction energies in vacuum
versus aqueous phase for all of the decarbonylation reactions
calculated in this work, there is always an energy penalty asso-
ciated, ranging from 0.06 eV (CO–COH–CHOH* → COH–

CHOH*) to 0.49 eV (CO–CHOH–COH* → CHOH–COH*).

5 Conclusions

In this work, we have used DFT calculations, MD simula-
tions, linear scaling relationships, transition state scaling re-
lationships, and data from the literature to construct micro-

kinetic models of catalytic glycerol reforming under vacuum
and aqueous phases. We have specifically calculated steps in
the pathways for dehydrogenation, decarbonylation, and
hydrogenolysis of C3 species, and we have included steps
where H2O molecules and H(2n+1)On species explicitly partici-
pate in the reactions. Results from our microkinetic models
identified four roles of water on the catalytic mechanism of
aqueous phase reforming of glycerol: supplying OH* needed
in water-gas shift to oxidize CO*, promoting C–H scissions,
promoting O–H scissions, and thermodynamically inhibiting
decarbonylation of C3 species. Our results also suggest that
protons in solution could mediate catalytic hydrogenolysis re-
actions if the reaction were run under sufficient pH (in prac-
tice, hydrogenolysis reactions are likely promoted by acid
sites on the catalyst or its support113). In this manuscript, we
have attempted to present only the “big-picture” conclusions.
This is because, even with the inclusion of an explicit liquid
water environment and an extensive network of catalytic reac-
tions, limitations in our models prevent us from providing a
comprehensive mechanism of glycerol APR. For example,
methods to properly model adsorption and desorption at a
liquid water/catalyst interface and models that properly incor-
porate the participation of interfacial sites are needed to
more fully understand the mechanism of glycerol APR. We
are presently working on addressing both issues.
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